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Visualizzare la pagina nodi

Quando hai bisogno di informazioni piu dettagliate sul tuo sistema StorageGRID rispetto
a quelle fornite dalla dashboard, puoi utilizzare la pagina Nodes per visualizzare le
metriche per l'intera griglia, ogni sito nella griglia e ogni nodo di un sito.

= N NetApp | StorageGRID Grid Manager y page tit Q @-v Z2Rootv

DASHBOARD |\| d
| View the list and status of sites and grid nodes.
TENANTS carch O\ Total node count: 12
M =
Name 4 Type = Objectdataused € %  Objectmetadataused @ = CPUusage @ =
CONFIGURATION
StorageGRID Webscale Deployment Grid 0% 0%
MAINTENANCE
SUPPORT A DC1 Site 0% 0%
€ DpC1-ADML Primary Admin Node %
@ obci-arcy Archive Node 1%
h DC1-Gl Gateway Node 3%
DC1-51 Storage Node 0% 0% 6%
DC1-52 Storage Node 0% 0% 8%
DC1-53 Storage Node 0% 0% 4%
A DC2 Site 0% 0%

La tabella Nodes (nodi) elenca tutti i siti e i nodi nel sistema StorageGRID. Vengono visualizzate informazioni
di riepilogo per ciascun nodo. Se un nodo ha un avviso attivo, viene visualizzata un’icona accanto al nome del
nodo. Se il nodo & connesso e non sono presenti avvisi attivi, non viene visualizzata alcuna icona.

Icone di stato della connessione

Non connesso - Sconosciuto @: [l nodo non € connesso alla rete per un motivo sconosciuto. Ad
esempio, la connessione di rete tra i nodi & stata persa o I'alimentazione € inattiva. Potrebbe essere
attivato anche I'avviso Impossibile comunicare con il nodo. Potrebbero essere attivi anche altri avvisi.
Questa situazione richiede un’attenzione immediata.

@ Un nodo potrebbe apparire come sconosciuto durante le operazioni di shutdown gestite. In
questi casi, € possibile ignorare lo stato Unknown (Sconosciuto).

Non connesso - amministrazione non attiva @: Il nodo non € connesso alla rete per un motivo
previsto. Ad esempio, il nodo o i servizi sul nodo sono stati normalmente spenti, il nodo € in fase di riavvio
o il software ¢ in fase di aggiornamento. Potrebbero essere attivi anche uno o piu avvisi.



Se un nodo viene disconnesso dalla griglia, potrebbe essere visualizzato un avviso sottostante, ma viene
visualizzata solo I'icona “non connesso”. Per visualizzare gli avvisi attivi per un nodo, selezionare il nodo.

Icone di avviso

Se € presente un avviso attivo per un nodo, accanto al nome del nodo viene visualizzata una delle seguenti
icone:

Critico 9: Si verifica una condizione anomala che ha interrotto le normali operazioni di un nodo o
servizio StorageGRID. E necessario risolvere immediatamente il problema sottostante. Se il problema non
viene risolto, potrebbero verificarsi interruzioni del servizio e perdita di dati.

Maggiore ﬂ: Si verifica una condizione anomala che influisce sulle operazioni correnti o si avvicina alla
soglia per un awviso critico. E necessario analizzare gli avvisi principali e risolvere eventuali problemi
sottostanti per assicurarsi che le condizioni anomale non interrompano il normale funzionamento di un
nodo o servizio StorageGRID.

Minore . Il sistema funziona normalmente, ma si verifica una condizione anomala che potrebbe influire
sulla capacita di funzionamento del sistema se continua a funzionare. E necessario monitorare e risolvere
gli avvisi minori che non vengono risolti da soli per assicurarsi che non causino problemi piu gravi.

Visualizzazione dei dettagli di un sistema, sito o nodo

Per visualizzare le informazioni disponibili, selezionare il nome della griglia, del sito o del nodo nel modo
seguente:

» Selezionare il nome della griglia per visualizzare un riepilogo aggregato delle statistiche per I'intero sistema
StorageGRID.

» Selezionare un sito specifico del data center per visualizzare un riepilogo aggregato delle statistiche per
tutti i nodi del sito.

» Selezionare un nodo specifico per visualizzare informazioni dettagliate relative a tale nodo.

- =
Namie =~ StorageGRID Deployment (Grid) & b4
StorageGRID | Network Storage Objects ILM Load balancer
Deployment
- 1 hour 1 day 1 week 1 month Custom

~ DC1
Storage used - object data (-] Storage used - object metadata [~]
DC1-ADM1 L 100%
T5% 75%
DC1-ARC1
50% 50%
DC1-G1
25% 25%
DC1-51 0% 0%
11:50 12:00 1210 12:20 12:30 1240 11:50 12:00 1210 1220 12:30 12:40
- Used {%)} = Used (%)
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Visualizzare la scheda Panoramica

La scheda Panoramica fornisce informazioni di base su ciascun nodo. Inoltre, vengono
visualizzati tutti gli avvisi che attualmente influiscono sul nodo.

Viene visualizzata la scheda Overview (Panoramica) per tutti i nodi.

Informazioni sul nodo

La sezione Node Information (informazioni nodo) della scheda Overview (Panoramica) elenca le informazioni
di base sul nodo Grid (griglia).

DC1-S2 (Storage Node)

Overview Hardware Network Storage Objects

Node information @

Name: DC1-52

Type: Storage Node

1D: e12e3f95-da25-4c56-8cal-ecT96b3fdbd9

Connection state- Q Connected

Storage used: Object data | | 26% @
Object metadata | | 0% @

Software version: 11.6.0

IP addresses: 10.224.1.227 - ethd (Grid Metwork)

Show additional IP addresses w

T o i e e e i T s il ot L A

Le informazioni generali per un nodo includono quanto segue:

* Name: Nome host assegnato al nodo e visualizzato in Grid Manager.
* Type: Il tipo di nodo — Admin Node, Primary Admin Node, Storage Node, Gateway Node o Archive Node.
« ID: Identificatore univoco del nodo, chiamato anche UUID.

» Stato connessione: Uno dei tre stati. Viene visualizzata I'icona dello stato piu grave.
Sconosciuto @: [l nodo non & connesso alla rete per un motivo sconosciuto. Ad esempio, la
connessione di rete tra i nodi & stata persa o I'alimentazione € inattiva. Potrebbe essere attivato anche
'avviso Impossibile comunicare con il nodo. Potrebbero essere attivi anche altri avvisi. Questa
situazione richiede un’attenzione immediata.

@ Un nodo potrebbe apparire come sconosciuto durante le operazioni di shutdown gestite.
In questi casi, & possibile ignorare lo stato Unknown (Sconosciuto).



o

Amministrativamente inattivo @: Il nodo non & connesso alla rete per un motivo previsto. Ad
esempio, il nodo o i servizi sul nodo sono stati normalmente spenti, il nodo ¢ in fase di riavvio o il
software ¢ in fase di aggiornamento. Potrebbero essere attivi anche uno o piu avvisi.

o

Connesso 0: Il nodo é collegato alla rete.
« Storage utilizzato: Solo per nodi di storage.

o Dati oggetto: Percentuale dello spazio utilizzabile totale per i dati oggetto che & stato utilizzato nel
nodo di storage.

o Metadati oggetto: Percentuale dello spazio totale consentito per i metadati oggetto utilizzati nel nodo
di storage.

* Versione software: La versione di StorageGRID installata sul nodo.

* Gruppi ha: Solo per nodi Admin Node e Gateway. Viene visualizzato se un’interfaccia di rete sul nodo &
inclusa in un gruppo ad alta disponibilita e se tale interfaccia € l'interfaccia primaria.

¢ Indirizzi IP: Gli indirizzi IP del nodo. Fare clic su Show additional IP addresses (Mostra indirizzi IP
aggiuntivi) per visualizzare gli indirizzi IPv4 e IPv6 e le mappature dell'interfaccia del nodo.

Avvisi

La sezione Avvisi della scheda Panoramica elenca gli avvisi che attualmente interessano questo nodo e che
non sono stati tacitati. Fare clic sul nome dell’avviso per visualizzare ulteriori dettagli e azioni consigliate.

Alerts

Alertname % Severity @ 2 Time triggered & Current values

Low installed node memory [4
0 Critical 1lhoursago @ Total RAM size:  8.37 GB

The amount of installed memory on a node is low.

Informazioni correlate
Monitorare gli stati di connessione del nodo

Visualizzare gli avvisi correnti

Visualizzare un avviso specifico

Visualizzare la scheda hardware

La scheda hardware visualizza I'utilizzo della CPU e della memoria per ciascun nodo,
oltre a informazioni aggiuntive sul’hardware delle appliance.

Viene visualizzata la scheda hardware per tutti i nodi.


https://docs.netapp.com/it-it/storagegrid-116/monitor/monitoring-node-connection-states.html
https://docs.netapp.com/it-it/storagegrid-116/monitor/viewing-current-alerts.html
https://docs.netapp.com/it-it/storagegrid-116/monitor/viewing-specific-alert.html

DC3-S3 (Storage Node) & X
Overview Hardware Metwork Storage Objects ILM Tasks
1 hour 1day 1 week 1 month Custom
CPU utilization @ Memory usage @
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Per visualizzare un intervallo di tempo diverso, selezionare uno dei comandi sopra il grafico o il grafico. E
possibile visualizzare le informazioni disponibili per intervalli di 1 ora, 1 giorno, 1 settimana o 1 mese. E inoltre
possibile impostare un intervallo personalizzato, che consente di specificare intervalli di data e ora.

Per visualizzare i dettagli relativi all’utilizzo della CPU e della memoria, spostare il cursore su ciascun grafico.

Memory Usage 2]

T00.00%
2020-05-20 14:08:00
75.00% = Used (%) 44.70%
Used: 11.30 GB
S0:00% Cached: 6.55 GB
= Buffers: 14256 MB
75 D0% - Frea: 7.28 GB
= Total Memory: 2528 GB
0%
13:50 14:00 14:10 14:20 14:30 14:40
= {lzed (%)

Se il nodo & un nodo appliance, questa scheda include anche una sezione con ulteriori informazioni
sull’hardware dell’appliance.

Visualizza informazioni sui nodi di storage dell’appliance

La pagina Nodes (nodi) elenca le informazioni sullo stato di salute del servizio e tutte le risorse di calcolo, di
dispositivo su disco e di rete per ciascun nodo di storage dell’appliance. E inoltre possibile visualizzare
memoria, hardware di storage, versione del firmware del controller, risorse di rete, interfacce di rete, indirizzi di
rete e ricevere e trasmettere dati.

Fasi



1. Dalla pagina Nodes (nodi), selezionare un nodo di storage dell’appliance.

2. Selezionare Panoramica.

La sezione Node information (informazioni nodo) della scheda Overview (Panoramica) visualizza
informazioni riepilogative per il nodo, ad esempio il nome, il tipo, I'ID e lo stato di connessione del nodo.
L'elenco degli indirizzi IP include il nome dell'interfaccia per ciascun indirizzo, come segue:

o eth: Rete griglia, rete amministrativa o rete client.

> Hic: Una delle porte fisiche 10, 25 0 100 GbE dell'appliance. Queste porte possono essere collegate
tra loro e collegate alla rete griglia StorageGRID (eth0) e alla rete client (eth2).

o mtc: Una delle porte 1 GbE fisiche dell’appliance. Una o piu interfacce mtc sono collegate per formare
l'interfaccia di rete amministrativa StorageGRID (eth1). E possibile lasciare altre interfacce mtc
disponibili per la connettivita locale temporanea per un tecnico del data center.

DC2-5GA-010-096-106-021 (Storage Node) & X

Overview Hardware Network Storage Objects ILM Tasks

Node information @

Mame: DC2-5GA-010-096-106-021

Type: Storage Node

1D: f0890e03-4c72-401f-3292-245511a38e51

Connection state: 9 Connected

Starage used: Object data ™ @
Object metadata 500 @

Software version 11.6.0 (build 20210915.1941 afce2d3)

|P addresses: 10.96.106.21 - eth0 (Grid Network)

Hide additional IP addresses A

Interface & IPaddress <+
eth0 (Grid Network) 10.96.106.21
eth0 (Grid Network) fe80::2a0:98ff:fe64:6582
hic2 10.96.106.21
hic4 10.96.106.21
mtc2 169.254.0.1

Alerts

Alertname % Severity e = Time triggered & Current values

ILM placement unachievable (£

© Major 2hoursago @
A placement instruction in an ILM rule cannot be achieved for certain objects.

La sezione Avvisi della scheda Panoramica visualizza gli avvisi attivi per il nodo.



3. Selezionare hardware per visualizzare ulteriori informazioni sull’appliance.

a. Visualizzare i grafici relativi all’utilizzo della CPU e della memoria per determinare le percentuali di
utilizzo della CPU e della memoria nel tempo. Per visualizzare un intervallo di tempo diverso,
selezionare uno dei comandi sopra il grafico o il grafico. E possibile visualizzare le informazioni
disponibili per intervalli di 1 ora, 1 giorno, 1 settimana o 1 mese. E inoltre possibile impostare un
intervallo personalizzato, che consente di specificare intervalli di data e ora.

DC3-S3 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1day 1 week 1 month Custom
CPU utilization @ Memory usage @
35% 100%
30%
75%
25%
20% 50%
15% = I
VAN 1 J 25%
e
| JUUUUY MUYy
5% 0%
14:00 14:10 14:20 14:30 14:40 14:50 1400 14:10 14:20 14:30 14:40 14:50
= Utilization (%) = Used (%)

b. Scorrere verso il basso per visualizzare la tabella dei componenti dell’appliance. Questa tabella
contiene informazioni quali il nome del modello dell’appliance, i nomi dei controller, i numeri di serie e
gli indirizzi IP e lo stato di ciascun componente.

@ Alcuni campi, ad esempio Compute controller BMC IP e Compute hardware, vengono
visualizzati solo per le appliance dotate di tale funzionalita.

| componenti per gli shelf di storage e gli shelf di espansione, se sono parte dell’installazione, vengono
visualizzati in una tabella separata sotto la tabella dell’appliance.



StorageGRID Appliance \f
Appliance model: @ SG5660 j;
Storage controller name: @ StorageGRID-5GA-Labll i
Storage controller A management IP: @ 10.224,2.192 g‘;.
Storage controller WWID: @ 600a098000a4a707000000005e8ed5fd 3
Storage appliance chassis serial number: @ 1142FG000135 E
Storage controller firmware version: @ 08.40.60.01 3}
Storage hardware: @ Mominal il j{
i
Storage controller failed drive count: @ o} il }
Storage controller A: @ Nominal il f
-]
&
Storage controller power supply A: @ Nominal ||| P
!

Storage controller power supply B: @ Nominal ||l

Storage data drive type: @ NL-SAS HDD
Storage data drive size: @ 2,00TE i
Storage RAID mode: @ RAIDG E
3
Storage connectivity: @ Nominal 1
Overall power supply: @ Mominal ||. i}
Compute controller serial number: @ SV54365519 Ii
N
Compute controller CPU temperature: @ Nominal ||| ¥
Compute controller chassis temperature: @ Nominal ||l %
3
J
|
;
Storage shelves l
Shelf chassis serial 3
I
S Shelfp @ = Shelf status @ = IOMstatus @ % ¢
number @ {
{
SN SV13304553 0 Nominal N/A i
i
< E
b
Nella tabella Appliance Descrizione

Modello di appliance

Nome dello storage controller

Storage controller A IP di gestione

[l numero di modello di questo dispositivo StorageGRID mostrato nel
software SANTtricity.

Il nome dell’appliance StorageGRID indicato nel software SANtricity.

Indirizzo IP per la porta di gestione 1 sul controller storage A. Questo

IP viene utilizzato per accedere al software SANtricity e risolvere i
problemi di storage.



Nella tabella Appliance

IP di gestione dello storage
controller B.

WWID dello storage controller

Numero di serie dello chassis
dell'appliance di storage

Versione del firmware del
controller di storage

Hardware per lo storage

Numero di dischi guasti del
controller di storage

Controller dello storage A

Controller dello storage B

Alimentazione a del controller
storage

Alimentazione controller storage B

Tipo di disco dati storage

Dimensioni del disco per i dati di

storage

Descrizione

Indirizzo IP per la porta di gestione 1 sul controller di storage B.
Questo IP viene utilizzato per accedere al software SANtricity e
risolvere i problemi di storage.

Alcuni modelli di appliance non dispongono di un controller di storage
B.

L'identificatore mondiale del controller di storage mostrato nel
software SANTtricity.

Il numero di serie dello chassis dell’appliance.

La versione del firmware del controller di storage per I'appliance.

Lo stato generale dell’hardware del controller dello storage. Se
Gestore di sistema di SANTtricity riporta lo stato di intervento richiesto
per ’hardware di storage, anche il sistema StorageGRID riporta
questo valore.

Se lo stato € “needs Attention” (richiede attenzione), controllare
innanzitutto il controller dello storage utilizzando il software SANTtricity.

Quindi, assicurarsi che non esistano altri allarmi applicabili al
controller di calcolo.

Il numero di dischi non ottimali.

Lo stato dello storage controller A.

Lo stato dello storage controller B. Alcuni modelli di appliance non
dispongono di un controller di storage B.

Lo stato dell’alimentatore A per il controller dello storage.

Lo stato dell’alimentazione B del controller di storage.

Il tipo di dischi dell’appliance, ad esempio HDD (disco rigido) o SSD
(disco a stato solido).

Le dimensioni effettive di un’unita dati.

Nota: Per i nodi con shelf di espansione, utilizzare Dimensioni del
disco dati per ogni shelf invece. Le dimensioni effettive del disco
potrebbero differire in base allo shelf.



Nella tabella Appliance

Storage RAID mode (modalita
RAID storage)

Connettivita dello storage

Alimentatore generale

IP BMC del controller di calcolo

Numero di serie del controller di
calcolo

Hardware di calcolo

Temperatura della CPU del
controller di calcolo

Temperatura dello chassis del
controller di calcolo

Nella tabella Storage shelf

Numero di serie dello shelf
chassis

ID shelf

Stato dello shelf

10

Descrizione

La modalita RAID configurata per I'appliance.

Lo stato di connettivita dello storage.

Lo stato di tutti gli alimentatori dell’'apparecchio.

L'indirizzo IP della porta BMC (Baseboard Management Controller)
nel controller di calcolo. Questo IP viene utilizzato per connettersi
allinterfaccia BMC per monitorare e diagnosticare I'hardware
dell’appliance.

Questo campo non viene visualizzato per i modelli di appliance che
non contengono un BMC.

Il numero di serie del controller di calcolo.

Lo stato dell’hardware del controller di calcolo. Questo campo non
viene visualizzato per i modelli di appliance che non dispongono di
hardware di calcolo e storage separati.

Lo stato della temperatura della CPU del controller di calcolo.

Lo stato della temperatura del controller di calcolo.

Descrizione

Il numero di serie dello chassis dello shelf di storage.

L'identificativo numerico dello shelf di storage.

» 99: Shelf dello storage controller
* 0: Primo shelf di espansione

* 1: Secondo shelf di espansione

Nota: gli shelf di espansione sono validi solo per SG6060 e
SG6060X.

Lo stato generale dello shelf di storage.



Nella tabella Storage shelf Descrizione

Stato IOM Lo stato dei moduli di input/output (IOM) in qualsiasi shelf di
espansione. N/D se non si tratta di uno shelf di espansione.

Stato dell’alimentatore Lo stato generale degli alimentatori per lo shelf di storage.

Stato del cassetto Lo stato dei cassetti nello shelf di archiviazione. N/D se il ripiano non
contiene cassetti.

Stato della ventola Lo stato generale delle ventole di raffreddamento nello shelf di
storage.

Slot per dischi [l numero totale di slot per dischi nello shelf di storage.

Dischi dati Il numero di dischi nello shelf di storage utilizzati per lo storage dei
dati.

dimensione del disco dati La dimensione effettiva di un’unita dati nello shelf di storage.
Dischi cache Il numero di dischi nello shelf di storage utilizzati come cache.
Dimensione dell’'unita cache La dimensione dell’'unita cache piu piccola nello shelf di storage.

Normalmente, le unita cache sono tutte delle stesse dimensioni.

Stato della configurazione Lo stato di configurazione dello shelf di storage.

4. Verificare che tutti gli stati siano “nominali”.
Se uno stato non € “nominale”, rivedere gli avvisi correnti. Puoi anche utilizzare Gestione di sistema di
SANtricity per saperne di pit su alcuni di questi valori hardware. Consultare le istruzioni per l'installazione
e la manutenzione dell’apparecchio.

5. Selezionare Network per visualizzare le informazioni relative a ciascuna rete.

Il grafico del traffico di rete fornisce un riepilogo del traffico di rete complessivo.

11



1 hour 1 day 1 week 1 month Custom

Network traffic @

650 Kbv's
600 kb/s
550 Kb/'s
500 kb/'s
450 kb/s

10:10 10:15 10:20 10:25 10:30 10035 10:40 10:45 10:50 10:95 11:00 11:05

== Received Sent

1. Consultare la sezione interfacce di rete.

Network interfaces

Name @ =2 Hardware address @ = Speed @ Duplex @ = Auto-negotiation @ 2 Link status @ =

ethd 00:50:56:AT:66:75 10 Gigabit Full Off Up

Utilizzare la seguente tabella con i valori nella colonna Speed della tabella Network Interfaces (interfacce
di rete) per determinare se le porte di rete 10/25-GbE dell’appliance sono state configurate per I'utilizzo
della modalita Active/backup o LACP.

@ | valori mostrati nella tabella presuppongono che siano utilizzati tutti e quattro i collegamenti.

Modalita link Modalita bond Velocita di Velocita rete
collegamento HIC client/griglia prevista
singola (hic1, hic2, (eth0,eth2)
hic3, hic4)

Aggregato LACP 25 100

Corretto LACP 25 50

Corretto Attivo/Backup 25 25

Aggregato LACP 10 40

Corretto LACP 10 20

Corretto Attivo/Backup 10 10

Per ulteriori informazioni sulla configurazione delle porte 10/25-GbE, consultare le istruzioni di installazione
e manutenzione dell’appliance.
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2. Consultare la sezione comunicazione di rete.

Le tabelle di ricezione e trasmissione mostrano quanti byte e pacchetti sono stati ricevuti e inviati
attraverso ciascuna rete, nonché altre metriche di ricezione e trasmissione.

Network communication

Receive

Interface @ = Data @ = Packets @ = Errors @ % Dropped @ = Frameoverruns @ = Frames @ =

-

eth0 2.89GB 1l 19,421,503 1l, o 1h 24,032 1ls 0 1h 0 1h
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
eth0 3.64GB il 18,494,381 ils o 1h 0 1k 0 1l 0 ih

3. Selezionare Storage per visualizzare i grafici che mostrano le percentuali di storage utilizzate nel tempo
per i dati degli oggetti e i metadati degli oggetti, nonché informazioni su dischi, volumi e archivi di oggetti.

Storage Used - Object Data @

100.00%
75.00%
2021-03-13 14:45:30

S0.00%
= Used (%): 0.00%
25005 Used; 17192 kB
- Replicated data: 171.12 kB
- i == Erasure-coded data: 0B
T aa0 o 4= lGiaE 310.81 GB

== |Ised (%)
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di oggetti.
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=

Storage Used - Object Metadata

2020-08-04 14:58:00
= Used (%) 0.00%
Used: 539.45 kB
Allowed: 132TB
-~ Aciual reserved: 3.00TB
0 1510 1520

7]

1530 15:40

. Scorrere verso il basso per visualizzare le quantita di storage disponibili per ciascun volume e archivio

Il nome internazionale di ciascun disco corrisponde all’identificativo mondiale del volume (WWID)
visualizzato quando si visualizzano le proprieta standard del volume nel software SANtricity (il software
di gestione collegato al controller di storage dell’appliance).

Per semplificare I'interpretazione delle statistiche di lettura e scrittura dei dischi relative ai punti di
montaggio del volume, la prima parte del nome visualizzato nella colonna Name della tabella Disk
Devices (periferiche disco) (ovvero sdc, sdd, sde e cosi via) corrisponde al valore visualizzato nella
colonna Device della tabella Volumes (volumi).



Disk devices
Hame € = World Wide Name 8@ = Woload €@ = Read rate @ writerste @ =
croot{8:1 =dal) MR 0.04% Obytes/= IKBfs
cwloc(8:2 sdal) Ml 0.6T% Obytes/s 50 K8/s
scc{8:16,5db) MR 0.03% Obytess 4 KB/=
sehd (8:32,5dc) MiA 0.00%: 0 bytes/s 32 bytes/s
sdheid:48 sdd) M 000k 0 bytes/s 82 bytes/s
Volumes
Mount peint @ = mevice @ = swas @ 2 sie @ = Avallabie @ = Write cache status @ =
! croot Oniline 21.00GB 147568 1l Unknown
fvarflocal cwlac Oriline 85.86 GB 840568 1l Unknown
Jvarflocal/rangedb /0 sdc Online 107,32 GB 1w7i7ce il Enabled
Ivaeflocalfrangedb/1 sdd Online 107.32GB 10718 GE il Enabled
Ivarflocalfrangedb/2 sde Online 107.32GB wr.iece al Enabled
Object stores
o8& = Sie @ = AvaHzble @ = Replicated data § = ECdata @ = Dhbject data () @ = Health @ =
o000 107.32 G 9644 GE 1l 12460 KB 1l o bytes 1l 0.00% Mo Errors
ool 107.32 GB 1wr1ece 1l D bytes gl 0 bytes . 0.00% Mo Errors
o002 107.32 GB w7.18Ge |l 0 bytes il O bytes 1l 0.00% Mo Errdes

Informazioni correlate
Appliance di storage SG6000

Appliance di storage SG5700

Appliance di storage SG5600

Visualizza informazioni sui nodi di amministrazione dell’appliance e sui nodi
gateway

La pagina Nodes (nodi) elenca le informazioni sullo stato del servizio e tutte le risorse di calcolo, di dispositivo
su disco e di rete per ogni appliance di servizi utilizzata come nodo di amministrazione o nodo gateway. E
inoltre possibile visualizzare memoria, hardware di storage, risorse di rete, interfacce di rete, indirizzi di rete, e

15


https://docs.netapp.com/it-it/storagegrid-116/sg6000/index.html
https://docs.netapp.com/it-it/storagegrid-116/sg5700/index.html
https://docs.netapp.com/it-it/storagegrid-116/sg5600/index.html

ricevere e trasmettere dati.

Fasi

1.
2.
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Dalla pagina Nodes (nodi), selezionare un nodo Admin dell’appliance o un nodo Gateway dell’appliance.
Selezionare Panoramica.
La sezione Node information (informazioni nodo) della scheda Overview (Panoramica) visualizza

informazioni riepilogative per il nodo, ad esempio il nome, il tipo, I'ID e lo stato di connessione del nodo.
L'elenco degli indirizzi IP include il nome dell'interfaccia per ciascun indirizzo, come segue:

o

Adllb e adlli: Visualizzato se si utilizza il bonding Active/backup per I'interfaccia di Admin Network
o eth: Rete griglia, rete amministrativa o rete client.

> Hic: Una delle porte fisiche 10, 25 o 100 GbE dell’appliance. Queste porte possono essere collegate
tra loro e collegate alla rete griglia StorageGRID (ethQ) e alla rete client (eth2).

> mtc: Una delle porte 1-GbE fisiche dell’appliance. Una o piu interfacce mtc sono collegate per formare
l'interfaccia Admin Network (eth1). E possibile lasciare altre interfacce mtc disponibili per la connettivita
locale temporanea per un tecnico del data center.

10-224-6-199-ADM1 (Primary Admin Node) & X
Overview Hardware Network Storage Load balancer Tasks SANtricity System Manager

Node information @

Name 10-224-6-199-ADM1

Typs: Primary Admin Node

D: Gfdc1830-cada-4453-acdd-T2ed317d55fb
Connection state: 0 Connected

Software version: 11.6.0 (build 20210925.1321 66ETeel)

P addresses: 172.16.6.199 - eth0 |Grid Network)

10.224.6.199 - ethl (Admin Network)

47.47.7.241 - eth2 [Client Network)

Hide additional IP addresses A

A~
Interface % P address

eth2 (Client Network) AT AT 7.241

eth2 (Client Network) fd20:332:332:0:e42:21ff:fe86:b5b0

eth2 (Client Network) feB0::e42:a1ff:fel86:b5b0

hicl AT.47.7.241

hic2 A7.47.7.241

hic3 47.47.7.241

La sezione Avvisi della scheda Panoramica visualizza gli avvisi attivi per il nodo.



3. Selezionare hardware per visualizzare ulteriori informazioni sull’appliance.

a. Visualizzare i grafici relativi all’utilizzo della CPU e della memoria per determinare le percentuali di
utilizzo della CPU e della memoria nel tempo. Per visualizzare un intervallo di tempo diverso,
selezionare uno dei comandi sopra il grafico o il grafico. E possibile visualizzare le informazioni
disponibili per intervalli di 1 ora, 1 giorno, 1 settimana o 1 mese. E inoltre possibile impostare un
intervallo personalizzato, che consente di specificare intervalli di data e ora.

Overview Hardware Network Storage Load balancer Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @
12.5% 100%
10%
75%
7.50%
50%
5%
WA AR | |
2.50% | , uuv L
0% 0%
17:20 17:30 17:40  17:50 18:00 18:10 17:20 17:30 17:40 17:50 18:00 1810
= Utilization (%) w= sed (%)

b. Scorrere verso il basso per visualizzare la tabella dei componenti dell’appliance. Questa tabella
contiene informazioni come il nome del modello, il numero di serie, la versione del firmware del
controller e lo stato di ciascun componente.



Storage RAID mode: @

StorageGRID Appliance

Appliance model: @ SG100

Storage controller failed drive count: @ o il
Storage data drive type: @ 550

Storage data drive size: @ 960.20 GB

Storage connectivity: @ Mominal

Overall power supply: @ MNominal |||
Compute controller EMCIP: @ 10.60.8.38
Compute controller serial number: g 372038000093
Compute hardware: @ Mominal ||.
Compute controller CPU temperature: @ Mominal ||.
Compute controller chassis temperature: @ Mominal |||
Compute controller power supply A: @ Nominal |||
Compute controller power supply B: @ Mominal |I|

RAID1 [healthy]

Nella tabella Appliance

Modello di appliance

Numero di dischi guasti del
controller di storage

Tipo di disco dati storage

Dimensioni del disco per i dati di
storage

Storage RAID mode (modalita
RAID storage)

Alimentatore generale
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Descrizione

[l numero di modello dell’appliance StorageGRID.

Il numero di dischi non ottimali.

Il tipo di dischi dell’appliance, ad esempio HDD (disco rigido) o SSD

(disco a stato solido).

Le dimensioni effettive di un’unita dati.

La modalita RAID per I'appliance.

Lo stato di tutti gli alimentatori dell’apparecchio.



Nella tabella Appliance

IP BMC del controller di calcolo

Numero di serie del controller di
calcolo

Hardware di calcolo

Temperatura della CPU del
controller di calcolo

Temperatura dello chassis del
controller di calcolo

Descrizione

L'indirizzo IP della porta BMC (Baseboard Management Controller)
nel controller di calcolo. E possibile utilizzare questo IP per
connettersi all'interfaccia BMC per monitorare e diagnosticare
I’lhardware dell’appliance.

Questo campo non viene visualizzato per i modelli di appliance che
non contengono un BMC.

Il numero di serie del controller di calcolo.

Lo stato dell’hardware del controller di calcolo.

Lo stato della temperatura della CPU del controller di calcolo.

Lo stato della temperatura del controller di calcolo.

a. Verificare che tutti gli stati siano “nominali”.

Se uno stato non € “nominale”, rivedere gli avvisi correnti.

4. Selezionare Network per visualizzare le informazioni relative a ciascuna rete.

Il grafico del traffico di rete fornisce un riepilogo del traffico di rete complessivo.

650 Kb/'s

600 kb/'s

550 kb/'s

500 kb/s

450 kb/s

10:10 10:15 10:20

== Received Sent

1 hour

1day 1 week 1 month Custom
Network traffic @
10:25 10:30 10:35 10:40 10:45 10:50 10:55 1100 11.05

a. Consultare la sezione interfacce di rete.
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Network interfaces

Name @ =  Hardwareaddress @ = Speed @ Duplex @ =  Auto-negotiation @ =2 Link status @ =
eth0 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
ethl B4:A9:FC:T1:68:36 Gigabit Full Off Up
eth2 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
hicl 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hicz 0C:42:A1:36:B5:B0 25 Gigabit Full On Up
hic3 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hic4 0C:42:A1:836:B5:B0 25 Gigabit Full On Up
mtcl B4:A9:FC:71:68:36 Gigabit Full On Up
mtc2 B4:A%:FC:T1:68:35 Gigabit Full On Up

Utilizzare la seguente tabella con i valori nella colonna Speed della tabella Network Interfaces
(interfacce di rete) per determinare se le quattro porte di rete 40/100-GbE dell'appliance sono state
configurate per I'utilizzo della modalita Active/backup o LACP.

@ | valori mostrati nella tabella presuppongono che siano utilizzati tutti e quattro i

collegamenti.

Modalita link Modalita bond Velocita di Velocita rete
collegamento HIC client/griglia prevista
singola (hic1, hic2, (eth0, eth2)
hic3, hic4)

Aggregato LACP 100 400

Corretto LACP 100 200

Corretto Attivo/Backup 100 100

Aggregato LACP 40 160

Corretto LACP 40 80

Corretto Attivo/Backup 40 40




b. Consultare la sezione comunicazione di rete.

Le tabelle di ricezione e trasmissione mostrano quanti byte e pacchetti sono stati ricevuti e inviati
attraverso ciascuna rete, nonché altre metriche di ricezione e trasmissione.

Network communication
Receive
Interface @ = Data @ = Packets @ = Errors @ % Dropped @ = Frameoverruns @ = Frames @ =
etho 2.89GB 1h 19,421,503 1lh 0 1k 24,032 1k 0 b 0 1k
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =
etho 3.64GB 1k 18,494,381 1l 0 1h 0 ik 0 1k a il

5. Selezionare Storage per visualizzare le informazioni relative ai dischi e ai volumi sull’appliance di servizi.

DO-REF-DC1-GW1 (Gateway Node) & X

Overview Hardware Network Storage Load balancer Tasks

Disk devices

Name @ = World Wide Name @ = /Oload @ = Readrate @ = Writerate @ 2

croot(8:1,sdal) /A 0.02% 0 bytes/s 3 KB/s

cvloc(B:2,sda2) MN/A 0.03% 0 bytes/s & KB/s
Volumes

Mountpoint @ =2  Devie @ =  Status @ =2 Size @ = Available @ =  Writecachestatus @ 2

/ croot Online 21.00 GB 14.73GB 1h Unknown

Jvar/local cvloc Online 85.86 GB 84.63GB 1h Unknown

Informazioni correlate
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Appliance di servizi SG100 e SG1000

Visualizzare la scheda rete

La scheda Network (rete) visualizza un grafico che mostra il traffico di rete ricevuto e
inviato attraverso tutte le interfacce di rete del nodo, del sito o della griglia.

Viene visualizzata la scheda Network (rete) per tutti i nodi, ciascun sito e I'intera griglia.

Per visualizzare un intervallo di tempo diverso, selezionare uno dei comandi sopra il grafico o il grafico. E
possibile visualizzare le informazioni disponibili per intervalli di 1 ora, 1 giorno, 1 settimana o 1 mese. E inoltre
possibile impostare un intervallo personalizzato, che consente di specificare intervalli di data e ora.

Per i nodi, la tabella interfacce di rete fornisce informazioni sulle porte di rete fisiche di ciascun nodo. La tabella

delle comunicazioni di rete fornisce dettagli sulle operazioni di ricezione e trasmissione di ciascun nodo € sui
contatori di guasti segnalati dai driver.
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DC1-S2 (Storage Node)

Overview Hardware Network Storage Objects ILM Tasks

1 hour 1 day 1 week 1 month Custarm

Mcawork traffic @
ESD kbi's
E00 kbf's
S50 kb's
Bl kbis
450 kbis
1005 10:10 10:315 T2 1625 1030 18:33 Al pila=1 50 10655 11:60

== Received == Serg

Network interfaces

Name @ = Hardware address @ = speed @ puplex @ % Aute-negotiation @ = Linkstatus @ =

ethi 00:50:56:4T:E8:1D 10 Gigabit Full Off Up

Metwork communication

Receive
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ = Frameoverruns @ = Frames @ =
ethi 20468 1l 20403428 1l o ik 24,899 il, | o ih
Transmit
intarface @ = pata & = Packet: @ = Errors @ = Dropped @ = Collisions @ = carrier @ =
ethi 36568 1l 19,061.847 1l, o ik o il | [ |

Informazioni correlate
Monitorare le connessioni di rete e le performance

Visualizzare la scheda Storage (archiviazione)
La scheda Storage riepiloga la disponibilita dello storage e altre metriche di storage.
Viene visualizzata la scheda Storage (archiviazione) per tutti i nodi, ciascun sito e l'intera griglia.

Grafici utilizzati per lo storage

Per i nodi di storage, ciascun sito e l'intero grid, la scheda Storage include grafici che mostrano la quantita di
storage utilizzata dai dati degli oggetti e dai metadati degli oggetti nel tempo.


https://docs.netapp.com/it-it/storagegrid-116/monitor/monitoring-network-connections-and-performance.html

@ | valori totali di un sito o di una griglia non includono i nodi che non hanno riportato metriche per

almeno cinque minuti, come i nodi offline.

DC1-S1 (Storage Node) & 4
Overview Hardware Network Storage Objects ILM Tasks
1lhour 1 day 1 week 1 month Custom
Storage used - object data Q Storage used - object metadata 7]
100% 100%
75% 75%
50% 50%
25% 25%
0% 0%
15:30 1540 15:50 16:00 1610 16:20 15:30 13:40 15:50 16:00 16:10 1620
- Lsed (%) - Used (%)

Dischi, volumi e tabelle di archiviazione degli oggetti

Per tutti i nodi, la scheda Storage contiene i dettagli relativi ai dischi e ai volumi sul nodo
la tabella degli archivi di oggetti fornisce informazioni su ciascun volume di storage.
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Disk devices

Hame @ = World Wide Hame @ = Oload @ = Read rate @ = Writerate @ =

croot{8:1,5dal) MR 0045 0 bytes/s JKB/s

cwlocl 82 5dal) WA 0.67% Obytes/s 50 K8/s

sdc(8:16,5db) MR 0.03% Obytess 4 KB/s

sthd [8:32,5dc) NI 0004 0 bytes's 32 bytes/s

scheld 45 sdd) M 0004 0 bytes's 82 bytes/s

Volumes

Mount peint B = Device @ = status @ = sie @ % Avallable @ = Write cache status @ =
craot Oriline 21.00GB 1475GB 1l Unknown

fvarflocal cwloc Online 85.86 GB 240568 1l Unknown

Mvarflocal/rangedb/0 sdc Online 107.32GB 10717 GE i, Enabled

Ivaeflocal/rangedb/1 sdd Online 107.32GB wrisce il Enabled

Mvarflocalfrangedb,/2 sde Online 107.32G8B 10718 GE 1, Enabled

Object stores

cé = sSize @ = Auatlable @ = Replicated dats @ = ECdata @ = Dbjectdata {3) @ = Health @ =
000 107.32 GB 9644 GB 1l 12460 KB 1l o bytes 1k 0.00% Mo Ertors
ool 107.32 GB wrisce il o bytes gl O bytes 1k 0.00% Mo Errors
0002 197.32 GB 10718686 |l 0 bytes: 1l O bytes 1l 0.00% Mo Errdrs

Informazioni correlate

Monitorare la capacita dello storage

Utilizzare la scheda Task (attivita) per riavviare un nodo Grid

La scheda Task (attivita) consente di riavviare il nodo selezionato. Viene visualizzata la
scheda Task (attivita) per tutti i nodi.

Di cosa hai bisogno

 Hai effettuato I'accesso a Grid Manager utilizzando un browser web supportato.
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» Si dispone dell’autorizzazione di accesso Maintenance o Root.

» Si dispone della passphrase di provisioning.

A proposito di questa attivita

E possibile utilizzare la scheda Task (attivita) per riavviare un nodo. Per i nodi appliance, & possibile utilizzare
la scheda Task (attivita) per impostare la modalita di manutenzione dell’appliance.

* Il riavvio di un nodo Grid dalla scheda Task (attivita) genera il comando reboot sul nodo di destinazione.
Quando si riavvia un nodo, questo si spegne e si riavvia. Tutti i servizi vengono riavviati automaticamente.

Se si intende riavviare un nodo di storage, tenere presente quanto segue:

> Se una regola ILM specifica un comportamento di acquisizione di doppio commit o la regola specifica
Balanced (bilanciato) e non € possibile creare immediatamente tutte le copie richieste, StorageGRID
commuta immediatamente tutti gli oggetti acquisiti di recente su due nodi di storage sullo stesso sito e
valuta ILM in un secondo momento. Se si desidera riavviare due o piu nodi di storage su un
determinato sito, potrebbe non essere possibile accedere a questi oggetti per la durata del riavvio.

o Per garantire I'accesso a tutti gli oggetti durante il riavvio di un nodo di storage, interrompere
I'acquisizione di oggetti in un sito per circa un’ora prima di riavviare il nodo.

* Potrebbe essere necessario attivare la modalita di manutenzione di un’appliance StorageGRID per
eseguire determinate procedure, ad esempio la modifica della configurazione del collegamento o la
sostituzione di un controller di storage. Per istruzioni, consultare le istruzioni di installazione e
manutenzione dell’hardware dell’apparecchio.

@ In rari casi, I'attivazione della modalita di manutenzione di un’appliance StorageGRID
potrebbe rendere I'appliance non disponibile per 'accesso remoto.

Fasi
1. Selezionare NODI.

2. Selezionare il nodo della griglia che si desidera riavviare.

3. Selezionare la scheda Tasks.

Overview Hardware Network Storage Objects ILM Tasks
Reboot
Reboots the node. Reboot
Maintenance mode
Places the appliance's compute controller into maintenance mode. Maintenance mode

26



4. Selezionare Reboot (Riavvia).

Viene visualizzata una finestra di dialogo di conferma.

Reboot node SGA-labl1 X

Reboot shuts down and restarts a node, based on where the node isinstalled:

# Rebooting a YMware node reboots the virtual machine.
& Rebooting a Linux node reboots the container,
* Rebooting a StorageGRID Appliance node reboots the compute controller.

Attention: When the primary Admin Node is rebooted, your browser's connection to StorageGRID will be lost tem porarily.

If you are ready to reboot this node, enter the provisioning passphrase and select OK,

Provisioning passphrase

esoescce (0]

Cancel

Se si sta riavviando il nodo di amministrazione primario, la finestra di dialogo di conferma
ricorda che la connessione del browser a Grid Manager viene temporaneamente persa
quando i servizi vengono arrestati.

5. Inserire la passphrase di provisioning e fare clic su OK.

6. Attendere il riavvio del nodo.
L’arresto dei servizi potrebbe richiedere del tempo.
Quando il nodo viene riavviato, l'icona grigia (amministrativamente in basso) viene visualizzata sul lato
sinistro della pagina Nodes. Quando tutti i servizi sono stati riavviati e il nodo & connesso correttamente

alla griglia, la pagina Nodes dovrebbe visualizzare uno stato normale (nessuna icona a sinistra del nome
del nodo), a indicare che nessun avviso € attivo e che il nodo &€ connesso alla griglia.

Informazioni correlate
Appliance di storage SG6000

Appliance di storage SG5700
Appliance di storage SG5600

Appliance di servizi SG100 e SG1000

27


https://docs.netapp.com/it-it/storagegrid-116/sg6000/index.html
https://docs.netapp.com/it-it/storagegrid-116/sg5700/index.html
https://docs.netapp.com/it-it/storagegrid-116/sg5600/index.html
https://docs.netapp.com/it-it/storagegrid-116/sg100-1000/index.html

Visualizzare la scheda oggetti

La scheda oggetti fornisce informazioni su S3 e. Rapido velocita di acquisizione e
recupero.

Viene visualizzata la scheda oggetti per ciascun nodo di storage, ciascun sito e I'intera griglia. Per i nodi di
storage, la scheda oggetti fornisce anche conteggi di oggetti e informazioni sulle query dei metadati e sulla
verifica in background.
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DC1-S1 (Storage Node) 2

Overview Hardware Network Storage
1 hour 1day 1 week
53 ingest and retrieve 0
1B/s
0.750 B/s
0.500 B/s
0.250 B/s
0B/s
1200 1210 1220 1230 1240 1250
== |ngest rate Retrieve rate
Object counts
Total objects: @ 1,295
Lost objects: @ 0 |l'
53 buckets and Swift containers: @ 161

Metadata store queries

Average latency: @
Queries - successful: @
Queries - failed (timed outl: @

Queries - failed {consistency level unmet): @

Verification
Status: @ No errors
Percent complete: @ 47.14%

Average stat time: @
Objects verified: @ 1]

Object verification rate: @

Data verified: @ 0 bytes
Data verification rate: @ 0.00 bytes |
Missing objects: @ 0

Corrupt objects: @ [1]

Corrupt objects unidentified: @ 0
Quarantined objects: @ 0

10.00 milliseconds

14,587
0

1]

0.00 microseconds

0.00 objects | second

second

Objects

ILM Tasks

1 month

1B/s

0.800B/s

0.600B/s

0.400 B/s

0.200B/s

0B/s

1Z2:00

Custom

Swift ingest and retrieve 9

No data

1270 12:20 1230

12:40

12:50

29



Visualizzare la scheda ILM

La scheda ILM fornisce informazioni sulle operazioni ILM (Information Lifecycle
Management).

Viene visualizzata la scheda ILM per ciascun nodo di storage, ciascun sito e I'intera griglia. Per ogni sito e
griglia, la scheda ILM mostra un grafico della coda ILM nel tempo. Per la griglia, questa scheda fornisce anche
il tempo stimato per completare una scansione ILM completa di tutti gli oggetti.

Per i nodi di storage, la scheda ILM fornisce dettagli sulla valutazione ILM e sulla verifica in background per
I'eliminazione degli oggetti codificati.

DC2-S1 (Storage Node) &

Overview Hardware Network Storage Objects ILM Tasks
Evaluation
Awaiting - all: @ 0 objects il
Awaiting - client: @ 0 objects il
Evaluation rate: @ 0.00 ohjects / second
Scan rate: @ 0.00 objects / second |||

Erasure coding verification

Status: @ Idle ]l.
Mext scheduled: @ 2021-09-09 17:36:44 MDT
Fragments verified: @ 0 |I|
Data verified: @ 0 bytes il
Corrupt copies! @ 0 il
Corrupt fragments. @ 0 ll.
Missing fragments: @ 0 il

Informazioni correlate
Monitorare la gestione del ciclo di vita delle informazioni

Amministrare StorageGRID
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Visualizzare la scheda bilanciamento del carico

La scheda bilanciamento del carico include i grafici delle performance e diagnostici
relativi al funzionamento del servizio bilanciamento del carico.

Viene visualizzata la scheda Load Balancer (bilanciamento carico) per i nodi Admin e Gateway, per ciascun
sito e per l'intera griglia. Per ogni sito, la scheda bilanciamento del carico fornisce un riepilogo aggregato delle
statistiche per tutti i nodi del sito. Per I'intera griglia, la scheda bilanciamento del carico fornisce un riepilogo
aggregato delle statistiche per tutti i siti.

Se non viene eseguito alcun i/o attraverso il servizio Load Balancer o non € configurato alcun bilanciamento
del carico, i grafici visualizzano “Nessun dato”.

DC1-G1 (Gateway Node) & x
Overview Hardware Network Storage Load balancer Tasks
1 hour 1 day 1week 1 month Custom
Request traffic @ Incoming request rate (7]
1by/s 1
0.800 b/s 0.800
=)
5
0.500 b/s No data § 0.600 No data
T
(=1
0.400 by/s & 0400
EB
=
&
0.200 by/'s & 0.200
0b/s 0
16:50 17:00 17:10 17:20 17:30 17:40 16:50 17:00 1710 17:20 17:30 17:40
Average request duration {non-errar| 9 Error response rate 7]
1ms 1
0.800ms 0.800
=
=
0.600 ms Mo data o 0.600 No data
g
0.400 ms 2 0400
g
=
(=3
0.200 ms & 0200
0Oms 4]
16:50 17.00 1710 1720 17:30 17:40 16:50 17:00 1710 17:20 17:30 17:40

Richiesta di traffico

Questo grafico fornisce una media mobile di 3 minuti del throughput dei dati trasmessi tra gli endpoint del
bilanciamento del carico e i client che eseguono le richieste, in bit al secondo.
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Questo valore viene aggiornato al completamento di ogni richiesta. Di conseguenza, questo

@ valore potrebbe differire dal throughput in tempo reale a bassi tassi di richiesta o per richieste di
durata molto lunga. La scheda Network (rete) consente di ottenere una vista piu realistica del
comportamento corrente della rete.

Tasso di richiesta in entrata

Questo grafico fornisce una media mobile di 3 minuti del numero di nuove richieste al secondo, ripartita per
tipo di richiesta (GET, PUT, HEAD e DELETE). Questo valore viene aggiornato quando le intestazioni di una
nuova richiesta sono state convalidate.

Durata media della richiesta (non errore)

Questo grafico fornisce una media mobile di 3 minuti delle durate delle richieste, suddivisa per tipo di richiesta
(GET, PUT, HEAD ed DELETE). Ogni durata della richiesta inizia quando un’intestazione di richiesta viene
analizzata dal servizio Load Balancer e termina quando il corpo di risposta completo viene restituito al client.

Tasso di risposta agli errori

Questo grafico fornisce una media mobile di 3 minuti del numero di risposte agli errori restituite ai client al
secondo, ripartito per codice di risposta agli errori.

Informazioni correlate

Monitorare le operazioni di bilanciamento del carico

Amministrare StorageGRID

Visualizzare la scheda Platform Services (servizi
piattaforma)

La scheda Platform Services (servizi piattaforma) fornisce informazioni sulle operazioni di
servizio della piattaforma S3 in un sito.

Viene visualizzata la scheda Platform Services (servizi piattaforma) per ciascun sito. Questa scheda fornisce
informazioni sui servizi della piattaforma S3, come la replica CloudMirror e il servizio di integrazione della
ricerca. | grafici di questa scheda mostrano metriche come il numero di richieste in sospeso, la percentuale di
completamento della richiesta e la percentuale di guasti della richiesta.
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Per ulteriori informazioni sui servizi della piattaforma S3, inclusi i dettagli sulla risoluzione dei problemi,
consultare Istruzioni per 'amministrazione di StorageGRID.

Visualizzare la scheda Gestore di sistema di SANtricity

La scheda Gestore di sistema di SANtricity consente di accedere a Gestore di sistema di
SANItricity senza dover configurare o collegare la porta di gestione dell’appliance di
storage. E possibile utilizzare questa scheda per esaminare le informazioni ambientali e
di diagnostica dell’lhardware, nonché i problemi relativi ai dischi.
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Viene visualizzata la scheda Gestore di sistema di SANTtricity per i nodi dell’appliance di storage.
Utilizzando Gestione sistema di SANTtricity, € possibile effettuare le seguenti operazioni:
* Visualizza i dati sulle performance come performance a livello di array di storage, latenza i/o, utilizzo della
CPU del controller di storage e throughput

 Controllare lo stato dei componenti hardware

» Eseguire funzioni di supporto, tra cui la visualizzazione dei dati diagnostici e la configurazione di e-Series
AutoSupport

@ Per utilizzare Gestione di sistema di SANTtricity per configurare un proxy per e-Series
AutoSupport, consultare le istruzioni in administeringStorageGRID.

Amministrare StorageGRID

Per accedere a Gestione di sistema SANItricity tramite Gestione griglia, € necessario disporre
dell’autorizzazione Amministratore appliance di storage o dell’autorizzazione di accesso root.

@ E necessario disporre del firmware SANtricity 8.70 (11.70) o superiore per accedere a Gestore
di sistema SAN:Itricity utilizzando Gestione griglia.

L’accesso a Gestione di sistema SANTtricity da Gestione griglia &€ generalmente destinato solo al
monitoraggio dell’hardware dell’appliance e alla configurazione di e-Series AutoSupport. Molte

@ funzionalita e operazioni di Gestione sistema di SANTtricity, come I'aggiornamento del firmware,
non si applicano al monitoraggio dell’appliance StorageGRID. Per evitare problemi, seguire
sempre le istruzioni di installazione e manutenzione dell’hardware dell’appliance.

La scheda visualizza la home page di Gestore di sistema di SANTtricity.
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NetApp-SGA-108 (Storage Node)

Overview Hardware Network Storage Objects ILM Events Tasks SANtricity System Manager

Use SANTtricity System Manager to monitor and manage the hardware components in this storage appliance. From SANtricity System Manager. you can review hardware diagnostic and
environmental information as well as issues related to the drives.

Note: Many features and operations within SANtricity Storage Manager do not apply to your StorageGRID appliance. To avoid issues, always follow the hardware installation and
maintenance instructions for your appliance model

Open SANfricity System Manager (4 in a new browser tab.
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@ E possibile utilizzare il collegamento Gestore di sistema di SANtricity per aprire Gestione di
sistema di SANTtricity in una nuova finestra del browser per una visualizzazione piu semplice.

Per visualizzare i dettagli relativi alle prestazioni a livello di array storage e all'utilizzo della capacita,



posizionare il puntatore del mouse su ciascun grafico.

Per ulteriori informazioni sulla visualizzazione delle informazioni accessibili dalla scheda Gestore di sistema di
SANtricity, vedere "Documentazione di NetApp e-Series e SANtricity".
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