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Aggiungere capacità di storage

Linee guida per l’aggiunta della capacità degli oggetti

È possibile espandere la capacità dello storage a oggetti del sistema StorageGRID
aggiungendo volumi di storage ai nodi di storage esistenti o aggiungendo nuovi nodi di
storage ai siti esistenti. È necessario aggiungere capacità di storage in modo che soddisfi
i requisiti della policy ILM (Information Lifecycle Management).

Linee guida per l’aggiunta di volumi di storage

Prima di aggiungere volumi di storage ai nodi di storage esistenti, consultare le seguenti linee guida e
limitazioni:

• È necessario esaminare le regole ILM correnti per determinare dove e quando "aggiungere volumi di
storage" per aumentare lo storage disponibile per "oggetti replicati" oppure "oggetti con codifica erasure".

• Non è possibile aumentare la capacità dei metadati del sistema aggiungendo volumi di storage perché i
metadati degli oggetti vengono memorizzati solo sul volume 0.

• Ogni nodo di storage basato su software può supportare un massimo di 16 volumi di storage. Se è
necessario aggiungere capacità oltre tale limite, è necessario aggiungere nuovi nodi di storage.

• È possibile aggiungere uno o due shelf di espansione a ciascuna appliance SG6060. Ogni shelf di
espansione aggiunge 16 volumi di storage. Con entrambi gli shelf di espansione installati, SG6060 può
supportare un totale di 48 volumi di storage.

• Puoi aggiungere uno o due shelf di espansione a ogni appliance SG6160. Ogni shelf di espansione
aggiunge 60 volumi di storage. Con i due shelf di espansione installati, SG6160 supporta un totale di 180
volumi di storage.

• Non è possibile aggiungere volumi di storage ad altre appliance di storage.

• Non è possibile aumentare le dimensioni di un volume di storage esistente.

• Non è possibile aggiungere volumi di storage a un nodo di storage contemporaneamente
all’aggiornamento del sistema, all’operazione di recovery o a un’altra espansione.

Dopo aver deciso di aggiungere volumi di storage e aver determinato i nodi di storage da espandere per
soddisfare la policy ILM, seguire le istruzioni relative al tipo di nodo di storage:

• Per aggiungere uno o due shelf di espansione a un’appliance di storage SG6060, visitare il sito Web
all’indirizzo "Aggiunta di shelf di espansione a SG6060 implementato".

• Per aggiungere uno o due shelf di espansione a un’appliance di storage SG6160, passare al "Aggiungi
shelf di espansione alla piattaforma SG6160 implementata"

• Per un nodo basato su software, seguire le istruzioni per "Aggiunta di volumi di storage ai nodi di storage".

Linee guida per l’aggiunta di nodi di storage

Prima di aggiungere nodi di storage ai siti esistenti, consultare le seguenti linee guida e limitazioni:

• È necessario esaminare le regole ILM correnti per determinare dove e quando aggiungere nodi di storage
per aumentare lo storage disponibile "oggetti replicati" oppure "oggetti con codifica erasure".

• Non aggiungere più di 10 nodi di storage in una singola procedura di espansione.
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• È possibile aggiungere nodi di storage a più siti in una singola procedura di espansione.

• È possibile aggiungere nodi di storage e altri tipi di nodi in una singola procedura di espansione.

• Prima di avviare la procedura di espansione, è necessario confermare che tutte le operazioni di riparazione
dei dati eseguite nell’ambito di un ripristino sono state completate. Vedere "Controllare i lavori di
riparazione dei dati".

• Se è necessario rimuovere i nodi di storage prima o dopo l’esecuzione di un’espansione, non è necessario
decommissionare più di 10 nodi di storage in una singola procedura Decommission Node.

Linee guida per il servizio ADC sui nodi di storage

Quando si configura l’espansione, è necessario scegliere se includere il servizio ADC (Administrative Domain
Controller) in ogni nuovo nodo di storage. Il servizio ADC tiene traccia della posizione e della disponibilità dei
servizi grid.

• Il sistema StorageGRID richiede un "Quorum dei servizi ADC" essere disponibile in ogni sito e in qualsiasi
momento.

• Almeno tre nodi di storage in ogni sito devono includere il servizio ADC.

• Si sconsiglia di aggiungere il servizio ADC a ogni nodo di storage. L’inclusione di un numero eccessivo di
servizi ADC può causare rallentamenti dovuti all’aumento della comunicazione tra i nodi.

• Un singolo grid non deve avere più di 48 nodi di storage con il servizio ADC. Ciò equivale a 16 siti con tre
servizi ADC in ogni sito.

• In generale, quando si seleziona l’impostazione Servizio ADC per un nuovo nodo, selezionare
automatico. Selezionare Sì solo se il nuovo nodo sostituirà un altro nodo di storage che include il servizio
ADC. Poiché non è possibile decommissionare un nodo di storage se rimangono pochi servizi ADC,
questo garantisce che sia disponibile un nuovo servizio ADC prima che il vecchio servizio venga rimosso.

• Non è possibile aggiungere il servizio ADC a un nodo dopo averlo implementato.

Aggiungere capacità di storage per gli oggetti replicati

Se il criterio ILM (Information Lifecycle Management) per l’implementazione include una
regola che crea copie replicate di oggetti, è necessario considerare la quantità di storage
da aggiungere e la posizione in cui aggiungere i nuovi volumi di storage o i nuovi nodi di
storage.

Per informazioni su dove aggiungere storage aggiuntivo, esaminare le regole ILM che creano copie replicate.
Se le regole ILM creano due o più copie di oggetti, pianificare di aggiungere storage in ogni posizione in cui
vengono eseguite le copie di oggetti. Ad esempio, se si dispone di una griglia a due siti e di una regola ILM
che crea una copia dell’oggetto in ogni sito, è necessario "aggiungere storage" per ogni sito per aumentare la
capacità complessiva degli oggetti della griglia. Per informazioni sulla replica degli oggetti, vedere "Cos’è la
replica".

Per motivi di performance, dovresti cercare di mantenere la capacità dello storage e la potenza di calcolo
bilanciati tra i siti. Pertanto, per questo esempio, è necessario aggiungere lo stesso numero di nodi di storage
a ciascun sito o volumi di storage aggiuntivi in ciascun sito.

Se si dispone di una policy ILM più complessa che include regole che posizionano oggetti in posizioni diverse
in base a criteri come il nome del bucket o regole che cambiano le posizioni degli oggetti nel tempo, l’analisi
dei punti in cui è richiesto lo storage per l’espansione sarà simile, ma più complessa.
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La creazione di grafici sulla velocità di consumo della capacità di storage complessiva può aiutare a
comprendere la quantità di storage da aggiungere all’espansione e quando sarà necessario lo spazio di
storage aggiuntivo. È possibile utilizzare Grid Manager per "monitorare e tracciare la capacità di storage".

Quando si pianifica la tempistica di un’espansione, ricordarsi di considerare quanto tempo potrebbe essere
necessario per procurarsi e installare storage aggiuntivo.

Aggiungere capacità di storage per gli oggetti con codifica
per la cancellazione

Se il criterio ILM include una regola che crea copie con codifica di cancellazione, è
necessario pianificare dove aggiungere nuovo storage e quando aggiungere nuovo
storage. La quantità di storage aggiunta e la tempistica dell’aggiunta possono influire
sulla capacità di storage utilizzabile del grid.

Il primo passo nella pianificazione di un’espansione dello storage consiste nell’esaminare le regole dei criteri
ILM che creano oggetti con codifica in cancellazione. Poiché StorageGRID crea k+m frammenti per ogni
oggetto con codifica di cancellazione e memorizza ciascun frammento su un nodo di storage diverso, è
necessario assicurarsi che almeno k+m nodi di storage abbiano spazio per i nuovi dati con codifica di
cancellazione dopo l’espansione. Se il profilo di erasure coding fornisce la protezione dalla perdita di sito, è
necessario aggiungere storage a ciascun sito. Vedere "Cosa sono gli schemi di erasure coding" per
informazioni sui profili di erasure coding.

Il numero di nodi da aggiungere dipende anche dal livello di riempimento dei nodi esistenti quando si esegue
l’espansione.

Raccomandazioni generali per l’aggiunta di capacità di storage per gli oggetti con
codifica di cancellazione

Se si desidera evitare calcoli dettagliati, è possibile aggiungere due nodi di storage per sito quando i nodi di
storage esistenti raggiungono il 70% della capacità.

Questa raccomandazione generale fornisce risultati ragionevoli in un’ampia gamma di schemi di erasure
coding sia per le griglie a sito singolo che per le griglie in cui la codifica erasure fornisce protezione dalle
perdite di sito.

Per comprendere meglio i fattori che hanno portato a questo suggerimento o per sviluppare un piano più
preciso per il tuo sito, consulta "Considerazioni per il ribilanciamento dei dati con codifica erasure". Per un
consiglio personalizzato ottimizzato per la tua situazione, contatta il tuo consulente NetApp Professional
Services.

Considerazioni per il ribilanciamento dei dati con codifica
erasure

Se si esegue un’espansione per aggiungere nodi di storage e si utilizzano le regole ILM
per erasure dei dati del codice, potrebbe essere necessario eseguire la procedura di
ribilanciamento EC se non è possibile aggiungere un numero sufficiente di nodi di storage
per lo schema di erasure coding in uso.

Dopo aver esaminato queste considerazioni, eseguire l’espansione, quindi passare a. "Ribilanciare i dati con
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codifica di cancellazione dopo l’aggiunta di nodi di storage" per eseguire la procedura.

Cos’è il ribilanciamento EC?

Il ribilanciamento EC è una procedura StorageGRID che potrebbe essere necessaria dopo l’espansione di un
nodo di storage. La procedura viene eseguita come script della riga di comando dal nodo di amministrazione
primario. Quando si esegue la procedura di ribilanciamento EC, StorageGRID ridistribuisce i frammenti con
codifica erasure tra i nodi di storage esistenti e quelli appena aggiunti in un sito.

Procedura di ribilanciamento CE:

• Sposta solo i dati degli oggetti con codifica erasure. Non sposta i dati degli oggetti replicati.

• Ridistribuisce i dati all’interno di un sito. Non sposta i dati tra siti.

• Ridistribuisce i dati tra tutti i nodi di storage di un sito. Non ridistribuisce i dati all’interno dei volumi di
storage.

• Non prende in considerazione l’utilizzo dei dati replicati su ciascun nodo di storage quando determina dove
spostare i dati con codifica di cancellazione.

• Ridistribuisce in modo uniforme i dati con codifica di cancellazione tra i nodi di storage senza considerare
le capacità relative di ciascun nodo.

• Non distribuirà i dati sottoposti a erasure coding ai nodi storage che sono pieni oltre il 80%.

• Potrebbe ridurre le performance delle operazioni ILM e delle operazioni dei client S3 e Swift quando viene
eseguito. 8212; sono necessarie risorse aggiuntive per ridistribuire i frammenti di erasure coding.

Al termine della procedura di ribilanciamento EC:

• I dati con codifica erasure saranno stati spostati dai nodi di storage con meno spazio disponibile ai nodi di
storage con più spazio disponibile.

• La protezione dei dati degli oggetti con codifica erasure rimane invariata.

• I valori utilizzati (%) potrebbero essere diversi tra i nodi di storage per due motivi:

◦ Le copie replicate degli oggetti continueranno a consumare spazio sui nodi esistenti& 8212;la
procedura di ribilanciamento EC non sposta i dati replicati.

◦ I nodi con capacità maggiore saranno relativamente meno pieni dei nodi con capacità inferiore, anche
se tutti i nodi finiranno con una quantità approssimativamente uguale di dati con codifica di
cancellazione.

Si supponga, ad esempio, che tre nodi da 200 TB siano riempiti al 80% ciascuno (200 e 215; 0.8 = 160
TB per ogni nodo o 480 TB per il sito). Se si aggiunge un nodo da 400 TB ed si esegue la procedura di
ribilanciamento, tutti i nodi avranno ora circa la stessa quantità di dati di erasure-code (480/4 = 120
TB). Tuttavia, il valore utilizzato (%) per il nodo più grande sarà inferiore a quello utilizzato (%) per i
nodi più piccoli.
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Quando ribilanciare i dati con codifica di cancellazione

Considerare il seguente scenario:

• StorageGRID viene eseguito in un singolo sito, che contiene tre nodi di storage.

• Il criterio ILM utilizza una regola di erasure coding 2+1 per tutti gli oggetti più grandi di 1.0 MB e una regola
di replica a 2 copie per gli oggetti più piccoli.

• Tutti i nodi di storage sono completamente pieni. L’avviso Low Object Storage è stato attivato al livello di
gravità maggiore.

Il ribilanciamento non è necessario se si aggiungono nodi sufficienti

Per capire quando non è richiesto il ribilanciamento EC, supponiamo di aver aggiunto tre (o più) nuovi nodi di
storage. In questo caso, non è necessario eseguire il ribilanciamento EC. I nodi di storage originali rimarranno
pieni, ma i nuovi oggetti ora utilizzeranno i tre nuovi nodi per la codifica di cancellazione 2+1& 8212; i due
frammenti di dati e un frammento di parità possono essere memorizzati su un nodo diverso.
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Anche se in questo caso è possibile eseguire la procedura di ribilanciamento EC, lo
spostamento dei dati con codifica di cancellazione esistenti ridurrà temporaneamente le
prestazioni della griglia, con un impatto sulle operazioni del client.

Il ribilanciamento è necessario se non è possibile aggiungere un numero sufficiente di nodi

Per capire quando è necessario ribilanciare EC, supponiamo di poter aggiungere solo due nodi storage, invece
di tre. Poiché lo schema 2+1 richiede almeno tre nodi di storage per avere spazio disponibile, i nodi vuoti non
possono essere utilizzati per i nuovi dati con codifica di cancellazione.

Per utilizzare i nuovi nodi di storage, è necessario eseguire la procedura di ribilanciamento EC. Quando viene
eseguita questa procedura, StorageGRID ridistribuisce i dati con codifica di cancellazione e i frammenti di
parità esistenti tra tutti i nodi di storage del sito. In questo esempio, quando la procedura di ribilanciamento EC
è completa, tutti e cinque i nodi sono ora pieni solo al 60% e gli oggetti possono continuare ad essere acquisiti
nello schema di erasure coding 2+1 su tutti i nodi Storage.

Raccomandazioni per il ribilanciamento CE

NetApp richiede il ribilanciamento EC se tutte le seguenti affermazioni sono vere:

• Si utilizza la codifica di cancellazione per i dati dell’oggetto.
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• L’avviso Low Object Storage è stato attivato per uno o più nodi di storage in un sito, a indicare che i nodi
sono pieni al 80% o più.

• Non è possibile aggiungere un numero sufficiente di nuovi nodi di storage per lo schema di erasure coding
in uso. Vedere "Aggiungere capacità di storage per gli oggetti con codifica per la cancellazione".

• I client S3 e Swift possono tollerare prestazioni inferiori per le operazioni di scrittura e lettura durante
l’esecuzione della procedura di ribilanciamento EC.

È possibile eseguire la procedura di ribilanciamento EC se si preferisce che i nodi di storage siano riempiti a
livelli simili e i client S3 e Swift possono tollerare prestazioni inferiori per le operazioni di scrittura e lettura
mentre la procedura di ribilanciamento EC è in esecuzione.

Come la procedura di ribilanciamento EC interagisce con altre attività di
manutenzione

Non è possibile eseguire alcune procedure di manutenzione contemporaneamente all’esecuzione della
procedura di ribilanciamento EC.

Procedura Consentito durante la procedura di ribilanciamento EC?

Ulteriori procedure di
ribilanciamento EC

No

È possibile eseguire una sola procedura di ribilanciamento EC alla volta.

Procedura di decommissionamento

Lavoro di riparazione dei dati EC

No

• Non è possibile avviare una procedura di decommissionamento o
una riparazione dei dati EC mentre è in esecuzione la procedura di
ribilanciamento EC.

• Non è possibile avviare la procedura di ribilanciamento EC mentre è
in esecuzione una procedura di decommissionamento del nodo di
storage o una riparazione dei dati EC.

Procedura di espansione No

Se è necessario aggiungere nuovi nodi di storage in un’espansione,
eseguire la procedura di ribilanciamento EC dopo aver aggiunto tutti i
nuovi nodi.

Procedura di aggiornamento No

Se è necessario aggiornare il software StorageGRID, eseguire la
procedura di aggiornamento prima o dopo l’esecuzione della procedura
di ribilanciamento EC. Se necessario, è possibile terminare la procedura
di ribilanciamento EC per eseguire un aggiornamento del software.

Procedura di clone del nodo
dell’appliance

No

Se è necessario clonare un nodo di storage dell’appliance, eseguire la
procedura di ribilanciamento EC dopo aver aggiunto il nuovo nodo.
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Procedura Consentito durante la procedura di ribilanciamento EC?

Procedura di hotfix Sì.

È possibile applicare una correzione rapida StorageGRID mentre è in
esecuzione la procedura di ribilanciamento EC.

Altre procedure di manutenzione No

È necessario terminare la procedura di ribilanciamento EC prima di
eseguire altre procedure di manutenzione.

Come la procedura di ribilanciamento EC interagisce con ILM

Durante l’esecuzione della procedura di ribilanciamento EC, evitare di apportare modifiche ILM che potrebbero
modificare la posizione degli oggetti con codifica di cancellazione esistenti. Ad esempio, non iniziare a
utilizzare una regola ILM con un profilo di erasure coding diverso. Se è necessario apportare tali modifiche
ILM, interrompere la procedura di ribilanciamento EC.
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LEGENDA PER I DIRITTI SOTTOPOSTI A LIMITAZIONE: l’utilizzo, la duplicazione o la divulgazione da parte
degli enti governativi sono soggetti alle limitazioni indicate nel sottoparagrafo (b)(3) della clausola Rights in
Technical Data and Computer Software del DFARS 252.227-7013 (FEB 2014) e FAR 52.227-19 (DIC 2007).

I dati contenuti nel presente documento riguardano un articolo commerciale (secondo la definizione data in
FAR 2.101) e sono di proprietà di NetApp, Inc. Tutti i dati tecnici e il software NetApp forniti secondo i termini
del presente Contratto sono articoli aventi natura commerciale, sviluppati con finanziamenti esclusivamente
privati. Il governo statunitense ha una licenza irrevocabile limitata, non esclusiva, non trasferibile, non cedibile,
mondiale, per l’utilizzo dei Dati esclusivamente in connessione con e a supporto di un contratto governativo
statunitense in base al quale i Dati sono distribuiti. Con la sola esclusione di quanto indicato nel presente
documento, i Dati non possono essere utilizzati, divulgati, riprodotti, modificati, visualizzati o mostrati senza la
previa approvazione scritta di NetApp, Inc. I diritti di licenza del governo degli Stati Uniti per il Dipartimento
della Difesa sono limitati ai diritti identificati nella clausola DFARS 252.227-7015(b) (FEB 2014).

Informazioni sul marchio commerciale

NETAPP, il logo NETAPP e i marchi elencati alla pagina http://www.netapp.com/TM sono marchi di NetApp,
Inc. Gli altri nomi di aziende e prodotti potrebbero essere marchi dei rispettivi proprietari.
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