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Procedura per accedere al software di
valutazione StorageGRID

Queste istruzioni sono destinate alla vendita di NetApp, ai partner e ai prospect impegnati
in NetApp.

Registrati per un account

1. Registrati per ottenere un account su "Sito di supporto NetApp" utilizzando il tuo indirizzo e-mail aziendale.
a. Assicurati di non aver effettuato 'accesso con I'account appena creato.

b. Se si dispone gia di un account, assicurarsi di non aver effettuato I'accesso e procedere con il
passaggio successivo.

2. Creare un caso di supporto non tecnico per elevare i livelli di accesso al "potenziale cliente". A tale scopo,
fare clic sul ""Segnala un problema"collegamento " nel pié di pagina del sito Web.

3. Selezionare "problema di registrazione" come categoria di feedback.

4. Nella sezione dei commenti, scrivi: "ll mio indirizzo e-mail del cliente & il vostro-indirizzo-e-mail. Vorrei
ottenere I'accesso al potenziale cliente per scaricare il software di valutazione StorageGRID."

a. Citare il nome della persona interna di NetApp che ha suggerito la richiesta di accesso al prospect.

Scarica StorageGRID

1. Dopo aver esaminato e approvato il tuo caso di supporto, il supporto NetApp ti informera via e-mail che al
tuo account € stato concesso I'accesso ai prospect.

2. Scaricare "Software di valutazione StorageGRID".

@ Il file di licenza di valutazione si trova all'interno del file zip. Si tratta di StorageGRID-webscale-
<version>\vsphere\NLF000000.txt una volta decompresso.

Il download del software € un processo che prevede misure di conformita commerciale per

rispettare i requisiti legali. Per garantire la conformita, gli utenti devono creare un account e
aprire un caso di supporto prima di poter accedere. Questo processo ci aiuta a mantenere il
controllo e la documentazione corretti, fornendo ai potenziali clienti il software pronto per la

produzione di cui hanno bisogno.

@ Forniamo la versione "pronta per la produzione" di StorageGRID, che non & una versione open-
source o alternativa. E importante notare che il supporto non viene fornito a meno che il
potenziale cliente non effettui 'aggiornamento a una licenza di produzione.

Contattare StorageGRID.Feedback@netapp.com per eventuali problemi con i passaggi
precedenti.


https://mysupport.netapp.com/site/user/registration
https://mysupport.netapp.com/site/help?relevanturl=%2Fuser%2Fregistration
https://mysupport.netapp.com/site/downloads/evaluation/storagegrid
mailto:StorageGRID.Feedback@netapp.com

Soluzioni di terze parti validate

Soluzioni validate di terze parti: Panoramica

NetApp, in collaborazione con i nostri partner, ha validato queste soluzioni per 'utilizzo con StorageGRID.
Consultare le informazioni contenute in questa sezione per scoprire quali soluzioni sono state validate e per
ottenere istruzioni aggiuntive, se applicabili.

Unisci le forze con NetApp per accelerare I'innovazione del portfolio, espandere la consapevolezza del
mercato e aumentare le vendite quando crei soluzioni NetApp collaudate e Best-of-breed. "Diventa un partner
Alliance oggi stesso".

Soluzioni di terze parti convalidate StorageGRID 12.0

Le seguenti soluzioni di terze parti sono state convalidate per 'uso con StorageGRID
12.0. + Se la soluzione che stai cercando non é elencata, contatta il tuo rappresentante
NetApp .

Soluzioni di terze parti validate su StorageGRID

Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

* Actifio

* Alluxio

» Apache Kafka

* Punto di montaggio AWS

* Bridgestor

« Cantemo

« Citrix Content Collaboration

* Collibra (qualita minima dei dati Collibra versione 2024,02)
* CommVault 11

* Couchbase Enterprise Analytics 2.0

 Portale Ctera 6

 Dal

» Datadobi

» Storage di Data Dynamics X

* DefendX

+ Dati di diskover

* Dremio

» Snapshot Elasticsearch (incluso il Tier "frozen")
+ EMAM

« Archivio di oggetti Fuijifilm


https://www.netapp.com/partners/#become
https://www.netapp.com/partners/#become

Server aziendale GitHub

IBM FileNet

IBM Storage Protect

Interica

Impresa

Cluster di big data Microsoft SQL Server
Model9

Modzy

Moonwalk universale

BELLO

Nasuni

Documento OpenText 16.4

Documento OpenText 21.4

OpenText InfoArchive 16 EP7
OpenText Media Management 16.5 con CyanGate Cloud
Panzura

PixitMedia ngenea

Point Archival Gateway 2.0

Point Storage Manager 6.4
Primestream

Quantum StorNext 5.4.0.1

Reveille v10 build 220706 o superiore
Rubrik CDM

s3a

Signiant

Fiocco di neve

Ghiacciaio on-premise di Spectra Logic
Smartstore Splunk

Starburst

Lo storage diventa semplice

Trino

Verniciare Enterprise 6.0.4

Veeeam 12

Veritas Enterprise Vault 15,1

Veritas NetBackup 10.1.1 e versioni successive
Verticale 10.x

Visoline



« Virtalica StorageFabric

e Weka v3.10 o versione successiva

Soluzioni di terze parti validate su StorageGRID con blocco a oggetti
Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

« CommVault 11 Feature Release 26
IBM FileNet
* IBM Storage Protect

* Documento OpenText 21.4
* Rubrik

* Veeeam 12

* Veritas Enterprise Vault 15,1

* Veritas NetBackup 10.1.1 e versioni successive

Soluzioni di terze parti supportate su StorageGRID
Queste soluzioni sono state testate.

* Archiviware

« Comunicazioni Axis

* Congruita360

» DataFrameworks

+ Piattaforma EcoDigital DIVA
* Encoding.com

« Archivio di oggetti Fuijifilm
 Archivio GE Centricity Enterprise
* Gitlab

* Hyland Acuo

* IBM Aspera

+ Sistemi Milestone

* OnSSI

* Motore Reach

* SilverTrak

» SoftNAS

» QStar

* Velasea

Responsabili delle chiavi supportati su StorageGRID

Queste soluzioni sono state testate.



* Piattaforma di sicurezza crittografica Entrust v10.4.5
 Controllo chiave Entrust 10,2

* Hashicorp Vault 1.20.2

» Thales CipherTrust Manager 2.20

Soluzioni validate di terze parti StorageGRID 11,9

Le seguenti soluzioni di terze parti sono state convalidate per I'utilizzo con StorageGRID
11,9. + se la soluzione che stai cercando non & presente nell’elenco, contatta il tuo
rappresentante commerciale NetApp.

Soluzioni di terze parti validate su StorageGRID
Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

* Actifio

* Alluxio

* Apache Kafka

* Punto di montaggio AWS
 Bridgestor

» Cantemo

+ Citrix Content Collaboration

* Collibra (qualita minima dei dati Collibra versione 2024,02)
» CommVault 11

» Couchbase Enterprise Analytics 2.0
 Portale Ctera 6

* Dal

» Datadobi

» Storage di Data Dynamics X

* DefendX

+ Dati di diskover

* Dremio

« Snapshot Elasticsearch (incluso il Tier "frozen")
« EMAM

* Archivio di oggetti Fuijifilm

» Server aziendale GitHub

 IBM FileNet

* IBM Storage Protect

* Interica

* Impresa



« Cluster di big data Microsoft SQL Server
* Model9

* Modzy

* Moonwalk universale

* BELLO

* Nasuni

* Documento OpenText 16.4

* Documento OpenText 21.4

» OpenText InfoArchive 16 EP7

* OpenText Media Management 16.5 con CyanGate Cloud
* Panzura

 PixitMedia ngenea

» Point Archival Gateway 2.0

» Point Storage Manager 6.4

* Primestream

* Quantum StorNext 5.4.0.1

* Reveille v10 build 220706 o superiore

* Rubrik CDM

* s3a

* Signiant

 Fiocco di neve

» Ghiacciaio on-premise di Spectra Logic
* Smartstore Splunk

* Starburst

* Lo storage diventa semplice

* Trino

* Verniciare Enterprise 6.0.4

* Veeeam 12

* Veritas Enterprise Vault 15,1

 Veritas NetBackup 10.1.1 e versioni successive
 Verticale 10.x

* Visoline

* Virtalica StorageFabric

* Weka v3.10 o versione successiva

Soluzioni di terze parti validate su StorageGRID con blocco a oggetti

Queste soluzioni sono state testate in collaborazione con i rispettivi partner.



« CommVault 11 Feature Release 26
IBM FileNet
* IBM Storage Protect

* Documento OpenText 21.4
* Rubrik

* Veeeam 12

* Veritas Enterprise Vault 15,1

 Veritas NetBackup 10.1.1 e versioni successive

Soluzioni di terze parti supportate su StorageGRID
Queste soluzioni sono state testate.

* Archiviware

« Comunicazioni Axis

» Congruita360

* DataFrameworks

« Piattaforma EcoDigital DIVA
* Encoding.com

* Archivio di oggetti Fuijifilm
 Archivio GE Centricity Enterprise
* Gitlab

* Hyland Acuo

* IBM Aspera

 Sistemi Milestone

» OnSSI

* Motore Reach

* SilverTrak

* SoftNAS

» QStar

* Velasea

Responsabili delle chiavi supportati su StorageGRID

Queste soluzioni sono state testate.

* Piattaforma di sicurezza crittografica Entrust v10.4.5
» Controllo chiave Entrust 10,2

* Vault Hashiorp 1.15.0

» Thales CipherTrust Manager 2,0

» Thales CipherTrust Manager 2,1



* Thales CipherTrust Manager 2,2
» Thales CipherTrust Manager 2,3
» Thales CipherTrust Manager 2,4
* Thales CipherTrust Manager 2,8
* Thales CipherTrust Manager 2,9
* Thales CipherTrust Manager 2,10
» Thales CipherTrust Manager 2,11
» Thales CipherTrust Manager 2,12
» Thales CipherTrust Manager 2,13
* Thales CipherTrust Manager 2,14
* Thales CipherTrust Manager 2.15
» Thales CipherTrust Manager 2.16
» Thales CipherTrust Manager 2.20

Soluzioni validate di terze parti StorageGRID 11,8

Le seguenti soluzioni di terze parti sono state convalidate per I'utilizzo con StorageGRID
11,8.

Se la soluzione che stai cercando non € presente nell’elenco, contatta il tuo
rappresentante commerciale NetApp.

Soluzioni di terze parti validate su StorageGRID
Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

« Actifio

* Alluxio

* Apache Kafka

* Punto di montaggio AWS
 Bridgestor

« Cantemo

+ Citrix Content Collaboration
* Collibra (qualita minima dei dati Collibra versione 2024,02)
» CommVault 11

 Portale Ctera 6

* Dal

» Datadobi

« Storage di Data Dynamics X
» DefendX

e Dati di diskover
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Dremio

Snapshot Elasticsearch (incluso il Tier "frozen")
EMAM

Archivio di oggetti Fuijifilm

Server aziendale GitHub

IBM FileNet

IBM Storage Protect

Interica

Impresa

Cluster di big data Microsoft SQL Server
Model9

Modzy

Moonwalk universale

BELLO

Nasuni

Documento OpenText 16.4

Documento OpenText 21.4

OpenText InfoArchive 16 EP7
OpenText Media Management 16.5 con CyanGate Cloud
Panzura

PixitMedia ngenea

Point Archival Gateway 2.0

Point Storage Manager 6.4
Primestream

Quantum StorNext 5.4.0.1

Reveille v10 build 220706 o superiore
Rubrik CDM

s3a

Signiant

Fiocco di neve

Ghiacciaio on-premise di Spectra Logic
Smartstore Splunk

Starburst

Lo storage diventa semplice

Trino

Verniciare Enterprise 6.0.4

Veeeam 12



* Veritas Enterprise Vault 15,1

 Veritas NetBackup 10.1.1 e versioni successive
* Verticale 10.x

* Visoline

« Virtalica StorageFabric

* Weka v3.10 o versione successiva

Soluzioni di terze parti validate su StorageGRID con blocco a oggetti

Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

» CommVault 11 Feature Release 26
* IBM FileNet

* IBM Storage Protect

* Documento OpenText 21.4

* Rubrik

* Veeeam 12

* Veritas Enterprise Vault 15,1

* Veritas NetBackup 10.1.1 e versioni successive

Soluzioni di terze parti supportate su StorageGRID

Queste soluzioni sono state testate.

* Archiviware

» Comunicazioni Axis

» Congruita360

» DataFrameworks
Piattaforma EcoDigital DIVA

* Encoding.com

* Archivio di oggetti Fuijifilm
 Archivio GE Centricity Enterprise
* Gitlab

* Hyland Acuo

* IBM Aspera

+ Sistemi Milestone

* OnSSI

* Motore Reach

* SilverTrak

» SoftNAS

» QStar

11



* Velasea

Responsabili delle chiavi supportati su StorageGRID

Queste soluzioni sono state testate.

» Controllo chiave Entrust 10,2
 Vault Hashiorp 1.15.0

* Thales CipherTrust Manager 2,0
* Thales CipherTrust Manager 2,1

» Thales CipherTrust Manager 2,2
» Thales CipherTrust Manager 2,3
» Thales CipherTrust Manager 2,4
* Thales CipherTrust Manager 2,8
* Thales CipherTrust Manager 2,9
» Thales CipherTrust Manager 2,10
» Thales CipherTrust Manager 2,11
* Thales CipherTrust Manager 2,12
* Thales CipherTrust Manager 2,13
* Thales CipherTrust Manager 2,14

Soluzioni di terze parti validate da StorageGRID 11.7

Le seguenti soluzioni di terze parti sono state validate per I'utilizzo con StorageGRID
11.7. + se la soluzione che stai cercando non € presente nell’elenco, contatta il tuo
rappresentante commerciale NetApp.

Soluzioni di terze parti validate su StorageGRID
Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

* Actifio

¢ Alluxio

» Apache Kafka

* Punto di montaggio AWS

* Bridgestor

» Cantemo

« Citrix Content Collaboration
* Collibra (qualita minima dei dati Collibra versione 2024,02)
+ CommVault 11

 Portale Ctera 6

 Dal

12



Datadobi

Storage di Data Dynamics X

DefendX

Dati di diskover

Dremio

Snapshot Elasticsearch (incluso il Tier "frozen")
EMAM

Archivio di oggetti Fujifilm

Server aziendale GitHub

IBM FileNet

IBM Spectrum Protect Plus

IBM Storage Protect

Interica

Impresa

Cluster di big data Microsoft SQL Server
Model9

Modzy

Moonwalk universale

BELLO

Nasuni

Documento OpenText 16.4

Documento OpenText 21.4

OpenText InfoArchive 16 EP7
OpenText Media Management 16.5 con CyanGate Cloud
Panzura

PixitMedia ngenea

Point Archival Gateway 2.0

Point Storage Manager 6.4
Primestream

Quantum StorNext 5.4.0.1

Reveille v10 build 220706 o superiore
Rubrik CDM

s3a

Signiant

Fiocco di neve

Ghiacciaio on-premise di Spectra Logic

Smartstore Splunk



* Lo storage diventa semplice

* Trino

* Verniciare Enterprise 6.0.4

* Veeeam 12

 Veritas Enterprise Vault 14

* Veritas NetBackup 10.1.1 e versioni successive
 Verticale 10.x

* Visoline

* Virtalica StorageFabric

* Weka v3.10 o versione successiva

Soluzioni di terze parti validate su StorageGRID con blocco a oggetti
Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

* CommVault 11 Feature Release 26
* IBM FileNet

* IBM Storage Protect

* Documento OpenText 21.4

* Rubrik

* Veeeam 12

* Veritas Enterprise Vault 14.2.2

 Veritas NetBackup 10.1.1 e versioni successive

Soluzioni di terze parti supportate su StorageGRID
Queste soluzioni sono state testate.

* Archiviware

» Comunicazioni Axis

» Congruita360

» DataFrameworks

* Piattaforma EcoDigital DIVA
* Encoding.com

* Archivio di oggetti Fuijifilm

* Archivio GE Centricity Enterprise
* Gitlab

* Hyland Acuo

* IBM Aspera

+ Sistemi Milestone

» OnSSI
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* Motore Reach
* SilverTrak

* SoftNAS

» QStar

* Velasea

Responsabili delle chiavi supportati su StorageGRID

Queste soluzioni sono state testate.

» Thales CipherTrust Manager 2,0
» Thales CipherTrust Manager 2,1
» Thales CipherTrust Manager 2,2
* Thales CipherTrust Manager 2,3
* Thales CipherTrust Manager 2,4
» Thales CipherTrust Manager 2,8
» Thales CipherTrust Manager 2,9

Soluzioni di terze parti validate da StorageGRID 11.6

Le seguenti soluzioni di terze parti sono state validate per I'utilizzo con StorageGRID
11.6. + se la soluzione che stai cercando non é presente nell’elenco, contatta il tuo
rappresentante commerciale NetApp.

Soluzioni di terze parti validate su StorageGRID
Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

* Actifio

* Alluxio

» Apache Kafka

 Bridgestor

» Cantemo

+ Citrix Content Collaboration
+ CommVault 11

 Portale Ctera 6

 Dal

» Datadobi

» Storage di Data Dynamics X
* DefendX

+ Dati di diskover

e Dremio

15



16

EMAM

Archivio di oggetti Fujifilm

Server aziendale GitHub

IBM FileNet

IBM Spectrum Protect Plus

Interica

Impresa

Cluster di big data Microsoft SQL Server
Model9

Modzy

Moonwalk universale

BELLO

Nasuni

Documento OpenText 16.4
Documento OpenText 21.4

OpenText InfoArchive 16 EP7
OpenText Media Management 16.5 con CyanGate Cloud
Panzura

PixitMedia ngenea

Point Archival Gateway 2.0

Point Storage Manager 6.4
Primestream

Quantum StorNext 5.4.0.1

Reveille v10 build 220706 o superiore
Rubrik CDM

s3a

Signiant

Fiocco di neve

Ghiacciaio on-premise di Spectra Logic
Smartstore Splunk

Lo storage diventa semplice

Trino

Verniciare Enterprise 6.0.4

Veeeam 12

Veritas Enterprise Vault 14

Veritas NetBackup 8.0

Verticale 10.x



* Visoline
* Virtalica StorageFabric

* Weka v3.10 o versione successiva

Soluzioni di terze parti validate su StorageGRID con blocco a oggetti
Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

« CommVault 11 Feature Release 26
IBM FileNet

* Documento OpenText 21.4
* Veeeam 12
* Veritas Enterprise Vault 14.2.2

* Veritas NetBackup 10.1.1 e versioni successive

Soluzioni di terze parti supportate su StorageGRID

Queste soluzioni sono state testate.

* Archiviware

» Comunicazioni Axis

* Congruita360

» DataFrameworks
Piattaforma EcoDigital DIVA

* Encoding.com

* Archivio di oggetti Fuijifilm
* Archivio GE Centricity Enterprise
* Gitlab

* Hyland Acuo

* IBM Aspera

+ Sistemi Milestone

* OnSSI

» Motore Reach

« SilverTrak

» SoftNAS

» QStar

* Velasea

Soluzioni di terze parti validate da StorageGRID 11.5

Le seguenti soluzioni di terze parti sono state validate per I'utilizzo con StorageGRID
11.5. + se la soluzione che stai cercando non & presente nell’elenco, contatta il tuo
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rappresentante commerciale NetApp.

Soluzioni di terze parti validate su StorageGRID
Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

* Actifio

* Alluxio

* Bridgestor

» Cantemo

« Citrix Content Collaboration
* CommVault 11

» Portale Ctera 6

* Dal

» Datadobi

» Storage di Data Dynamics X
* DefendX

* Interica

* Impresa

* Moonwalk universale

* BELLO

* Nasuni

* Documento OpenText 16.4
* Documento OpenText 21.4
* OpenText InfoArchive 16 EP7
* OpenText Media Management 16.5 con CyanGate Cloud
* Panzura

 Point Archival Gateway 2.0
 Point Storage Manager 6.4
* Primestream

* Quantum StorNext 5.4.0.1

* Rubrik CDM

* s3a

« Signiant

* Smartstore Splunk

e Trino

* Verniciare Enterprise 6.0.4
* Veeeam 11

* Veritas Enterprise Vault 11
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* Veritas Enterprise Vault 12
* Veritas NetBackup 8.0

* Verticale 10.x

* Visoline

« Virtalica StorageFabric

Soluzioni di terze parti validate su StorageGRID con blocco a oggetti
Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

* Documento OpenText 21.4

¢ Veeeam 11

Soluzioni di terze parti supportate su StorageGRID

Queste soluzioni sono state testate.

* Archiviware

» Comunicazioni Axis

» Congruita360

* DataFrameworks

* Piattaforma EcoDigital DIVA
* Encoding.com

* Archivio di oggetti Fuijifilm
 Archivio GE Centricity Enterprise
* Gitlab

* Hyland Acuo

* IBM Aspera

* Sistemi Milestone

» OnSSI

* Motore Reach

* SilverTrak

* SoftNAS

* QStar

e Velasea

Soluzioni di terze parti validate da StorageGRID 11.4

Le seguenti soluzioni di terze parti sono state validate per I'utilizzo con StorageGRID
11.4. + se la soluzione che stai cercando non € presente nell’elenco, contatta il tuo
rappresentante commerciale NetApp.
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Soluzioni di terze parti validate su StorageGRID

Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

* Actifio

 Bridgestor

» Cantemo

+ Citrix Content Collaboration
« CommVault 11

* Portale Ctera 6

 Dal

» Datadobi

» Storage di Data Dynamics X
* DefendX

* Interica

* Impresa

* BELLO

* Nasuni

* Documento OpenText 16.4
* OpenText InfoArchive 16 EP7
* OpenText Media Management 16.5 con CyanGate Cloud
* Panzura

 Point Archival Gateway 2.0
* Point Storage Manager 6.4
* Primestream

* Quantum StorNext 5.4.0.1

* Rubrik CDM

« Signiant

* Smartstore Splunk

* Verniciare Enterprise 6.0.4
* Veeeam 9.5.4

* Veritas Enterprise Vault 11

* Veritas Enterprise Vault 12
* Veritas NetBackup 8.0
 Verticale 10.x

¢ Visoline
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Soluzioni di terze parti supportate su StorageGRID

Queste soluzioni sono state testate.

* Archiviware

» Comunicazioni Axis

* Congruita360

» DataFrameworks

« Piattaforma EcoDigital DIVA
* Encoding.com

* Archivio di oggetti Fuijifilm

* Archivio GE Centricity Enterprise
* Hyland Acuo

* IBM Aspera

« Sistemi Milestone

» OnSSI

* Motore Reach

* SilverTrak

» SoftNAS

+ QStar

e Velasea

Soluzioni di terze parti validate da StorageGRID 11.3

Le seguenti soluzioni di terze parti sono state validate per 'utilizzo con StorageGRID
11.3. + se la soluzione che stai cercando non é presente nell’elenco, contatta il tuo
rappresentante commerciale NetApp.

Soluzioni di terze parti validate su StorageGRID

Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

* Actifio

* Bridgestor

» Cantemo

« Citrix Content Collaboration
* CommVault 11

* Portale Ctera 6

* Dal

» Datadobi

» Storage di Data Dynamics X

21



* DefendX

* Interica

e Impresa

* BELLO

* Nasuni

* Documento OpenText 16.4
* OpenText Media Management 16.5 con CyanGate Cloud
* Panzura

» Point Archival Gateway 2.0
* Point Storage Manager 6.4
* Primestream

* Quantum StorNext 5.4.0.1
* Rubrik CDM 5.0.1 p1-1342
« Signiant

* Smartstore Splunk

* Verniciare Enterprise 6.0.4
* Veeeam 9.5.4

* Veritas Enterprise Vault 11
* \eritas Enterprise Vault 12
* Veritas NetBackup 8.0

* Visoline

Soluzioni di terze parti supportate su StorageGRID

Queste soluzioni sono state testate.

* Archiviware

» Comunicazioni Axis

* Congruita360

» DataFrameworks

* Piattaforma EcoDigital DIVA
* Encoding.com

* Archivio di oggetti Fuijifilm

* Archivio GE Centricity Enterprise
* Hyland Acuo

* IBM Aspera

« Sistemi Milestone

» OnSSI

* Motore Reach
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 SilverTrak
» SoftNAS
» QStar

* Velasea

Soluzioni di terze parti validate da StorageGRID 11.2

Le seguenti soluzioni di terze parti sono state validate per I'utilizzo con StorageGRID
11.2. + se la soluzione che stai cercando non & presente nell’elenco, contatta il tuo
rappresentante commerciale NetApp.

Soluzioni di terze parti validate su StorageGRID
Queste soluzioni sono state testate in collaborazione con i rispettivi partner.

* Actifio

* Bridgestor

» Cantemo

« Citrix Content Collaboration
* CommVault 11

 Portale Ctera 6

* Dal

» Datadobi

» Storage di Data Dynamics X
* DefendX

* Interica

* Impresa

* BELLO

* Nasuni

* Documento OpenText 16.4
* OpenText Media Management 16.5 con CyanGate Cloud
» Panzura

* Point Archival Gateway 2.0
* Point Storage Manager 6.4
* Primestream

* Quantum StorNext 5.4.0.1

* Rubrik CDM 5.0.1 p1-1342
 Signiant

* Smartstore Splunk

* Verniciare Enterprise 6.0.4



* Veeeam 9.5.4

 Veritas Enterprise Vault 11
* Veritas Enterprise Vault 12
* Veritas NetBackup 8.0

* Visoline

Soluzioni di terze parti supportate su StorageGRID

Queste soluzioni sono state testate.

* Archiviware

» Comunicazioni Axis

* Congruita360

» DataFrameworks

* Piattaforma EcoDigital DIVA
* Encoding.com

* Archivio di oggetti Fuijifilm

* Archivio GE Centricity Enterprise
* Hyland Acuo

* IBM Aspera

* Sistemi Milestone

» OnSSI

* Motore Reach

* SilverTrak

* SoftNAS

» QStar

e Velasea
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Guide alle funzionalita del prodotto

Raggiungimento di un RPO pari a zero con StorageGRID:
Una guida completa alla replica multisito

Questo rapporto tecnico fornisce una guida completa all'implementazione di strategie di
replica StorageGRID per raggiungere un Recovery Point Objective (RPO) pari a zero in
caso di guasto del sito. Il documento descrive in dettaglio varie opzioni di distribuzione
per StorageGRID, tra cui la replica sincrona multi-sito e la replica asincrona multi-griglia.
Spiega come configurare le policy StorageGRID Information Lifecycle Management (ILM)
per garantire la durabilita e la disponibilita dei dati in piu sedi. Inoltre, il rapporto affronta
considerazioni sulle prestazioni, scenari di errore e processi di ripristino per garantire la
continuita delle operazioni dei clienti. L’obiettivo di questo documento & fornire
informazioni per garantire che i dati rimangano accessibili e coerenti, anche in caso di un
guasto completo del sito, sfruttando tecniche di replica sia sincrona che asincrona.

Panoramica di StorageGRID

NetApp StorageGRID & un sistema storage basato su oggetti che supporta I’API Amazon Simple Storage
Service (Amazon S3) standard di settore.

StorageGRID offre un namespace singolo in siti multipli con livelli di servizio variabili determinati da policy di
Information Lifecycle Management (ILM). Grazie a queste policy sul ciclo di vita puoi ottimizzare la
collocazione dei tuoi dati durante tutto il loro ciclo di vita.

StorageGRID garantisce durata e disponibilita configurabili dei tuoi dati in soluzioni locali e geodistribuito. Che i
tuoi dati siano in locale o in un cloud pubblico, i flussi di lavoro cloud ibridi integrati consentono alla tua azienda
di sfruttare servizi cloud come Amazon Simple Notification Service (Amazon SNS), Google Cloud, Microsoft
Azure Blob, Amazon S3 Glacier, Elasticsearch e molti altri.

Scala StorageGRID

Una distribuzione StorageGRID minima € composta da un nodo di amministrazione e 3 nodi di archiviazione in
un unico sito. Una singola griglia puo crescere fino a 220 nodi. StorageGRID pu0 essere distribuito come un
singolo sito o esteso a 16 siti.

Il nodo Admin contiene l'interfaccia di gestione, un punto centrale per le metriche e la registrazione e gestisce
la configurazione dei componenti StorageGRID . Il nodo Admin contiene anche un bilanciatore del carico
integrato per I'accesso all’API S3.

StorageGRID pu0 essere distribuito solo come software, come appliance per macchine virtuali VMware o
come appliance appositamente progettate.

Un nodo di archiviazione pud essere distribuito come:

* Un nodo solo metadati che massimizza il conteggio degli oggetti
* Un nodo di archiviazione di soli oggetti che massimizza lo spazio degli oggetti

* Un nodo combinato di metadati e archiviazione di oggetti che aggiunge sia il conteggio degli oggetti che lo
spazio degli oggetti

25



Ogni nodo di archiviazione pu0 raggiungere una capacita di archiviazione di oggetti di diversi petabyte,
consentendo un singolo namespace di centinaia di petabyte. StorageGRID fornisce anche un bilanciatore del
carico integrato per le operazioni APl S3 denominato nodo gateway.

Delivery paths for any workload

Software-Defined Deployment Engineered Systems
SGB8E0 SGE1E0 T sSGFe112

o Sofware MWMe-based TLC and QLC flash

OS & Docker . 505812 - . a
e ; OS & Docker R0 Bt MHOSIS . primary werkloads, data lake. analytcs

= Used a warm-tier for AFF armays thraugh
= Cost-optimized platforms
Bare Metal = Secondary storage workloads

*  Mext-gen. high-parformance, high-density

vSphere

ONTAF FabricPoal

Infrastructure
ViMware-based Bare Metal

+  Netipp or third-party starage = BYOH: iMernal storage o

(VMDIK) extamal amay « Large-scale deployments; 100s of Pis
. ins = 5 ts RHEL, Cent0S

.:(lzﬂ:nrﬂ;fi::él\argmmlgh ulnl;'m: Babian » = Data lake, up to 3 96PE capacity per

sinrage node
S SG110/1100 Series (Services appliances) S
" NEtApp . mﬁlcal appliance for Gateway Mode and Admin " NetApp
s Linghdaphiymibot gl paTorRsite « Traffic Classifiers for tepant & bucket-based * Senall o mid size deployments

mwnkaring and Qo =+ Also consider for admin node only (VM
replacement)

StorageGRID é costituito da una raccolta di nodi posizionati in una topologia di sito. Un sito in StorageGRID
puod essere una posizione fisica unica oppure risiedere in una posizione fisica condivisa come altri siti nella
griglia come costrutto logico. Un sito StorageGRID non dovrebbe estendersi su piu sedi fisiche. Un sito
rappresenta un’infrastruttura di rete locale (LAN) condivisa e un dominio di errore.

StorageGRID e domini di errore

StorageGRID contiene diversi livelli di domini di errore da prendere in considerazione per decidere come
progettare la soluzione, come archiviare i dati e dove archiviare i dati per mitigare i rischi di guasti.

Livello griglia - Una griglia costituita da piu siti pud presentare guasti o isolamento del sito e i siti accessibili
possono continuare a funzionare come rete.

Livello sito - i guasti all'interno di un sito possono influire sulle operazioni del sito, ma non sul resto della
griglia.

* Livello nodo - il guasto di Un nodo non influisce sul funzionamento del sito.

Livello disco - un guasto del disco non influisce sul funzionamento del nodo.

Dati e metadati di oggetti
Con lo storage a oggetti, 'unita di storage € un oggetto, piuttosto che un file o un blocco. A differenza della

gerarchia ad albero di un file system o di uno storage a blocchi, lo storage a oggetti organizza i dati in un

layout piatto e non strutturato. Lo storage a oggetti separa la posizione fisica dei dati dal metodo utilizzato per
memorizzare e recuperare tali dati.

Ogni oggetto in un sistema di storage basato su oggetti ha due parti: Dati oggetto e metadati oggetto.
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« | dati oggetto rappresentano i dati sottostanti effettivi, ad esempio una fotografia, un filmato o una cartella
clinica.

| metadati degli oggetti sono informazioni che descrivono un oggetto.

StorageGRID utilizza i metadati degli oggetti per tenere traccia delle posizioni di tutti gli oggetti nella griglia e
gestire il ciclo di vita di ciascun oggetto nel tempo.

I metadati dell’oggetto includono informazioni come:

» Metadati di sistema, tra cui un ID univoco per ciascun oggetto, il nome dell’'oggetto, il nome del bucket S3,
il nome o I'ID dell’account tenant, la dimensione logica dell'oggetto, la data e I'ora in cui 'oggetto &€ stato
creato per la prima volta e la data e I'ora dell’'ultima modifica dell’oggetto.

 Posizione di archiviazione corrente della copia replicata o del frammento con codice di cancellazione di
ciascun oggetto.

* Qualsiasi coppia di valori chiave metadati utente personalizzata associata all’oggetto.
 Per gli oggetti S3, qualsiasi coppia chiave-valore tag oggetto associata all’'oggetto

» Per oggetti segmentati e oggetti multiparte, identificatori di segmento e dimensioni dei dati.

| metadati degli oggetti sono personalizzabili ed espandibili, il che lo rende flessibile per I'utilizzo da parte delle
applicazioni. Per informazioni dettagliate su come e dove StorageGRID archivia i metadati degli oggetti,
visitare il sito "Gestire lo storage dei metadati degli oggetti".

Il sistema Information Lifecycle management (ILM) di StorageGRID viene utilizzato per orchestrare il
posizionamento, la durata e il comportamento di acquisizione per tutti i dati degli oggetti nel sistema
StorageGRID. Le regole ILM determinano il modo in cui StorageGRID archivia gli oggetti nel tempo utilizzando
repliche degli oggetti o erasure coding dell’'oggetto nei nodi e nei siti. Questo sistema ILM & responsabile della
coerenza dei dati degli oggetti all'interno di una griglia.

Erasure coding

StorageGRID offre la possibilita di cancellare i dati del codice a livello di nodo e a livello di unita. Con gli
apparecchi StorageGRID cancelliamo tramite codice i dati memorizzati su ciascun nodo su tutte le unita
presenti nel nodo, garantendo protezione locale contro guasti di piu dischi che causano perdite o interruzioni di
dati. Le ricostruzioni in seguito a guasti delle unita sono locali al nodo e non richiedono la replica dei dati sulla
rete.

Inoltre, gli apparecchi StorageGRID utilizzano schemi di codifica di cancellazione per archiviare i dati degli
oggetti nei nodi all’interno di un sito o distribuiti su 3 o piu siti nel sistema StorageGRID tramite le regole ILM di
StorageGRID che proteggono dai guasti dei nodi.

La codifica di cancellazione fornisce un layout di archiviazione resiliente ai guasti dei nodi e dei siti con un
overhead inferiore rispetto alla replica. Tutti gli schemi di codifica di cancellazione StorageGRID possono
essere implementati in un singolo sito, a condizione che venga raggiunto il numero minimo di nodi necessari
per archiviare i blocchi di dati. Cio significa che per uno schema EC 4+2 devono essere disponibili almeno 6
nodi per ricevere i dati.

27


https://docs.netapp.com/us-en/storagegrid/admin/managing-object-metadata-storage.html

Erasure-coding Minimum number Recommended Total Site loss Storage overhead
scheme (k+m) of deployed sites number of recommended protection?
Storage Nodes at number of

each site Storage Nodes
442 3 3 9 Yes 50%
6+2 b 3 12 Yes 33%
8+2 5 3 15 Yes 25%
6+3 3 4 12 Yes 50%
9+3 4 4 16 Yes 33%
2+1 3 2 g Yes 50%
441 5 3 15 Yes 25%
6+1 7 3 21 Yes 17%
745 3 5 15 Yes T1%

Coerenza dei metadati

In StorageGRID, i metadati vengono generalmente archiviati con tre repliche per sito, per garantire coerenza e
disponibilita. Questa ridondanza contribuisce a mantenere l'integrita e I'accessibilita dei dati anche in caso di
errore.

La coerenza predefinita & definita a livello di griglia. Gli utenti possono modificare la coerenza a livello del
bucket in qualsiasi momento.

Le opzioni di coerenza delle benne disponibili in StorageGRID sono:
* Tutti: Offre il massimo livello di coerenza. Tutti i nodi nella griglia ricevono i dati immediatamente, altrimenti
la richiesta non riesce.
* Forte-globale:
> Legacy Strong Global: garantisce la coerenza di lettura e scrittura per tutte le richieste dei clienti su
tutti i siti.
= Questo € il comportamento predefinito per tutti i sistemi aggiornati dalla versione 11.9 o precedente
alla versione 12.0 senza passare manualmente al nuovo Quorum Strong Global.

> Quorum Strong-global: garantisce la coerenza di lettura e scrittura per tutte le richieste dei client su
tutti i siti. Offre coerenza per piu nodi o persino in caso di errore del sito se € possibile raggiungere il
quorum di replica dei metadati.

= Questo € il comportamento predefinito per tutti i sistemi appena installati alla versione 12.0 o
successiva.

= La coerenza del QUORUM é definita come un quorum di repliche di metadati del nodo di
archiviazione, in cui ogni sito ha 3 repliche di metadati. Puo essere calcolato come segue:
1+((N*3)/2) dove N & il numero totale di siti

= Ad esempio, € necessario effettuare almeno 5 repliche da una griglia a 3 siti, con un massimo di 3
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repliche all'interno di un sito.

« Strong-Site: Garantisce la coerenza di lettura dopo scrittura per tutte le richieste dei client all’interno di un
sito.

» Read-after-new-write(default): Fornisce coerenza lettura-dopo-scrittura per nuovi oggetti ed eventuale
coerenza per gli aggiornamenti degli oggetti. Offre alta disponibilita e garanzie di protezione dei dati.
Consigliato per la maggior parte dei casi.

« Available: Fornisce una coerenza finale sia per i nuovi oggetti che per gli aggiornamenti degli oggetti. Per i
bucket S3, utilizzare solo se necessario (ad esempio, per un bucket che contiene valori di log che vengono
raramente letti o per operazioni HEAD o GET su chiavi che non esistono). Non supportato per i bucket S3
FabricPool.

Coerenza dei dati degli oggetti

Mentre i metadati vengono replicati automaticamente all’interno e tra i siti, spetta a te prendere decisioni sul
posizionamento dello storage dei dati a oggetti. | dati degli oggetti possono essere memorizzati in repliche
allinterno e tra i siti, con erasure coding all'interno o tra i siti, 0 in una combinazione o repliche e schemi di
storage con erasure coding. Le regole ILM possono essere applicate a tutti gli oggetti o filtrate per applicarsi
solo a determinati oggetti, bucket o tenant. Le regole ILM definiscono il modo in cui gli oggetti vengono
memorizzati, le repliche e/o il erasure coding, la durata della memorizzazione degli oggetti in tali posizioni, se il
numero di repliche o lo schema di erasure coding deve cambiare o se le posizioni devono cambiare nel tempo.

Ogni regola ILM verra configurata con uno dei tre comportamenti di acquisizione per la protezione degli
oggetti: Dual commit, balanced o Strict.

L'opzione di doppio commit eseguira immediatamente due copie su due nodi di archiviazione diversi nella
griglia e restituira al client la richiesta di esito positivo. La selezione del nodo verra tentata all'interno del sito
della richiesta, ma in alcune circostanze potrebbe utilizzare nodi di un altro sito. L’'oggetto viene aggiunto alla
coda ILM per essere valutato e posizionato in base alle regole ILM.

L'opzione bilanciata valuta immediatamente 'oggetto in base alla policy ILM e lo posiziona in modo sincrono
prima di restituire la richiesta di esito positivo al client. Se la regola ILM non puo essere rispettata
immediatamente a causa di un’interruzione o di uno spazio di archiviazione inadeguato per soddisfare i
requisiti di posizionamento, verra utilizzato il doppio commit. Una volta risolto il problema, ILM posizionera
automaticamente I'oggetto in base alla regola definita.

L'opzione strict valuta immediatamente I'oggetto in base alla policy ILM e lo posiziona in modo sincrono prima
di restituire la richiesta di esito positivo al client. Se la regola ILM non puo essere soddisfatta immediatamente
a causa di un’interruzione o di uno spazio di archiviazione inadeguato per soddisfare i requisiti di
posizionamento, la richiesta non andra a buon fine e il client dovra riprovare.

Bilanciamento del carico

StorageGRID pu0 essere implementato con accesso client tramite i nodi gateway integrati, un bilanciatore di
carico esterno di 3¢ parti, round robin DNS o direttamente in un nodo storage. E possibile implementare diversi
nodi di gateway in un sito e configurarli in gruppi a disponibilita elevata per offrire failover e failback automatici
in caso di black-out di un nodo di gateway. E possibile combinare metodi di bilanciamento del carico in una
soluzione per fornire un unico punto di accesso per tutti i siti in una soluzione.

Per impostazione predefinita, i nodi gateway bilanciano il carico tra i nodi di archiviazione nel sito in cui risiede
il nodo gateway. StorageGRID pud essere configurato per consentire ai nodi gateway di bilanciare il carico
utilizzando nodi provenienti da piu siti. Questa configurazione aggiungerebbe la latenza tra quei siti alla latenza
di risposta alle richieste del client. Questa impostazione dovrebbe essere configurata solo se la latenza totale &
accettabile per i client.
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E possibile garantire un RTO pari a zero combinando il bilanciamento del carico locale e globale. Per garantire
un accesso client ininterrotto & necessario bilanciare il carico delle richieste client. Una soluzione StorageGRID
pud contenere molti nodi gateway e gruppi ad alta disponibilita in ogni sito. Per garantire un accesso
ininterrotto ai client in qualsiasi sito, anche in caso di guasto del sito, € necessario configurare una soluzione di
bilanciamento del carico esterno in combinazione con i nodi StorageGRID Gateway. Configurare gruppi ad alta
disponibilita del nodo Gateway che gestiscono il carico all'interno di ciascun sito e utilizzare il bilanciatore del
carico esterno per bilanciare il carico tra i gruppi ad alta disponibilita. Il bilanciatore del carico esterno deve
essere configurato per eseguire un controllo dello stato di integrita per garantire che le richieste vengano
inviate solo ai siti operativi. Per ulteriori informazioni sul bilanciamento del carico con StorageGRID ,
consultare "Report tecnico per il bilanciamento del carico di StorageGRID".

Requisiti per Zero RPO con StorageGRID

Per raggiungere I'obiettivo RPO (Recovery Point Objective) zero in un sistema storage a oggetti, &
fondamentale che al momento del guasto:

« Sia i metadati che i contenuti degli oggetti sono sincronizzati e considerati coerenti

* | contenuti degli oggetti rimangono accessibili nonostante il guasto.

Per una distribuzione multi-sito, Quorum Strong Global & il modello di coerenza preferito per garantire che i
metadati siano sincronizzati su tutti i siti, rendendolo essenziale per soddisfare il requisito RPO zero.

Gli oggetti nel sistema di archiviazione vengono archiviati in base alle regole di Information Lifecycle
Management (ILM), che stabiliscono come e dove i dati vengono archiviati durante il loro ciclo di vita. Per la
replica sincrona, € possibile prendere in considerazione I'esecuzione rigorosa o I'esecuzione bilanciata.

* Per un RPO pari a zero € necessaria un’esecuzione rigorosa di queste regole ILM, in quanto assicura che
gli oggetti vengano posizionati nelle posizioni definite senza alcun ritardo o fallback, mantenendo la
disponibilita e la coerenza dei dati.

* Il comportamento di acquisizione ILM di StorageGRID offre un equilibrio tra alta disponibilita e resilienza,
consentendo agli utenti di continuare ad acquisire i dati anche in caso di guasto del sito.

Implementazioni sincrone in siti multipli

Soluzioni multi-sito: StorageGRID consente di replicare oggetti su piu siti all'interno della griglia in modo
sincrono. Impostando regole di Information Lifecycle Management (ILM) con comportamento bilanciato o
rigoroso, gli oggetti vengono posizionati immediatamente nelle posizioni specificate. Anche la configurazione
del livello di coerenza del bucket su Quorum Strong Global garantira la replica sincrona dei metadati.
StorageGRID utilizza un singolo namespace globale, memorizzando le posizioni di posizionamento degli
oggetti come metadati, in modo che ogni nodo sappia dove si trovano tutte le copie o i pezzi codificati per la
cancellazione. Se un oggetto non puo essere recuperato dal sito in cui € stata effettuata la richiesta, verra
recuperato automaticamente da un sito remoto senza bisogno di procedure di failover.

Una volta risolto il problema, non & necessario alcun intervento di failback manuale. Le performance di replica
dipendono dal sito con il throughput di rete piu basso, la latenza piu alta e le performance piu basse. Le
prestazioni di un sito si basano sul numero di nodi, sul numero di core della CPU e sulla velocita, sulla
memoria, sulla quantita di unita e sui tipi di unita.

Soluzioni multi-grid: StorageGRID ¢ in grado di replicare tenant, utenti e bucket tra piu sistemi StorageGRID
utilizzando la replica cross-grid (CGR, Cross-Grid Replication). CGR puo estendere i dati selezionati a piu di
16 siti, aumentare la capacita utilizzabile dell’archivio di oggetti e fornire il disaster recovery. La replica dei
bucket con CGR include oggetti, versioni degli oggetti e metadati e pud essere bidirezionale o unidirezionale.
L'RPO (Recovery Point Objective) dipende dalle prestazioni di ogni sistema StorageGRID e dalle connessioni
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di rete tra di essi.
Sommario:

« La replica intra-grid include una replica sincrona e asincrona, configurabile tramite comportamento di
acquisizione ILM e controllo della coerenza dei metadati.

* La replica inter-grid € solo asincrona.

Distribuzione multisito Single Grid

Negli scenari seguenti, le soluzioni StorageGRID sono configurate con un bilanciatore del carico esterno
opzionale che gestisce le richieste ai gruppi ad alta disponibilita del bilanciatore del carico integrato. In questo
modo si otterra un RTO pari a zero, oltre a un RPO pari a zero. ILM & configurato con protezione di ingestione
bilanciata per il posizionamento sincrono. Ogni bucket € configurato con la versione Quorum del modello di
coerenza Strong Global per griglie di 3 o piu siti e con la versione Legacy del modello di coerenza Strong
Global per 2 siti.

Scenario 1:
In una soluzione StorageGRID a due siti, sono presenti almeno due repliche di ogni oggetto e 6 repliche di tutti
i metadati. In caso di ripristino dopo un errore, gli aggiornamenti dall’interruzione verranno sincronizzati

automaticamente con il sito/nodi ripristinati. Con solo 2 siti, € improbabile che si riesca a raggiungere un RPO
pari a zero in scenari di guasto che vanno oltre la perdita completa del sito.
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DC1

Site 1 Storage Node

Site 2 Storage Node

DC2

Scenario 2:

In una soluzione StorageGRID di tre o piu siti, sono presenti almeno 3 repliche o 3 blocchi EC di ogni oggetto
e 9 repliche di tutti i metadati. In caso di ripristino dopo un errore, gli aggiornamenti dall’interruzione verranno
sincronizzati automaticamente con il sito/nodi ripristinati. Con tre o piu siti &€ possibile raggiungere un RPO pari
a zero.
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Scenari di guasti su piu siti

Guasto

Guasto al disco a nodo singolo

Guasto a un singolo nodo in un sito

Guasto a piu nodi in un solo sito

DC3

Risultato a 2 siti + Legacy
Strong Global

Ogni appliance utilizza gruppi di
dischi multipli e pud sostenere
almeno 1 dischi per gruppo di
guasti senza interruzioni o perdita
di dati.

Nessuna interruzione delle
operazioni o perdita di dati.

Interruzione delle operazioni dei
client dirette a questo sito senza
perdita di dati.

Le operazioni dirette all’altro sito
rimangono senza interruzioni € non
perdono dati.

Site 1 Storage Node

Site 2 Storage Node

Site 3 Storage Node

3 o piu siti risultato + Quorum
Strong Global

Ogni appliance utilizza gruppi di
dischi multipli e pud sostenere
almeno 1 dischi per gruppo di
guasti senza interruzioni o perdita
di dati.

Nessuna interruzione delle
operazioni o perdita di dati.

Le operazioni vengono dirette a
tutti gli altri siti mantenendo
interruzioni e senza perdita di dati.

33



Guasto

Guasto a nodo singolo in piu siti

Guasto a un singolo sito

Guasti a un singolo sito e a un nodo

singolo
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Risultato a 2 siti + Legacy
Strong Global

Nessuna interruzione o perdita di
dati se:

* Esiste almeno una copia
replicata nella griglia

* Nella griglia sono presenti
frammenti EC sufficienti

Operazioni interrotte e rischio di
perdita di dati se:

* Non esistono copie replicate

* Presenza di mandrini EC
insufficienti

Alcune operazioni del client
verranno interrotte finché il
problema non verra risolto. Le
operazioni GET e HEAD
continueranno senza interruzioni.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore.

Alcune operazioni del client
verranno interrotte finché il
problema non verra risolto. Le
operazioni HEAD continueranno
senza interruzioni. Le operazioni
GET continueranno senza
interruzioni se esiste una copia

replicata o un numero sufficiente di
blocchi EC. Ridurre la coerenza del

bucket a lettura dopo nuova
scrittura o inferiore per continuare
le operazioni senza interruzioni in
questo stato di errore.

3 o piu siti risultato + Quorum
Strong Global

Nessuna interruzione o perdita di
dati se:

* Esiste almeno una singola
copia replicata nella griglia

* Nella griglia sono presenti
frammenti EC sufficienti

Operazioni interrotte e rischio di
perdita di dati se:

* Non esistono copie replicate

* Non esistono chucks EC
sufficienti per recuperare
I'oggetto

Nessuna interruzione delle
operazioni o perdita di dati.

Nessuna interruzione delle
operazioni o perdita di dati.
Possibile perdita di dati a seconda
del numero di copie replicate. La
codifica Local Erasure puo
impedire la perdita di dati.



Guasto

Singolo sito piu un nodo da ciascun
sito rimanente

Guasto multi-sito

Isolamento della rete di un sito

Risultato a 2 siti + Legacy
Strong Global

Esistono solo due siti. Vedere:
Singolo sito pit un singolo nodo.

Non rimangono siti operativi. | dati
andranno persi se almeno un sito
non potra essere recuperato nella
sua interezza.

le operazioni del client saranno
interrotte finché il problema non
sara risolto. Ridurre la coerenza
del bucket a lettura dopo nuova
scrittura o inferiore per continuare
le operazioni senza interruzioni in
questo stato di errore. Nessuna
perdita di dati

Distribuzione multi-sito multi-grid

3 o piu siti risultato + Quorum
Strong Global

Le operazioni verranno interrotte
se non sara possibile raggiungere il
quorum della replica dei metadati.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore. Possibile
perdita di dati per guasto
permanente a seconda del numero
di copie replicate. La codifica Local
Erasure puo impedire la perdita di
dati.

Le operazioni verranno interrotte
se non sara possibile raggiungere il
quorum della replica dei metadati.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore. Possibile
perdita di dati per guasto
permanente se non rimangono
sufficienti blocchi codificati per la
cancellazione. La codifica di
cancellazione locale o le copie
replicate possono impedire la
perdita di dati.

Le operazioni saranno interrotte
per il sito isolato, ma non si
verifichera alcuna perdita di dati.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore. Nessuna
interruzione delle operazioni nei siti
rimanenti e nessuna perdita di dati.

Per aggiungere un ulteriore livello di ridondanza, questo scenario impieghera due cluster StorageGRID e
utilizzera la replica tra griglie per mantenerli sincronizzati. Per questa soluzione, ogni cluster StorageGRID
avra tre siti. Due siti saranno utilizzati per I'archiviazione degli oggetti e dei metadati, mentre il terzo sito sara
utilizzato esclusivamente per i metadati. Entrambi i sistemi saranno configurati con una regola ILM bilanciata
per archiviare in modo sincrono gli oggetti utilizzando la codifica di cancellazione in ciascuno dei due siti dati. |
bucket saranno configurati con il modello di coerenza globale Quorum Strong. Ogni griglia sara configurata
con replica bidirezionale tra griglie su ogni bucket. Cio garantisce la replicazione asincrona tra le regioni.
Facoltativamente, & possibile implementare un bilanciatore del carico globale per gestire le richieste ai gruppi
ad alta disponibilita del bilanciatore del carico integrato di entrambi i sistemi StorageGRID per ottenere un
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RPO pari a zero.

La soluzione utilizzera quattro posizioni equamente suddivise in due regioni. La regione 1 conterra i 2 siti di
memorizzazione della griglia 1 come griglia primaria della regione e il sito di metadati della griglia 2. La regione
2 conterra i 2 siti di memorizzazione della griglia 2 come griglia primaria della regione e il sito di metadati della
griglia 1. In ogni regione la stessa posizione puo ospitare il sito di archiviazione della griglia primaria della
regione e il sito di sola metadati della griglia delle altre regioni. L'utilizzo dei soli nodi di metadati come il terzo
sito fornira la coerenza richiesta per i metadati, non duplicando lo storage degli oggetti in tale posizione.

/ Region 1 \ / Region 2 \
DC1 DC3

Region 1

Region 2

GRID 1 site

Grid 1, Site 1 Storage Node

Grid 1, Site 2 Storage Node

Grid 1, Site 3 Metadata-only Node

GRID 2 site

IOREHDOOC O

| Grid 2, Site 1 Storage Node

Grid 2, Site 2 Storage Node

:-
=

E Grid 2, Site 3 Metadata-only Node

Questa soluzione con quattro ubicazioni separate offre ridondanza completa di due sistemi StorageGRID
separati che mantengono un RPO di 0 e sfrutteranno sia la replica sincrona multi-sito che la replica asincrona
multi-grid. E possibile guastare qualsiasi sito mantenendo operazioni client senza interruzioni su entrambi i
sistemi StorageGRID.

Questa soluzione prevede quattro copie sottoposte a erasure coding per ciascun oggetto e 18 repliche di tutti i
metadati. Cid consente piu scenari di errore senza impatto sulle operazioni dei client. In caso di errore, gli
aggiornamenti del ripristino dal black-out verranno sincronizzati automaticamente con il sito/i nodi guasti.

Scenari di guasto multisito e multi-grid

Guasto Risultato

Guasto al disco a nodo singolo Ogni appliance utilizza gruppi di dischi multipli e pud
sostenere almeno 1 dischi per gruppo di guasti senza
interruzioni o perdita di dati.

Guasto a un singolo nodo in un sito in un grid Nessuna interruzione delle operazioni o perdita di
dati.

Guasto a un singolo nodo in un sito in ciascun grid Nessuna interruzione delle operazioni o perdita di
dati.
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Guasto

Guasto di piu nodi in un sito in una griglia

Guasto a piu nodi in un sito in ciascun grid

Guasto a un singolo nodo in piu siti in un grid

Guasto a un singolo nodo in piu siti in ciascun grid

Guasto a un singolo sito in una griglia

Guasto a un singolo sito in ciascun grid

Guasti a un singolo sito e a un nodo in un grid

Singolo sito pitu un nodo da ciascun sito rimanente in
un singolo grid

Errore di singola posizione

Errore di singola posizione in ciascuna griglia DC1 e
DC3

Errore di singola posizione in ciascuna griglia DC1 e
DC4 o DC2 e DC3

Errore di singola posizione in ciascuna griglia DC2 e
DC4

Isolamento della rete di un sito

Conclusione

Risultato

Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di
dati.
Nessuna interruzione delle operazioni o perdita di

dati.

Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di
dati.
Nessuna interruzione delle operazioni o perdita di

dati.

Le operazioni verranno interrotte fino a quando il
guasto non verra risolto o la coerenza del bucket non
verra ridotta; ogni grid avra perso 2 siti

Tutti i dati sono ancora presenti in 2 postazioni
Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di

dati.

Le operazioni per il sito isolato verranno interrotte, ma
nessun dato andra perso

Nessuna interruzione delle operazioni nei siti
rimanenti o perdita di dati.

L'obiettivo di zero recovery point objective (RPO) con StorageGRID & un obiettivo critico per garantire la
conservazione e la disponibilita dei dati in caso di guasti del sito. Sfruttando le solide strategie di replica di
StorageGRID, tra cui la replica sincrona multisito e la replica asincrona multi-grid, le organizzazioni possono
mantenere operazioni ininterrotte dei client e garantire la coerenza dei dati in pit posizioni. L'implementazione
delle policy ILM (Information Lifecycle Management) e I'utilizzo di nodi basati solo sui metadati migliorano
ulteriormente la resilienza e le prestazioni del sistema. Con StorageGRID, le aziende possono gestire con
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sicurezza i propri dati, sapendo che rimangono accessibili e coerenti anche in caso di complessi scenari di
guasto. Questo approccio completo alla gestione e alla replica dei dati sottolinea I'importanza di una
pianificazione e di un’esecuzione meticolose per il raggiungimento di un RPO pari a zero e la salvaguardia di
informazioni preziose.

Creazione di un pool di storage cloud per AWS o Google
Cloud

E possibile utilizzare un pool di storage cloud se si desidera spostare gli oggetti
StorageGRID in un bucket S3 esterno. Il bucket esterno pud appartenere ad Amazon S3
(AWS) o Google Cloud.

Di cosa hai bisogno

» StorageGRID 11.6 & stato configurato.

* Hai gia configurato un bucket S3 esterno su AWS o Google Cloud.

Fasi
1. In Grid Manager, selezionare ILM > Storage Pools.

2. Nella sezione Cloud Storage Pools della pagina, selezionare Create.
Viene visualizzata la finestra a comparsa Create Cloud Storage Pool (Crea pool di storage cloud).

3. Inserire un nome visualizzato.

4. Selezionare Amazon S3 dall’elenco a discesa Provider Type (tipo di provider).
Questo tipo di provider funziona per AWS S3 o Google Cloud.
5. Immettere I'URI per il bucket S3 da utilizzare per il Cloud Storage Pool.
Sono consentiti due formati:
https://host:port
http://host:port
6. Immettere il nome del bucket S3.
Il nome specificato deve corrispondere esattamente al nome del bucket S3; in caso contrario, la creazione
del pool di storage cloud non riesce. Non & possibile modificare questo valore dopo il salvataggio del Cloud

Storage Pool.

7. Se si desidera, inserire I'ID della chiave di accesso e la chiave di accesso segreta.
8. Selezionare non verificare certificato dall’elenco a discesa.

9. Fare clic su Save (Salva).

Risultato previsto

Verificare che sia stato creato un Cloud Storage Pool per Amazon S3 o Google Cloud.

Di Jonathan Wong
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Creazione di un pool di storage cloud per lo storage Azure
Blob

E possibile utilizzare un pool di storage cloud se si desidera spostare gli oggetti
StorageGRID in un container Azure esterno.

Di cosa hai bisogno
« StorageGRID 11.6 & stato configurato.

* Hai gia configurato un container Azure esterno.

Fasi
1. In Grid Manager, selezionare ILM > Storage Pools.

2. Nella sezione Cloud Storage Pools della pagina, selezionare Create.
Viene visualizzata la finestra a comparsa Create Cloud Storage Pool (Crea pool di storage cloud).

3. Inserire un nome visualizzato.
4. Selezionare Azure Blob Storage dall’elenco a discesa Provider Type (tipo di provider).

5. Immettere I'URI per il bucket S3 da utilizzare per il Cloud Storage Pool.

Sono consentiti due formati:
https://host:port
http://host:port
6. Immettere il nome del container Azure.
Il nome specificato deve corrispondere esattamente al nome del container Azure; in caso contrario, la
creazione del pool di storage cloud non riesce. Non € possibile modificare questo valore dopo il

salvataggio del Cloud Storage Pool.

7. Facoltativamente, inserire il nome account associato al container Azure e la chiave account per
'autenticazione.

8. Selezionare non verificare certificato dall’elenco a discesa.

9. Fare clic su Save (Salva).

Risultato previsto
Verificare che sia stato creato un pool di storage cloud per Azure Blob Storage.

Di Jonathan Wong

Utilizza un pool di storage cloud per il backup

E possibile creare una regola ILM per spostare gli oggetti in un Cloud Storage Pool per il
backup.

Di cosa hai bisogno
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« StorageGRID 11.6 & stato configurato.

* Hai gia configurato un container Azure esterno.

Fasi
1. In Grid Manager, selezionare ILM > Rules > Create.

Inserire una descrizione.

Inserire un criterio per attivare la regola.
Fare clic su Avanti.

Replicare I'oggetto nei nodi di storage.
Aggiungere una regola di posizionamento.
Replicare I'oggetto nel Cloud Storage Pool

Fare clic su Avanti.

© ©® N o g &~ WD

Fare clic su Save (Salva).

Risultato previsto

Verificare che il diagramma di conservazione mostri gli oggetti memorizzati localmente in StorageGRID e in un
pool di storage cloud per il backup.

Verificare che, quando viene attivata la regola ILM, esista una copia nel Cloud Storage Pool ed & possibile
recuperare I'oggetto localmente senza eseguire un ripristino dell’oggetto.

Di Jonathan Wong

Configurare il servizio di integrazione della ricerca
StorageGRID

Questa guida fornisce istruzioni dettagliate per la configurazione del servizio di
integrazione della ricerca NetApp StorageGRID con il servizio Amazon OpenSearch o
Elasticsearch on-premise.

Introduzione
StorageGRID supporta tre tipi di servizi di piattaforma.
* Replica di StorageGRID CloudMirror. Eseguire il mirroring di oggetti specifici da un bucket StorageGRID
a una destinazione esterna specificata.

* Notifiche. Notifiche di eventi per bucket per inviare notifiche su azioni specifiche eseguite su oggetti a un
servizio Amazon Simple Notification Service (Amazon SNS) esterno specificato.

* Ricerca servizio di integrazione. Inviare metadati di oggetti Simple Storage Service (S3) a un indice
Elasticsearch specificato, in cui & possibile cercare o analizzare i metadati utilizzando il servizio esterno.

| servizi della piattaforma vengono configurati dal tenant S3 tramite l'interfaccia utente di Tenant Manager. Per
ulteriori informazioni, vedere "Considerazioni sull’utilizzo dei servizi della piattaforma”.

Il presente documento costituisce un’integrazione di "Guida al tenant di StorageGRID 11.6" inoltre, fornisce

istruzioni dettagliate ed esempi per la configurazione di endpoint e bucket per i servizi di integrazione della
ricerca. Le istruzioni di configurazione di Amazon Web Services (AWS) o on-premise Elasticsearch qui incluse
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sono esclusivamente a scopo dimostrativo o di test di base.

Gli utenti devono avere familiarita con Grid Manager, il tenant manager, e avere accesso al browser S3 per
eseguire operazioni di caricamento (PUT) e download (GET) di base per il test di integrazione della ricerca
StorageGRID.

Creare tenant e abilitare i servizi della piattaforma

1. Creare un tenant S3 utilizzando Grid Manager, immettere un nome visualizzato e selezionare il protocollo
S3.

2. Nella pagina Permission, selezionare I'opzione Allow Platform Services (Consenti servizi piattaforma). Se
necessario, selezionare altre autorizzazioni.

Create a tenant

{:'J Enter details o Selact permitsiong

Select permissions
Select the pErmosSsons fior this lenant account
Miow platiorm services @

Use owm identity source §

ilbow 53 Selegt @

3. Impostare la password iniziale dell’'utente root tenant oppure, se I'opzione identifica federazione ¢é attivata
sulla griglia, selezionare il gruppo federated che dispone dell’autorizzazione di accesso root per
configurare I'account tenant.

4. Fare clic su Accedi come root e selezionare bucket: Crea e gestisci bucket.
Viene visualizzata la pagina del tenant manager.

5. Da Tenant Manager, selezionare My Access Keys (chiavi di accesso personali) per creare e scaricare la
chiave di accesso S3 per i test successivi.

Cerca servizi di integrazione con Amazon OpenSearch

Configurazione del servizio Amazon OpenSearch (precedentemente chiamato Elasticsearch)

Utilizzare questa procedura per una configurazione rapida e semplice del servizio OpenSearch solo a scopo di
test/demo. Se si utilizza on-premise Elasticsearch per i servizi di integrazione della ricerca, consultare la
sezione Cerca servizi di integrazione con Elasticsearch on premise.

Per iscriversi al servizio OpenSearch, &€ necessario disporre di un account di accesso alla
@ console AWS valido, di una chiave di accesso, di una chiave di accesso segreta e
dell'autorizzazione.

1. Creare un nuovo dominio utilizzando le istruzioni fornite da "Guida introduttiva al servizio AWS
OpenSearch”, ad eccezione di:
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https://docs.aws.amazon.com/opensearch-service/latest/developerguide/gsgcreate-domain.html
https://docs.aws.amazon.com/opensearch-service/latest/developerguide/gsgcreate-domain.html

o Fase 4. Nome di dominio: Sgdemo

o Fase 10. Controllo degli accessi dettagliato: Deselezionare I'opzione Enable fine-Grained Access
Control (attiva controllo degli accessi con grana fine).

o Fase 12. Access policy (criterio di accesso): Selezionare Configure Level Access Policy (Configura
policy di accesso a livello), selezionare la scheda JSON per modificare la policy di accesso utilizzando
il seguente esempio:

= Sostituire il testo evidenziato con il proprio ID AWS Identity and Access Management (IAM) e il
proprio nome utente.

= Sostituire il testo evidenziato (I'indirizzo IP) con 'indirizzo IP pubblico del computer locale utilizzato
per accedere alla console AWS.

= Aprire una scheda del browser in "https://checkip.amazonaws.com" Per trovare I'lP pubblico.

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal":
{"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},
"Action": "es:*",
"Resource": "arn:aws:es:us-east-1l:nnnnnn:domain/sgdemo/*"
by
{
"Effect": "Allow",
"Principal": {"AWS": "*"},
"Action": [
"es:ESHttp*"
1,
"Condition": {
"IpAddress": {
"aws:Sourcelp": [ "nnn.nnn.nn.n/nn"

]

by

"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

}


https://checkip.amazonaws.com/

Fine-grained access control

Fine-gr asned aoens controd peovides numeroun featre to help you keep your dats secure Featuees include documens-level secusity, feld-
bevel vecurity, read -only usen, and OpenSearch Deahboandh/Kibana ternent. Fine-grained accen control regueres 2 master user. Learn more

=z

Enable fine-grained access control

SAML authentication for OpenSearch Dashboards/Kibana

SAML puthentiaton Lot you ute your erating identey provider for wngle ugn-on for OpenSearch Dahboant/M2una Learn meore [

@ Touse SAML authentication, you must first enable fine-grained access control.

Amazon Cognito authentication

Enable to uwe Amaron Cognito suthentication for OpenSearch Dashboardu/Xibana Amazon Cognita supports a variety of identity providen
for viername -panword authentication Lesm more B

Enable Amazon Cognito authentication

Access policy
Acurus poticeey control whether a request s sccepted or repected when it resches the Amazon Openfearch Sermce domain Hf you spedity an
SLeoUnt, uier, of role in this policy, you Mmunt g your reguests. Learn more [

Domain access policy
Only use fine-grained access control

Allow open sotEs 1o the domuan

Do not set domain level access policy
Al reguests to the dorman will be dersed

© Configure domain level access policy

Visual editor Import policy

Access policy
j- “tatesent”; | -
& |
L | "Lffece”: "Allow",
L5 “Principal”: {
? T T e L Ry, em—
L b
L “Action®: “es:tt,
ie “Resource”: 'jrn:hu:cl:ui‘clll.!:dm:mth}l'ﬁiﬁt"
1 ).
2. {
13 "Iffect”: "Allow",
18+ TPrincipal”: {
13 e
18 Y
17= “Action™: |
18 “es:lDerpe*
19 *
8= “Coadition™: {
1= “Ipaddress”™: {
3= “bwi:tourcels®: |
i3 TALG . —
i ]
% }
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2. Attendere da 15 a 20 minuti per attivare il dominio.

OpenSearth Service
Sgd emo w. Delete ctiom ¥
General information
\\\\\ b Boma
demo i @ Acthve
i N Cluste th iat
(3 aremecesyseest. | S o vl

3. Fare clic su OpenSearch Dashboards URL (URL dashboard OpenSearch) per aprire il dominio in una
nuova scheda e accedere alla dashboard. Se viene visualizzato un errore di accesso negato, verificare che
l'indirizzo IP di origine del criterio di accesso sia impostato correttamente sull’'lP pubblico del computer per
consentire I'accesso alla dashboard del dominio.

4. Nella pagina di benvenuto della dashboard, selezionare Esplora da solo. Dal menu, selezionare
Management (Gestione) — Dev Tools (Strumenti di sviluppo)

. In Strumenti di sviluppo — Console , immettere PUT <index> Dove si utilizza I'indice per memorizzare i
metadati degli oggetti StorageGRID. Nell’esempio seguente viene utilizzato il nome dell’indice
"sgmetadata". Fare clic sul piccolo simbolo del triangolo per eseguire IL comando PUT. Il risultato previsto
viene visualizzato sul pannello di destra, come mostrato nella seguente schermata di esempio.

S OpenSearch Dashboards

= Dev Tools

Console

History Settings Help

1 PUT sgmetadata D2, 1~ |{
"acknowledged™ : true,
3 "shards acknowledged” : true,
4 "index" : "sgmetadata”

6. Verificare che I'indice sia visibile dall’interfaccia utente di Amazon OpenSearch in sgdomain > indici.
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Configurazione degli endpoint dei servizi della piattaforma
Per configurare gli endpoint dei servizi della piattaforma, attenersi alla seguente procedura:

1. In Tenant Manager, andare a STORAGE(S3) > Platform Services Endpoint.

2. Fare clic su Create Endpoint (Crea endpoint), immettere quanto segue, quindi fare clic su Continue
(continua):

° Esempio di nome visualizzato aws-opensearch

o L’endpoint di dominio nella schermata di esempio nella fase 2 della procedura precedente nel campo
URI.

o Il dominio ARN utilizzato nella fase 2 della procedura precedente nel campo URN e aggiungere
/<index>/ doc Alla fine di ARN.

In questo esempio, URN diventa arn:aws:es:us-east-1:211234567890:domain/sgdemo
/sgmedata/ doc.
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

aws-opensearch

URl @
https://search-sgdemo-/ | i -co50-]e

URN ©

r

sestus-east- 1 ——— 0200 sgdemo/ sgmetadata/_doc

3. Per accedere a Amazon OpenSearch sgdomain, scegli Access Key come tipo di autenticazione, quindi
inserisci la chiave di accesso Amazon S3 e la chiave segreta. Per passare alla pagina successiva, fare clic

su Continue (continua).
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Create endpoint

@ Enter details — ‘Se!ectauthenhcatlun type @ Verify server

' Ophional L Ophional

Authentication type @

Select the method used to authenticate connections to the endpoint.
Access Key v
Access key ID @
AK | | O

Secret access key @

Previous Continue

4. Per verificare I'endpoint, selezionare Use Operating System CA Certificate and Test (Usa certificato CA del
sistema operativo e test) e Create Endpoint (Crea endpoint). Se la verifica ha esito positivo, viene
visualizzata una schermata dell’endpoint simile alla seguente figura. Se la verifica non riesce, verificare

che 'URN includa /<index>/ doc Alla fine del percorso, la chiave di accesso AWS e la chiave segreta
sono corrette.

Platform services endpoints

A platform services endpoint stores the information StorageGRIC needsto use an external resource as a target for a platform service (CloudMirror replication, notifications, or search integration . You must
configure an endpoint for each pletform service you plan to use

1 endpoint Create endpoint

Display name & Lasterror a Type

s s e = UrH @ =
(] e ]
A5 hittps://search-sgdemo- sz - armawsesus-east-
Search 7 2
cpansearch L.egz.amazonaws.com/ 1 ki 1 0310/ sgdemio sgmetadata/_doc

Cerca servizi di integrazione con Elasticsearch on premise

Configurazione di Elasticsearch on premise

Questa procedura & per una rapida configurazione di on premise Elasticsearch e Kibana utilizzando docker
solo a scopo di test. Se il server Elasticsearch e Kibana esiste gia, passare alla fase 5.
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1.

2.
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Seguire questa procedura "Procedura di installazione di Docker" per installare docker. Utilizziamo il
"Procedura di installazione di CentOS Docker" in questa configurazione.

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo
https://download.docker.com/linux/centos/docker-ce.repo
sudo yum install docker-ce docker-ce-cli containerd.io
sudo systemctl start docker

o Per avviare docker dopo il riavvio, immettere quanto segue:
sudo systemctl enable docker

° Impostare vm.max map count valore 262144:
sysctl -w vm.max map count=262144

o Per mantenere I'impostazione dopo il riavvio, immettere quanto segue:
echo 'vm.max map count=262144' >> /etc/sysctl.conf

Seguire la "Elasticsearch Guida introduttiva" Sezione autogestito per installare ed eseguire il docker
Elasticsearch e Kibana. In questo esempio, € stata installata la versione 8.1.

Annotare il nome utente/password e il token creati da Elasticsearch, necessari per avviare
I'autenticazione dell'interfaccia utente Kibana e dell’endpoint della piattaforma StorageGRID.


https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/centos/
https://www.elastic.co/guide/en/elasticsearch/reference/current/getting-started.html

Elasticsearch Service || Self-managed

install and run Elasticsearch
1. Install and start Docker Desktop.

2. Run:

VWhen you start Elasticsearch for the first time, the following security configuration
occurs automatically:
s Certificates and keys are generated for the transport and HTTP layers.

* The Transport Layer Security (TLS) configuration settings are written to
elasticsearch.yml.
* A password is generated for the elastic user

= An enroliment token is generated for Kibana.

You might need to scroll back a bit in the terminal to view the password

wore and enrollment token.

3. Copy the generated password and enrollment token and save them in a secure
location. These values are shown only when you start Elasticsearch for the first time.

You'll use these to enroll Kibana with your Elasticsearch cluster and log in.

F:] If you need to reset the password for the elastic user or other built-in
h-reset-password tool. To generate new

NOTE Users, runthe elasticsearc
enrollment tokens for Kibana or Elasticsearch nodes, run the
-create-enrollment-toksn tool. These tools are available in

B e
TadolLliloid

the Elasticsearch bin directory.

Install and run Kibana

To analyze, visualize, and manage Elasticsearch data using an intuitive Ul, install Kibana.

1. In a new terminal session, run:

docker pull docker.elastic.co/kibana/kibana:3

docker run --pname kib-81 --net elastic -p ! docker.elastic.co/fk

When you start Kibana, a unique link is output to your terminal.
2. To access Kibana, click the generated link in your terminal.
a. In your browser, paste the enrollment token that you copied and click the
bution to connect your Kibana instance with Elasticsearch.
b. Legin to Kibana as the elastic user with the password that was generated

when you started Elasticsearch.
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. Una volta avviato il container Kibana docker, viene visualizzato il link URL https://0.0.0.0:5601

viene visualizzato nella console. Sostituire 0.0.0.0 con I'indirizzo IP del server nellURL.

. Accedere all'interfaccia utente di Kibana utilizzando il nome utente elastic E la password generata da

Elastic nel passaggio precedente.

. Per il primo accesso, nella pagina di benvenuto della dashboard, selezionare Esplora da solo. Dal menu,

selezionare Management (Gestione) > Dev Tools (Strumenti di sviluppo).

- Nella schermata Console di Dev Tools, immettere PUT <index> Dove si utilizza questo indice per

memorizzare i metadati degli oggetti StorageGRID. Utilizziamo il nome dell'indice sgmetadata in questo
esempio. Fare clic sul piccolo simbolo del triangolo per eseguire IL comando PUT. Il risultato previsto viene
visualizzato sul pannello di destra, come mostrato nella seguente schermata di esempio.

& elastic

= . Dev Tools Console
Console Search Profiler Grok Debugger Painless Lab sera

History Settings Help

=

1 PUT sgmetadata b2 -

Configurazione degli endpoint dei servizi della piattaforma

Per configurare gli endpoint per i servizi della piattaforma, attenersi alla seguente procedura:

1.
2.
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In Tenant Manager, andare a STORAGE(S3) > Platform Services Endpoint

Fare clic su Create Endpoint (Crea endpoint), immettere quanto segue, quindi fare clic su Continue
(continua):

° Esempio di nome visualizzato: elasticsearch
° URIl: https://<elasticsearch-server-ip or hostname>:9200

° URNA: urn:<something>:es:::<some-unique-text>/<index-name>/ doc Dove index-
name & il nome utilizzato sulla console Kibana. Esempio:
urn:local:es:::sgmd/sgmetadata/ doc



Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

elasticsearch

URl @

Attps: /10 ——— . ()

URN ©

urn:local:es::sgmd/sgmetadata/_doc

| o m

3. Selezionare HTTP di base come tipo di autenticazione, quindi immettere il nome utente elastic E la
password generata dal processo di installazione di Elasticsearch. Per passare alla pagina successiva, fare
clic su Continue (continua).

Authentication type @

Select the method used to authenticate connections to the endpoint.
Basic HTTP W
Username @
elastic

Password @

[ — @

Previous Continue
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4. Selezionare non verificare certificato e test e Crea endpoint per verificare I'endpoint. Se la verifica ha esito
positivo, viene visualizzata una schermata dell’endpoint simile alla seguente schermata. Se la verifica non
riesce, verificare che le voci URN, URI e nome utente/password siano corrette.

Platform services endpoints

& platform senvices endpoint stores the information Sf.Cl'_'l.'.'JC-:_-H: niads to use an extomal resource as a target fora plathorm service CloudMrrar replicateon, notifications, or search imtegration . You must

configure an encpaint far each platform senvice youplon 10 uss,

2 endponits Create endpolnt

[
L1

um @ = uRN @ 2

s aesrch-spdemo-Tw 22 3holpeElzcarpe 3y 3rle Tlus-east: EITCANS T 3 e st

L& amatonans.com 1:2 1081 1500188 domaindsgdama) sgmetad ata;_do

asticsearch Search NEnpssl| L — ) umilocal e gmd, sgmetadatal_toc

Configurazione del servizio di integrazione della ricerca nel bucket

Una volta creato I'endpoint del servizio della piattaforma, il passaggio successivo consiste nel configurare
questo servizio a livello di bucket per inviare i metadati dell’'oggetto all’endpoint definito ogni volta che un
oggetto viene creato, cancellato o i relativi metadati o tag vengono aggiornati.

E possibile configurare l'integrazione della ricerca utilizzando Tenant Manager per applicare un XML di
configurazione StorageGRID personalizzato a un bucket come segue:
1. In Tenant Manager, andare a STORAGE(S3) > Bucket

2. Fare clic su Create bucket (Crea bucket), inserire il nome del bucket (ad esempio, sgmetadata-test)e
accettare I'impostazione predefinita us-east-1 regione.

3. Fare clic su continua > Crea bucket.

4. Per visualizzare la pagina Panoramica del bucket, fare clic sul nome del bucket, quindi selezionare
Platform Services (servizi piattaforma).

5. Selezionare la finestra di dialogo Enable Search Integration (attiva integrazione ricerca). Nella casella XML
fornita, immettere il file XML di configurazione utilizzando questa sintassi.

L’'URN evidenziato deve corrispondere all’endpoint dei servizi della piattaforma definito dall’'utente. E
possibile aprire un’altra scheda del browser per accedere a Tenant Manager e copiare I'URN dall’endpoint
dei servizi della piattaforma definito.

In questo esempio, non abbiamo utilizzato alcun prefisso, il che significa che i metadati per ogni oggetto in
questo bucket vengono inviati all’endpoint Elasticsearch definito in precedenza.
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<MetadataNotificationConfiguration>
<Rule>
<ID>Rule-1</ID>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Urn> urn:local:es:::sgmd/sgmetadata/ doc</Urn>
</Destination>
</Rule>
</MetadataNotificationConfiguration>

6. Utilizzare S3 browser per connettersi a StorageGRID con la chiave di accesso/segreto del tenant e

caricare gli oggetti di test in sgmetadata-test bucket e aggiunta di tag o metadati personalizzati agli
oggetti.

o 53 Breweer 855 - Fres Version (for non-commercial use only) (Administrater) - 3g6060-platform-service — | 4
Accounts  Buckets Files  Tools Upgradeto Prof  Heip New version available
l{’fl-?\hw bucket = Path: EI SBT3
L sgmetadata-test | File Sire Type Last Modsfied Storage Class
B2R1KB | | 319/2022 123552 AM | STANDARD
& Lighthouse jpg S4B.12KB JPG File NSA022 123952 AM  STANDARD
feastl b 45 bytes Text Document 31972022 123952 AM  STANDARD
| 1es1Z o 35 bytas Taxt Document IHZZ 123952 AM  STANDARD
1:1 Upload = E_Dmndn.ld ﬁ Delete | 5] New Felder i.-'i‘f Refresh L (TRE S g e e

Tasks (14) Permissions Hup Headers Ta3gs Propedies Preview Versions Evenilog

URL:  https://10.193.204.106: 10445/ sgmetadata-test/Koala. jpg (3 Copy
| Key Value

date 01-01-2020

wmnar lestuser

project lest

type IPg

G Add J” Edit Delele | Dafault Tags o Apply changes | o= Raload

7. Utilizzare I'interfaccia utente di Kibana per verificare che i metadati dell’oggetto siano stati caricati
nell’indice di sgmetadata.

a. Dal menu, selezionare Management (Gestione) > Dev Tools (Strumenti di sviluppo).

b. Incollare la query di esempio nel pannello della console a sinistra e fare clic sul simbolo del triangolo
per eseguirla.

Il risultato dell’esempio di query 1 nella seguente schermata di esempio mostra quattro record. Questo
corrisponde al numero di oggetti nel bucket.
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GET sgmetadata/ search

"query": {
"match all": { }

. Orw Tools = L

Console Search Profiler Grok Debugger Painless Lab  sers
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GET sgeatadatal search P
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atch g A | 8
cass ful”
5 3 o,
a (1]
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textl. txt
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i{Fre" -
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...... 0
. G 505 1 Qa7 fdrbrdd o a & 51
tags™ 1
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afl
8 TéRLRT
Fl G744 4 26 101 ibetafl™

Il risultato dell’esempio di query 2 nella seguente schermata mostra due record con il tipo di tag jpg.




GET

sgmetadata/ search

"query": {
"match":

{

"tags.type":
" query"

}

{
"jpg"

}

— . Dhe Tocila Carriacls
Cansolo Search Profiler Grok Debugger
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Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:

» "Cosa sono i servizi della piattaforma"

+ "Documentazione di StorageGRID 11.6"

Di Angela Cheng

Clone del nodo

Considerazioni e performance sui cloni dei nodi.

Considerazioni sui cloni dei nodi

Il clone del nodo pud essere un metodo piu rapido per sostituire i nodi appliance esistenti per un
aggiornamento tecnico, aumentare la capacita o aumentare le performance del sistema StorageGRID. Il clone
del nodo pu0 essere utile anche per la conversione alla crittografia del nodo con un KMS o per la modifica di
un nodo di storage da DDP8 a DDP16.

 La capacita utilizzata del nodo di origine non & rilevante per il tempo richiesto per il completamento del
processo di clonazione. |l clone del nodo & una copia completa del nodo che include spazio libero nel
nodo.

* Le appliance di origine e di destinazione devono essere della stessa versione PGE
* Il nodo di destinazione deve avere sempre una capacita maggiore rispetto all’origine

o Assicurarsi che il nuovo dispositivo di destinazione abbia un disco di dimensioni maggiori rispetto a
quello di origine

> Se il dispositivo di destinazione dispone di unita delle stesse dimensioni ed € configurato per il DDP8, &
possibile configurare la destinazione per il DDP16. Se I'origine € gia configurata per DDP16, non sara
possibile clonare il nodo.

> Quando si passa dalle appliance SG5660 o SG5760 alle appliance SG6060, tenere presente che le
unita SG5x60 dispongono di 60 dischi di capacita, mentre le unita SG6060 ne hanno solo 58.

« Il processo di clonazione del nodo richiede che il nodo di origine sia offline nella griglia per tutta la durata
del processo di clonazione. Se un nodo aggiuntivo passa offline durante questo periodo di tempo, i servizi
client potrebbero risentire.

* 11,8 e soffietto: Un nodo storage puo essere offline solo per 15 giorni. Se la stima del processo di cloning &
prossima a 15 giorni o supera i 15 giorni, utilizzare le procedure di espansione e decommissionamento.

> 11,9: Il limite di 15 giorni & stato rimosso.

* Per un SG6060 o SG6160 con shelf di espansione, € necessario aggiungere al tempo dell’appliance di
base il tempo necessario per le dimensioni corrette dello shelf, per ottenere I'intera durata del clone.

* Il numero di volumi in un dispositivo di storage di destinazione deve essere maggiore o uguale al numero
di volumi nel nodo di origine. Non & possibile clonare un nodo di origine con volumi di archivi di oggetti 16
(rangedb) in un’appliance di storage di destinazione con volumi di archivi di oggetti 12, anche se
I'appliance di destinazione ha una capacita maggiore rispetto al nodo di origine. La maggior parte delle
appliance di storage dispone di 16 volumi di archivi di oggetti, ad eccezione dell’appliance di storage
SGF6112 che ha solo 12 volumi di archivi di oggetti. Ad esempio, non & possibile clonare da SG5760 a
SGF6112.

56


https://docs.netapp.com/us-en/storagegrid-116/tenant/what-platform-services-are.html
https://docs.netapp.com/us-en/storagegrid-116/index.html

Stime delle performance dei cloni dei nodi

Le seguenti tabelle contengono stime calcolate per la durata del clone del nodo. Le condizioni variano,
pertanto, le voci in BOLD potrebbero rischiare di superare il limite di 15 giorni per un nodo inattivo.

DDP8

S$G5612/SG5712/SG5812 — QUALSIASI

Velocita Dimensio Dimensio Dimensio 12TB di Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco8 nidisco capacita ni ni ni
dell’unita TB 10 TB dell’unita dell’'unita dell’unita dell’unita
4TB 16 TB 18 TB 22TB

10 GB 1 giorno 2 giorni 2.5 giorni 3 giorni 4 giorni 4.5 giorni 5.5 giorni

25GB 1 giorno 2 giorni 2.5 giorni 3 giorni 4 giorni 4.5 giorni 5.5 giorni

SG5660 — SG5760/SG5860

Velocita Dimensio Dimensio Dimensio 12TBdi Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco 8 nidisco capacita ni ni ni
dell’unita TB 10 TB dell’unita dell’unita dell’unita dell’unita
4TB 16 TB 18 TB 22TB

10 GB 3.5 giorni 7 giorni 8.5 giorni  10.5 giorni 13,5 15,5 18,5

giorni giorni giorni
25 GB 3.5 giorni 7 giorni 8.5 giorni  10.5 giorni 13,5 15,5 18,5
giorni giorni giorni

S$G5660 — SG6060/SG6160

Velocita Dimensio Dimensio Dimensio 12TB di Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco8 nidisco capacita ni ni ni
dell’unita TB 10 TB dell’unita dell’'unita dell’unita dell’'unita
4TB 16 TB 18 TB 22TB

10 GB 2.5giormni 4.5 giorni 5.5 giorni 6.5 giorni 9 giorni 10 giorni 12 giorni

25 GB 2 giorni 4 giorni 5 giorni 6 giorni 8 giorni 9 giorni 10 giorni

SG5760/SG5860 — SG5760/SG5860
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Velocita

Dimensio

dell’interfaccia di rete ni

10 GB

25GB

dell’unita
4TB

3.5 giorni

3.5 giorni

SG5760/SG5860 — SG6060/SG6160

Velocita

Dimensio

dell’interfaccia di rete ni

10 GB

25GB

dell’unita
4TB

2.5 giorni

2 giorni

SG6060/SG6160 — SG6060/SG6160

Velocita

Dimensio

dell’interfaccia di rete ni

10 GB

25GB

DDP16

dell’unita
4TB

2.5 giorni

2 giorni

SG5760/SG5860 — SG5760/SG5860

Velocita

Dimensio

dell’interfaccia di rete ni

10 GB

25GB

58

dell’unita
4TB

3.5 giorni

3.5 giorni

Dimensio
ni disco 8
B

7 giorni

7 giorni

Dimensio
ni disco 8
TB

4.5 giorni

3.5 giorni

Dimensio
ni disco 8
B

4.5 giorni

3 giorni

Dimensio
ni disco 8
TB

6.5 giorni

6.5 giorni

Dimensio
ni disco
10TB

8.5 giorni

8.5 giorni

Dimensio
ni disco
10TB

5.5 giorni

4.5 giorni

Dimensio
ni disco
10TB

5.5 giorni

4 giorni

Dimensio
ni disco
10TB

8 giorni

8 giorni

12 TB di
capacita
dell’unita

10.5 giorni

10.5 giorni

12 TB di
capacita
dell’unita

6.5 giorni

5.5 giorni

12 TB di
capacita
dell’unita

6.5 giorni

4.5 giorni

12 TB di
capacita
dell’unita

9.5 giorni

9.5 giorni

Dimensio
ni
dell’unita
16 TB

13,5
giorni

13,5
giorni

Dimensio
ni
dell’unita
16 TB

9 giorni

7 giorni

Dimensio
ni
dell’unita
16 TB

8.5 giorni

6 giorni

Dimensio
ni
dell’unita
16 TB

12,5
giorni

12,5
giorni

Dimensio
ni
dell’unita
18 TB

15,5
giorni

15,5
giorni

Dimensio
ni
dell’unita
18 TB

10 giorni

8 giorni

Dimensio
ni
dell’unita
18 TB

9.5 giorni

7 giorni

Dimensio
ni
dell’unita
18 TB

14 giorni

14 giorni

Dimensio
ni
dell’unita
22TB

18,5
giorni

18,5
giorni

Dimensio
ni
dell’unita
22TB

12 giorni

9.5 giorni

Dimensio
ni
dell’unita
22TB

11.5 giorni

8.5 giorni

Dimensio
ni
dell’unita
22TB

17 giorni

17 giorni



SG5760/SG5860 — SG6060/SG6160

Velocita Dimensio Dimensio Dimensio 12TB di Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco8 nidisco capacita ni ni ni
dellunita TB 10 TB dell’unita dell’unita dell’unita dell’unita
4TB 16 TB 18 TB 227TB

10 GB 2.5 giorni 5 giorni 6 giorni 7.5 giorni 10 giorni 11 giorni 13 giorni

25GB 2 giorni 3.5 giorni 4 giorni 5 giorni 6.5 giorni 7 giorni 8.5 giorni

S$G6060/SG6160 — SG6060/SG6160

Velocita Dimensio Dimensio Dimensio 12 TB di Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco8 nidisco capacita ni ni ni
dellunita TB 10TB dell’unita dell’unita dell’unita dell’unita
4TB 16 TB 18 TB 22TB

10 GB 3 giorni 5 giorni 6 giorni 7 giorni 9.5 giorni  10.5 giorni 13 giorni

25 GB 2 giorni 3.5 giorni 4.5 giorni 5 giorni 7 giorni 7.5 giorni 9 giorni

Shelf di espansione (aggiunta a oltre SG6060 TB/SG6160 TB per ogni shelf sull’appliance di origine)

Velocita Dimensio Dimensio Dimensio 12TBdi Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco 8 nidisco capacita ni ni ni
dell’unita TB 10 TB dell’unita dell’unita dell’unita dell’'unita
4TB 16 TB 18 TB 22TB

10 GB 3.5 giorni 5 giorni 6 giorni 7 giorni 9.5 giorni  10.5 giorni 12 giorni

25 GB 2 giorni 3 giorni 4 giorni 4.5 giorni 6 giorni 7 giorni 8.5 giorni

Di Aron Klein

Procedura di trasferimento del sito a griglia e di modifica
della rete a livello di sito

Questa guida descrive la preparazione e la procedura per il trasferimento del sito
StorageGRID in una griglia multisito. E necessario avere una conoscenza completa di
questa procedura e pianificare in anticipo per garantire un processo senza problemi e
ridurre al minimo le interruzioni per i clienti.

Se & necessario modificare la rete Grid di tutta la griglia, vedere
"Modificare gli indirizzi IP per tutti i nodi nella griglia".
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Considerazioni prima del trasferimento del sito

* Lo spostamento del sito deve essere completato e tutti i nodi online entro 15 giorni per evitare la
ricostruzione del database Cassandra.
"Recovery Storage Node Down per piu di 15 giorni"

» Se una regola ILM delle policy attive utilizza un comportamento di acquisizione rigoroso, considerare la
possibilita di cambiarlo in modo da bilanciarlo o in dual commit se il cliente desidera continuare a
INSERIRE gli oggetti nel Grid durante il trasferimento del sito.

Per le appliance storage con 60 dischi o piu, non spostare mai lo shelf con i dischi installati. Etichettare
ciascuna unita disco e rimuoverla dal contenitore di archiviazione prima di imballarla/spostarla.

Modifica appliance StorageGRID la rete VLAN pu0 essere eseguita in remoto tramite rete di
amministrazione o rete client. Oppure si prevede di essere in loco per eseguire la modifica prima o dopo il
trasferimento.

Verificare se I'applicazione cliente sta utilizzando HEAD o OTTENERE l'oggetto di non esistenza prima di
METTERE. In caso affermativo, modificare la coerenza del bucket in strong-site per evitare I'errore HTTP
500. In caso di dubbi, consultare la panoramica S3 grafici Grafana Grid manager > supporto > metriche,
passare il mouse sul grafico "richiesta totale completata". Se il conteggio € molto elevato di 404 oggetti
GET o 404 oggetti Head, probabilmente una o piu applicazioni utilizzano 'oggetto Head o Get
nonexistence. Il conteggio & cumulativo, passare il mouse su una timeline diversa per vedere la differenza.

129K
150

1

10.2 Mil
1.52 Mil
258K

Total Completed Requests

Procedura di modifica dell’indirizzo IP della griglia prima del trasferimento del sito

Fasi

1. Se la nuova subnet di rete della griglia viene utilizzata nella nuova posizione,
"Aggiungere la subnet all’elenco delle subnet di rete della griglia"

2. Accedere al nodo di amministrazione primario, utilizzare change-ip per modificare I'lP della griglia, deve
stage la modifica prima di arrestare il nodo per il trasferimento.
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a. Selezionare 2 quindi 1 per la modifica dell'lP della griglia

Editing: Node IP/subnet and gateway

OUse up arrow to recall a previously typed value, which you can then edit
Uze d or 0.0.0.0/0 a=s the IF/mask to delete the network from the node

OUse g to complete the editing session early and return to the previous menu
Press <enter> to use the value shown in square brackets

Site: LONDONW

LONDON-ADM] Grid IF/mask [ 10.45.74.14/26 ]: 10.45.74.24/26
LONDON-51 Grid IF/mask [ 10.45.74.16/26 ]: 10.45.74.26/26
LONDON-52 Grid IF/mask [ 10.45.74.17/26 1: 10.45.74.27/26
LONDON-53 Grid IF/mask [ 10.45.74.18/26 ]: 10.45.74.28/26
LONDON-ADM1 Grid Fateway [ 10.45.74.1 ]:
LONDON-51 Grid Gateway [ I 45:.74:1 ]:
LONDON-52 Grid Gateway [ 10.45.74.1 ]:
LONDON-53 Grid Gateway [ 10.45.74.1 1:

Site: OXFORD

OXFCRD-ADM1 Grid IB/mask [ 10.45.75.14/26 ]:
OXFCORD-51 Grid IB/mask [ 10.45.75.16/26 ]:
OXFORD-52 Grid IB/mask [ 10.45.75.17/26 1:
OXFCRD-53 Grid IB/mask [ 10.45.75.18/26 ]:
OXFCRD-ADM1 Grid Gateway [ 10.45.75.1 ]:
OXFORD-51 Grid Gateway [ 1.45.75.1 ]:
OXFORD-52 Grid Gateway [ 12.45.75.1 ]:
OXFCORD-53 Grid Gateway [ 10.45.75.1 ]:

Finished editing. Press Enter to returm to menu.l

b. selezionare 5 per visualizzare le modifiche

Site: LONDON

LONDCOH-ADM1 Grid IF
LONDON-51 Grid IF
LONDON-52 Grid IF
LONDOHN-53 Grid IF
Press Enter to cnntinuel

10.45.74.14/26
10.45.74.16/26
10.45.74.17/26
10.45.74.18/2¢6

[
oM MM

[
1
1

c. selezionare 10 per convalidare e applicare la modifica.
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Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1: SELECT HCDES to edit

2: EDIT IP/mask and gateway

3: EDIT admin network subnet lists

4: EDIT grid metwork subnet list

5: SHOW changes

[ SHOW full configuration, with changes highlighted
T: VALIDATE changes

8: SAVE changes, so you can resume later
GS: CLEAR all changes, to start fresh

10: APPLY changes to the grid

0: Exit

Selection: lGI

d. In questa fase & necessario selezionare fase.

Validating new networking configuration... L
{Checking for Grid Network IP address swaps...

Applyving these changes will update the following nodes:

LONDON-ADM1
LONDON-51
LONDCON-52
LONDON-53

The following nodes will also require restarting:
LONDOH-ADM]
LONDON-51
LONDCH-52
LONDON-53
Select one of the following options:
apply: apply all changes and automatically restart nodes {if necessary)
stage: stage the changes; no changes will take effect until the nodes are restarted

cancel: do not make any network changes at this time

[apply/stagefcancel] > stagel

e. Se il nodo di amministrazione primario € incluso nella modifica precedente, immettere ‘A’ per riavviare
manualmente il nodo di amministrazione primario



EP 10.45.74.14 - PuTTY

Validating new networking configuration... PASSE
Checking for Grid Network IP address swaps...

Applying these changes will update the following nodes:

LONDCN-ADHL
LONDCN-51
LONDON-52
LONDON=53

The following nodes will also require restarting:

LONDON=-RDM1
LONDCN-51
LONDON=52
LONDCN-53

Select one of the following options:

apply: apply all changes and automatically restart nodes (if necessary)
stage: scage the changes; no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time

[apply/stage/cancel]> stage

Generating new grid networking
Running provisioning... PASSED.
Updating necwork configuration
Updating network configuration
Updating nectwork configuration
Updating network configuration

Finished staging network changes. You must manually restart these nodes for the changes to take effect:

LONDON-ADM1 (has IP 10.45.74.14 until restart)
LONDON=51 (has IP 10.45.74.1€ until restart)
LONDON-52 (has IP 10.45.74.17 uncil rescarc)
LONDON-53 (has IP 10.45.74.18 until restart)

Importing bundles... PASSED.

B R R R R

ol IMPORTANT

configuration change. Select Maintenance > Recovery Package
* in the Grid Manager to download it.

"
* A new zecovery package has been generzated as & result of the *
"
"

Hetwork Update Complete. Primary admin restart required. Select 'continue’ to restart this node immediately, 'abort' TO restart manually.
Enter a to abort, ¢ to continue [afc]>

f. Premere invio per tornare al menu precedente e uscire dall’'interfaccia change-ip.

Network Update Complete. Primary admin restart required. Select "continue' to restart this node immediately, '"abort' to restart manually.
Encer a to abort, © ©o continus [afc]l> a

Restart aborced. You must manually rescart this node as soon as possible

Eress Enter to return to the previous mnu..

3. Da Grid Manager, scaricare il nuovo pacchetto di ripristino. Grid manager > Maintenance > Recovery
package

4. Se é necessario modificare la VLAN sull’appliance StorageGRID, vedere la sezione Modifica VLAN
dell’appliance.

5. Arrestare tutti i nodi e/o le appliance in sede, etichettare/rimuovere le unita disco se necessario,
disimballare, imballare e spostare.

6. Se si prevede di modificare l'indirizzo ip della rete amministrativa e/o la VLAN e I'indirizzo ip del client, &
possibile eseguire la modifica dopo il trasferimento.

Modifica VLAN dell’appliance

La procedura riportata di seguito presuppone I'accesso remoto alla rete client o di amministrazione
dell’appliance StorageGRID per eseguire la modifica in remoto.

Fasi

1. Prima di spegnere I'apparecchio,
"impostare I'apparecchio in modalita di manutenzione".
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2. Utilizzando un browser per accedere alla GUI del programma di installazione dell’appliance StorageGRID
utilizzando https://<admin-or-client-network-ip>:8443. Non & possibile utilizzare Grid IP come nuovo Grid IP
gia in uso dopo I'avvio dell’appliance in modalita di manutenzione.

3. Modificare la VLAN per la rete Grid. Se si accede all’appliance tramite la rete client, non € possibile
modificare la VLAN client in questo momento, & possibile modificarla dopo lo spostamento.

4. ssh per I'appliance e spegnere il nodo utilizzando 'hutdoown -h now'

5. Dopo che le appliance sono pronte presso il nuovo sito, accedere alla GUI del programma di installazione
dell’'appliance StorageGRID utilizzando https:/<grid-network-ip>:8443. Verificare che lo storage sia in uno
stato ottimale e la connettivita di rete agli altri nodi Grid utilizzando gli strumenti ping/nmap nella GUI.

6. Se si prevede di modificare I'lP della rete client, & possibile modificare la VLAN client in questa fase. La
rete client non & pronta finché non si aggiorna I'ip della rete client utilizzando lo strumento change-ip nel
passaggio successivo.

7. Uscire dalla modalita di manutenzione. Dal programma di installazione dell’appliance StorageGRID,
selezionare Avanzate > Riavvia controller, quindi selezionare Riavvia in StorageGRID.

8. Dopo che tutti i nodi sono attivi e Grid non mostra alcun problema di connettivita, utilizzare change-ip per
aggiornare la rete di amministrazione dell’appliance e la rete client, se necessario.

Migrazione dello storage a oggetti da ONTAP S3 a
StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID

Demo sulla migrazione

Questa € una dimostrazione sulla migrazione di utenti e bucket da ONTAP S3 a StorageGRID.

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID

Preparazione di ONTAP

A scopo dimostrativo creeremo un server per archivio di oggetti SVM, un utente, un gruppo, una policy di
gruppo e bucket.

Creare la Storage Virtual Machine

In Gestione sistema di ONTAP, accedere alle VM di archiviazione e aggiungere una nuova VM di
archiviazione.
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= [ ONTAP System Manager

DASHBOARD clustert

INSIGHTS
Health

STORAGE

Overview

Volumes

LUNs 4 SIMBOX
Consistency groups [ |
NVMe namespaces

Shares

Buckets

Qtrees

Quotas

Storage VMs

Selezionare le caselle di controllo "Enable" (attiva S3) e "Enable TLS" (attiva TLS) e configurare le porte
HTTP(S). Definire I'lP, la subnet mask e definire il gateway e il dominio di broadcast se non si utilizza
l'impostazione predefinita o obbligatoria nel’lambiente in uso.
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Add storage VM

STORAGE VM NAME

svm_demo

Access protocol

() SMB/CIFS, NFS, S3  iSCS f NVMe

[ ] Enable SMB/CIFS
[ enable NFS
B Enable s3

S3 SERVER NAME

s3portal.demo.netapp.com

B enable TLs

PORT

‘443@

CERTIFICATE
(© use system-generated certificate (i )

O Use external-CA signed certificate

[] use HTTP (non-secure)

PORT

‘ 8080 B

DEFAULT LANGUAGE ()

cutf 8

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

onPrem-01

IP ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN AND PORT V74

Add optional gateway

192.168.0.200 24| Default v

Storage VM administration

[_] enable maximum capacity limit
The maximum capacity that all volumes in this storage VM can allocate. Lea M

[ Manage administrator account

kave

Durante la creazione della SVM verra creato un utente. Scaricare i S3 tasti per questo utente e chiudere la
finestra.




Added storage VM

STORAGE VM 53 SERVER NAME
svm_demo s3portal.demo.netapp.com

User details

USER NAME
sm_s3_user

1\ The secret key won't be displayed again. Save this key for future use.

ACCESS KEY

34EH21411SMW1YOV3NQY

SECRET KEY

Download

Una volta creata la SVM, edita la SVM e Aggiungi le impostazioni DNS.

Services

NIS Name service switch

Not configured Services lookup order @
HOSTS
Files, then DNS

GROUP
Files

NAME MAP
Files

NETGROUP

DNS

Not configured




Definire il nome DNS e I'lP.

Add DNS domain

DNS domains

demo.netapp.com

Name servers

192.168.0.253

Creare un utente SVM S3

Ora possiamo configurare i S3 utenti e il gruppo. Modificare le impostazioni S3.
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Protocols

NFS

Not configured

NVMe

Not configured

Aggiungere un nuovo utente.

2 @& SMB/CIFS

Not configured

S3

STATUS

() Enabled

s
Disabled

HTTP
Enabled

69



Storage VMs

~+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns

Disabled

HTTP
Enabled

root

sm_s3_user

TLS PORT

443

HTTP PORT
8080

34EH21411SMW1YOV3NQY

Inserire il nome utente e la scadenza della chiave.

Storage VMs

+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns
Disabled

HTTP

Enabled

root

sm_s3_user

Scaricare i S3 tasti per il nuovo utente.

TLS PORT
443

HTTP PORT
8080

34EH21411SMW1YOV3NQY

Valid forever

Valid forever




Added user

USER NAME
demo_s3_user

ACCESS KEY

3TVPI142)JGE3Y7FV2KCO

SECRET KEY

75a1QqKBU4quA132twl4g4iC4Gg5PP30ncy0sPES

Key

KEY EXPIRATION TIME
Valid forever

/\ The secret key won't be displayed again. Save this key for future use.

Download iflq:pse

Creare un gruppo SVM S3

Nella scheda Groups (gruppi) delle impostazioni SVM S3, aggiungere un nuovo gruppo con l'utente creato in
precedenza e le autorizzazioni FullAccess.
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Add group

NAME

demo_s3_group

USERS

demo_s3 user x

POLICIES

FullAccess x

Creare bucket SVM S3

Passare alla sezione benne e fare clic sul pulsante "+Aggiungi".
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= [ ONTAP System Manager

DASHBOARD Buckets

INSIGHTS +~d
STORAGE

Overview

Volumes

LUNs

Consistency groups
NVMe namespaces

Shares

Buckets

Qtrees
Quotas
Storage VMs
Tiers

Immettere un nome, una capacita e deselezionare la casella di controllo "Abilita accesso a ListBucket...",
quindi fare clic sul pulsante "altre opzioni".




Add bucket

NAME

bucket

CAPACITY

100@”&3 v|

|:| Enable ListBucket access for all users on the storage VM “svm_demo®.

Enabling this will allow users to access the bucket.

fMore options

Nella sezione "altre opzioni" selezionare la casella di controllo attiva versione e fare clic sul pulsante "Salva".
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Add bucket

NAME

‘ bucket

FOLDER (OPTIONAL)

Specify the folder to map to this bucket. Know more

CAPACITY

‘ 100

[ | Use for tiering

If you select this option, the system will try to select low-cost media with optimal performance for the tiered data.

. Enable versioning

Versioning-enabled buckets allow you to recover objects that were accidentally deleted or overwritten. After versioning is enabled, it can't be
disabled. However, you can suspend versioning.

PERFORMANCE SERVICE LEVEL

Extreme

Not sure?

Ripetere il processo e creare un secondo bucket senza attivare il controllo delle versioni. Immettere un nome
con la stessa capacita del bucket uno e deselezionare la casella di controllo "Abilita accesso a ListBucket...",
quindi fare clic sul pulsante "Salva".
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Add bucket

NAME

ontap-dummy

CAPACITY

1OOHHGiB v|

|:| Enable ListBucket access for all users on the storage VM "svm_demo”,

Enabling this will allow users to access the bucket.

Di Rafael Guedes e Aron Klein

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID

Preparazione di StorageGRID

Continuando la configurazione per questa demo, creeremo un tenant, un utente, un gruppo di sicurezza, una
policy di gruppo e un bucket.

Creare il tenant

Passare alla scheda "inquilini" e fare clic sul pulsante "Crea"
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= N NetApp | StorageGRID Grid Manager

DASHBOARD

ALERTS @ ¥ Te n a n tS

NODES

TENANTS

™ v

CONFIGURATION
Name @ % Logical spaceused @ & Quota utilization @ % Quota @ 2 Objectcount @ 2 Signin/Copy URL @

MAINTENANCE

SUPPORT

No tenants found

Inserire i dettagli del tenant che fornisce il nome del tenant, selezionare S3 per il tipo di client e non € richiesta
alcuna quota. Non & necessario selezionare i servizi della piattaforma o consentire la selezione S3. Se lo si
sceglie, € possibile scegliere di utilizzare la propria fonte di identita. Impostare la password principale e fare
clic sul pulsante Finish (fine).

Fare clic sul nome del tenant per visualizzare i dettagli del tenant. In seguito sara necessario I'lID tenant,
quindi copiarlo. Fare clic sul pulsante Accedi. In questo modo si accede al portale tenant. Salvare 'URL per

uso futuro.

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
tenant name
Name @ 2 Logical spaceused @ = Quota utilization @ = Quota @ = Objectcount @ = Sign in/Copy URL @
ANt ¢ 0 bytes 0 = [E]
)
1

In questo modo si accede al portale tenant. Salvare 'URL per uso futuro e immettere le credenziali dell’'utente
root.
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ure | 192.168.0.80/7a

C A No
Q@ LabStatus @ PowerControls @ Accounts

StorageGRIDi Tenant Manager
Recent Optional v
Account ID 27041610751165610501
Username root

NetApp

Password | seeese g

Sign in

Creare l'utente

Accedere alla scheda utenti e creare un nuovo utente.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A U Sers

My access keys
ew local and federated users. Edit properties and group membership of local users.

Buckets
Platform services endpoints 1 user m

ACCESS MANAGEMENT A

Groups
Users
Username = FullName 3 Denied 3 Type =
Identity federation
Root Local
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Enter user credentials

Create a new local user and configure user access.
Fullname @

Demo S3 User

Username @

demo_s3_user

Password

Confirm password

Deny access

Do you want to prevent this user from signing in regardless of assigned group permissions?

Ora che il nuovo utente & stato creato, fare clic sul nome dell’utente per aprire i dettagli dell’'utente.

Copiare I'ID utente dal’URL da utilizzare in un secondo momento.
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A Notsecure | hips://192.168.0.80/ui/#/users/ebc132e2-cfc3-42c0-3445-3b4465cb523c

@ PowerControls @ Accounts m clusterl-mgmt @ cluster2-mgmt @ Blus XP

etApp | StorageGRID Tenant Manager

Demo S3 User

~
Overview
Full name: @ Demo S3 User /'
endpoints
Username: @ demo_s3_user
EMENT A
User type: @ Local
Denied access: @ Yes
Access mode: @ No Groups
Group membership: @ None
Password Access [r\r Access keys Groups

Change password

Change this user's password.

Per creare i tasti S3, fare clic sul nome utente.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) A U S e rS
My access keys
View local and federated users. Edit properties and group membership of local users
Buckets

Platform services endpoints 2users m

ACCESS MANAGEMENT A

Groups.
Users
Username S FullName 32 Denied 3 Type =
Identity federation
Root Local
m L\ user Demo S3 User v Local

Selezionare la scheda "tasti di accesso" e fare clic sul pulsante "Crea chiave". Non & necessario impostare
un’ora di scadenza. Scaricare i S3 tasti in quanto non possono essere richiamati una volta chiusa la finestra.
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Create access key

@ Choose expiration time a Download access key

Download access key

To save the keys for future reference, select Download .csv, or copy and paste the values to another location.

0 You will not be able to view the Access key ID or Secret access key after you close this dialog.

Access key ID

TCT7L1IXSMIOS091E86TR @j

Secret access key

RIJNCSN5SFX9RSWgFdj6SQ7wMrfRZYuSbQLANQTOC rD

o}, Download .csv Finish

Creare il gruppo di protezione

Andare alla pagina gruppi e creare un nuovo gruppo.

81



Create group

° Choose a group type @ Manage permissions @ Set S3 group policy @

Choose a group type @

Create a new local group or import a group from the external identity source.

Local group Federated group

Create local groups to assign permissions to any local users you defined in StorageGRID.
Display name

Demo S3 Group

Unique name @

demo_s3_group

Cancel Continue

Y,

Impostare le autorizzazioni del gruppo su sola lettura. Si tratta delle autorizzazioni dell’'interfaccia utente
tenant, non delle autorizzazioni S3.
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@ Choose a group type - . e Manage permissions -

Manage group permissions

Select an access mode for this group and select one or more permissions.

Access mode @

Select whether users can change settings and perform operations or whether they can only view settings and features.

Read-write @ Read-only

Group permissions @

Select the permissions you want to assign to this group.

Root access

Allows users to access all administration features. Root access permission supersedes all other permissions.

Manage all buckets Manage endpoints Manage your own S3
credentials

Allows users to change settings of Allows users to configure

all S3 buckets (or Swift endpoints for platform services. Allows users to create and delete

containers) in this account. their own S3 access keys.

pre"‘OUS m

Le autorizzazioni S3 sono controllate con i criteri di gruppo (criteri IAM). Impostare il criterio di gruppo su
personalizzato e incollare il criterio json nella casella. Questo criterio consente agli utenti di questo gruppo di
elencare i bucket del tenant ed eseguire qualsiasi operazione S3 nel bucket denominato "bucket" o
sottocartelle nel bucket denominato "bucket".
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"Statement": |

{

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Allow",

"Action": "s3:*",

"Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]
}

Create group

Choose a group type - Manage permissions ——— Set S3group policy ———— it
g g 4 -

Set S3 group policy @

An S3 group policy controls user access permissions to specific specific S3 resources, including buckets. Non-root users have no access
by default.

No S3 Access

"Effect": "Allow",
Read Only Access "Action": "s3:ListAlIMyBuckets",

"Resource": "arn:aws:s3:::
Full Access h

@ Custom "Effect": "Allow",

"Action": "s3:"",
"Resource": ["arn:aws:s3:::bucket”,"arn:aws:s3:::bucket !|

(o]
v

B m

Infine, aggiungere I'utente al gruppo e terminare.
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Create group

@ Choose agrouptype ——— @ Manage permissions ——— @ Set S3 group policy ——— o Mdumm

Add users

Select local users to add to the group Demo S$3 Group.

Username 3 FullName % Denied S
demo_s3_user Demo S3 User v
Previous Create group

Creare due bucket

Passare alla scheda bucket e fare clic sul pulsante Crea bucket.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A B u C kets

My access keys
Create buckets and manage bucket settings

Buckets
Platform services endpoints 0 buckets Create |~(kﬂ

ACCESS MANAGEMENT A
Console [4

Groups

Users
Name 3 Region & ObjectCount @ % SpaceUsed @ 3 Date Created %

Identity federation

No buckets found

Create bucket

Definire il nome del bucket e la regione.
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Create bucket

. M ge object settings
o Enter details "‘( =l

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

bucket]

Region @

us-east-1 v

In questo primo bucket abilitare la versione.

Create bucket

@ Enter details ° hf?nége object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

Previous Create iucket

Ora creare un secondo bucket senza abilitare il controllo delle versioni.
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Create bucket

- Manage object settings
° Enter details @ . . -

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

sp,dummy{

Region @

us-east-1 v

Non abilitare la versione in questo secondo bucket.

Create bucket

@ Enter details a N‘la..nlajg‘e BUJRCL Bt

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

_‘-hc reate bucket

Di Rafael Guedes e Aron Klein
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Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID

Compilare il bucket Source (origine)

Consente di inserire alcuni oggetti nel bucket ONTAP di origine. Utilizzeremo S3Browser per questa demo, ma
puoi usare qualsiasi strumento che ti trovi a tuo agio.

Utilizzando le chiavi S3 dell’'utente ONTAP create in precedenza, configurare S3Browser per la connessione al
sistema ONTAP.
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| Add New Account - O X

© AddNewAccount online help
i

Enter new account details and click Add new account

Display name:

IBucket (onginal and post-migration) I

Assign any name to your account

Account type:

[ S3 Compatible Storage -
Choose the storage you want to work with. Default is Amazon S3 Storage

1 REST Endpoint:

[s3portal.demo.netapp.com:8080

Specify S3-compatible AP| endpoint It can be found in storage documentation. Example: rest server.com:8080

Access Key ID:
|3TVPI142JGESY7FV2KCO

Required to sign the requests you send to Amazon S3, see more details at hitps://s3browser.com/keys

Secret Access Key:

Required to sign the requests you send to Amazon S3, see more details at https://s3browser.com/keys

[[] Encrypt Access Keys with a password:

Tum this option on if you want to protect your Access Keys with a master password.

[[] Use secure transfer (SSL/TLS)
If checked. all communications with the storage will go through encrypted SSL/TLS channel

< Addndjsccount | (@ Cancel

4 advanced settings..

Ora permette di caricare alcuni file nel bucket abilitato per la versione.



S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) S
g 9 B e 7

Accounts Buckets Files Bookmark Tools UpgradetoPro! Help

T

New bucket &8 Add external bucket == Refresh Path: | /
=

----- {__| ontap-dummy

Name Size - Type LastModified Storage Class

B (st
m Upload folder(s)

QUP"”G -I | Download % Delete m New Folder E& Refresh
g

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Task Size %  Progress Status Speed
E S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (oniginal and post-migration) ) .
[ open X
| T " > ThisPC > Downloads v O Search Downloads Pl
Organize v New folder v @ @
‘ Downloads # # Name i Date modified Type Size
Documents # [ ] 9141P1_q imagetgz 3/22/20241:225AM  TGZFile 2,641,058 KB
[&] Pictures  # clusterl_demo_s3_user_s3_user.bt 3/23/202411:04PM  Text Document 1KB
[ This PC cluster1_svm_demo_s3_details (1).txt 3/23/202411:03PM  Text Document 1KB
—j ——— cluster]_svm_demo_s3_details.bt 3/23/202411:01PM  Text Document 1KB
9 8 his.exe 3/22/20241:24AM  Application 2121KB
&8 Cloud Storage o [ hotfix-install-11.6.0.14 3/23/202411:55AM 14 File 717,506 KB
I Desktop 7/18/20206:39PM  Shortcut 2K8
putty
Documents ¢l s3browser-11-6-7.exe 3/23/202412:36 PM  Application 9,807 KB
Jl Downloads
D Music
(&= Pictures
B videos
‘is Local Disk (C:)
v
: e
File name: | "s3browselemo_s3_user_s3_user.bt” cluster_svm_demo_s3_details (1).b¢" “cluster]_svm_demo_s3_details.bd" "hfs.exe" "putty” v|
| Open I l Cancel J
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[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) EERE l‘
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
s New bucket & Add external bucket %2 Refresh Path:
i t;l ontap-dummy Name Size Type LastModified Storage Class
' (_1 _ clusterl_dem.. 157 bytes Text Document 3/23/2024 11:23.25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[ putty exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
[1hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD
é Upload ~ Download Delete @ New Folder ' bf?f«' Refresh
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Ora permette di creare alcune versioni di oggetti nel bucket.
Eliminare un file.
Qf:E‘»u:‘:&:“f_—::ff ersion (for non-commercial use o - Bucket (original and post-migration = % 1‘ %
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket 42 Refresh Path:
{;x ontap-dummy Name Size - Type Last Modified Storage Class
{2 bucket E clusterl_dem... 157 bytes TextDocument  3/23/2024 11:23:25PM STANDARD
=l clusterl_svm... 211 bytes Text Document 3/23/2024 11:23:25PM STANDARD
=l clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
¥ putty. exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM  STANDARD
Confirm File Delete
3\ ) Are you sure to delete ‘putty.exe’?
Upload ~ Download Delete @ New Folde 0
" & *
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog 5
o
Task Size %  Progress Status — I,,\;

Caricare un file gia esistente nel bucket per copiare il file su se stesso e crearne una nuova versione.



& s3Brow

53 Open X
1 & > ThisPC > Downloads v &  Search Downloads P
. Storage Class
Organize ¥ New folder v [N e
L 1 STANDARD
~ n -
& Downloads Name Date modified Type Size W STANDARD
El * M . - > £A1 LR ¥ W STANDARD
] Documents | | 9141P1_g_image.tgz TGZ File 2,641,058 KB
= pi 3 , W STANDARD
[&=] Pictures * || cluster]_demo_s3_user_s3_user.bt Text Document 1KB
[ cluster! d 3_details (1).bt Text D 1KB i ISTANDARD
X cluster1_svm_demo_s: ails (1) ext Document X
& This PC sl e ‘ .
. || clusterl_svm_demo_s3_details.bdt Text Document 1KB
3D Objects
#8 hfs.exe Application 2,121KB
2" Cloud Storage o 3 Sy - -
B 9 | hotfix-install-11.6.0.14 4File
[ Desktop P putty Shortcut
|s| Documents ¢y s3browser-11-6-7.exe Application
JL Downloads
D Music
[&=] Pictures
B videos
‘wa Local Disk (C:)
v
File name: | hfs.exe v
n — AS -2
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
&2 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) = ™ - =] b2
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
o New bucket ofs Add external bucket £2 Refresh patr:[ /| /28713
] ontap-dummy Name Sze Type LastModified Storage Class
{2 bucket [ clusterl_dem.. 157bytes TextDocument  3/23/2024 11:2325PM STANDARD
" clusterl_svm.. 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
“ clusterl_svm... 211bytes TextDocument 3/23/2024 11:23:25PM  STANDARD
hfs exe 207MB Application 3/23/2024 11:23:36 PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM  STANDARD
é‘\lplcadv Download oeite (] New Folder ‘ z S fies (11,63 M5) 3nd O Fokiers
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key B o B - " LastModified - ETag Size Storage Class T Owner " Versionld i
[ cluster1_demo_s3_user_s3_user.t
revision # 1 (current) 3/23/2024 11:23:25 PM acf4c9543e97ef3678b2b6ed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQTMDAWL.
[7] cluster1_svm_demo_s3_details (1)txt
revision #: 1 (current) 3/23/2024 11:23:25 PM 407753b646abcfef19fde 71 eefb 504 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAw.
[ cluster1_svm_demo_s3_details tt
revision #: 1 (current) 3/23/2024 11:23:25 PM 17d20651856f480a587af39%feccc10e2 211 bytes STANDARD Unknown (Unknown) NTU2NzIOMDAWL.
[ hfs.exe
revision #: 2 (current) 3/23/2024 11:23:36 PM 9e8557e98ed1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) NzQ1OTE4MDAwW.
revision # 1 N 3/23/2024 11:23:25 PM 9e8557¢98ed1269372f0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwLn.
[Eputty exe )
revision # 2 (deleted) 3/23) 2331PM Unknown (Unknown) NjMzMDAWMC52
revision # 1 3/23/2024 11:223:25PM 54cb91395cdaad9d47882533c21fc0e9d 834.05KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
[Fs3browser-11-6-7.exe
revision # 1 (current) 3/23/2024 11:23:26 PM 2e36b97054782962d6937¢5df082f0-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDEu.

Stabilire la relazione di replica

Consente di iniziare a inviare dati da ONTAP a StorageGRID.

In Gestione di sistema di ONTAP, selezionare "protezione/Panoramica". Scorri verso il basso fino a "Archivio
oggetti cloud", quindi fai clic sul pulsante "Aggiungi" e seleziona "StorageGRID".
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= [PIONTAP System Manager Search actions, objects, and pages Q Qo ©

Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed up ‘ Lets you protect a consistency group with a zero
DASHBOARD e don't need to protect entire storage VMs. to a cloud destination. ‘ recovery time objective.

INSIGHTS
(@ Netapp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent

STORAGE

NETWORK

Bucket protection
SnapMirror (local or remote)
PROTECTION | 2 of the 2 buckets aren't protected.

EVENTS & JOBS

Relationships Back up to cloud
2 of the 2 buckets aren't backed up to the cloud.
HOSTS

CLUSTER

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

(—%SmrageGRlD o
Il oness

aws Amazon S3 o

=
{5 others plicate data or metadata to the cloud target. A valid data container must be created with the object store provider. This assumes that the user has valid
bject store provider to access the data bucket.

+add v

Inserisci le informazioni StorageGRID fornendo un nome, uno stile URL (per questa demo useremo gli URL
Path-styl). Impostare 'ambito dell’archivio oggetti su "Storage VM".

Add cloud object store

NAME

sgws_demo

URL STYLE

Path-style URL

OBJECT STORE SCOPE

O Cluster O Storage VM

USE BY o

O SnapMirror O ONTAP S3 SnapMirror

SERVER NAME (FQDN)

192.168.0.80

Se si utilizza SSL, impostare la porta dell’endpoint del bilanciamento del carico e copiarla nel certificato




dell’endpoint StorageGRID. Altrimenti deselezionare la casella SSL e immettere la porta del’endpoint HTTP
qui.

Immettere i tasti S3 dell’'utente StorageGRID e il nome del bucket dalla configurazione StorageGRID riportata
sopra per la destinazione.

ACCESS KEY

7CT7L1IX5MIOS5091E86TR

SECRET KEY

L P e L T

CONTAINER NAME ()

bucketl

Network for cloud object store

NODE IP ADDRESS SUBNET MASK BROADCAST DOMAIN GATEWAY

onPrem-01 192.168.0.113 24 Default 192.168.0.1

[ ] use HTTP proxy

Una volta configurata una destinazione, & possibile configurare le impostazioni dei criteri per la destinazione.
Espandere "Impostazioni criteri locali" e selezionare "continuo".

Pl ONTAP System Manager Search actions, objects, and pages

Back up to cloud
DASHBOARD 2 of the 2 buckets aren't backed up to the cloud.

INSIGHTS
STORAGE

NETWORK

EVENTS & JORS Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

PROTECTION

~ Local policy settings @
Relationships
HOSTS

Protection policies = Snapshot policies =2 Schedules
CLUSTER

Applicable when this cluster is the destination Applicable when this cluster is the source or wh...

A0,5,10, 15,20, 25, 30, 35, 40, 45, 50, and 55 minutes past the
hour, every he

At minutes past the hour, every hour 3 Schedules
No schedules 3 Schedules AL12:15 AM, 06:15 AM, 12:15 PM and 06:15 PM, every day

s AL0215 AM, 10:15 AM and 0:15 PM, every day

o M AL, 102030 40 3 it st e o, vy b

Modificare il criterio continuo e modificare I'obiettivo del punto di ripristino da "1 ore" a "3 secondi".




Policies protect

Protection policies

Policy type

Continuous (Al

Continuous Policy for S3 bucket mirroring. Continuous Cluster

THROTTLE RECOVERY POINT OBJECTIVE
Unlimited 1 Hours

Ora possiamo configurare SnapMirror per replicare il bucket.

SnapMirror create -source-path sv_demo: /Bucket/bucket -destination-path sgws_demo: /Objstore -policy
Continuous

@ clusterl-mgmt

Il bucket mostrera ora un simbolo di nuvola nell’elenco bucket sotto protezione.
Buckets

Lifecycle rules  Capacity (available | total)

0 100 Gi8 100 Gi8

0 100 Gi8 100 Gi8

Se si seleziona il bucket e si passa alla scheda "SnapMirror (ONTAP o Cloud)", verra visualizzato lo stato di
spedizione SnapMirror.
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bucket

ru SnapMirror (ONTAP or cloud)

Destination Relationship health State

sgws_demo:/objstore

© Healthy © Mirrored

| dettagli della replica

Ora disponiamo di un bucket di replica con successo da ONTAP a StorageGRID. Ma che cosa si replica? La
nostra fonte e la nostra destinazione sono entrambi bucket in versione. Anche le versioni precedenti vengono
replicate nella destinazione? Se guardiamo al nostro bucket StorageGRID con S3Browser vediamo che le
versioni esistenti non sono state replicate e 'oggetto eliminato non esiste, né un marcatore di eliminazione per
quell’oggetto. L'oggetto duplicato ha solo la versione 1 nel bucket StorageGRID.

[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp] - =] X
Accounts  Buckets Files Bookmarks Tools UpgradetoPro!  Help

& New bucket & Add extemal bucket 2 Refresh path:[ 7 |

/8 Y05
bucket Name Size Type LastModified Storage Class
i sg-dummy cluster]_dem.. 157bytes TextDocument  3/24/2024 121353 AM  STANDARD
cluster]_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353 AM  STANDARD
W 207MB 3/24/2024 12:1353 AM | STANDARD
W s3brdser-11.. 958MB Application 3/24/2024 121353AM  STANDARD
Upload ~ Download Delet 1| New Folder ., Refresh
ploa g Download | gp Delete [ 2] NewFolder |, Refre

Tasks(1) Permissions Headers Tags Properiies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe

() copy
Key LastModified ETag

Size Storage Class Owner
[¥lhfs.exe

Version Id
revision #: 1 (current) 3/24/2024 121353 AM "9e8557e98ed1269372ff0ace91d63477" 207MB STANDARD tenant_demo (27041610751...  NjUSRDhCNDItRT.

Nel bucket ONTAP, si aggiunge una nuova versione allo stesso oggetto utilizzato in precedenza e si osserva
come viene replicata.
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[ 53 Browser 11.6.7 - Free Version (for I use only) - Bucks i and p

7 - 8 X
w 2
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
45 New bucket s Add extemal bucket £ Refresh path [ / | /B0 703
] ontap-dummy Name Sze Type LastModified Storage Class
& bucket clusterl_dem.. 157bytes TextDocument  3/23/2024 11:23:25PM  STANDARD
7 cluster_svm.. 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
[ putty.exe 83405KB Application 3/23/2024 11:2325PM  STANDARD
[Ehfs exe 207MB Application 3/24/2024 121452 AM - STANDARD
[@s3browser-11.. 958MB Application 3/23/2024 11:2326 PM STANDARD
4 Uplosd - ownload Delete L‘@Nm Folder |, Refresh O ALl w0 ey
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key LastModified ETag Size Storage Class Owner Versionld
cluster]_demo_s3_user_s3_user
revision #: 1 (current) 3/23/2024 112325 PM acf4c9543e97ef3678b2bGedba60e 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMQTMDAWL
cluster!_svm_demo_s3_details (1)
revision # 1 (current) 3/23/2024 11:2325PM 407753b646a6cfef19fde71eefS4 211bytes STANDARD Unknown (Unknown) NDgOMQIMDAW.
cluster!_svm_demo_s3_details txt
revision #: 1 (current) 3/23/2024 11:2325PM 17d206518561480a587af3%feccc10e2 211bytes STANDARD Unknown (Unknown) NTU2NzZIOMDAWL
[hfs exe
revision # 3 curent)
revision|, ;2 3/23/2024 112336 PM 9e8557€982d1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) NzQ10TE4MDAW.
revision #: 1 3/23/2024 11:2325PM 9e8557698ed1269372Mace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAWLN.
[@putty.exe
revision #: 1 (curent) 3/23/2024 11:2325PM 54cb91395¢cdaad9dd7882533c21c0e9 83405KB STANDARD Unknown (Unknown) NzE2NZEyMDAWL.
[Es3browser-11-67.exe
revision #: 1 (current) 3/23/2024 11:2326 PM 2e36/b970514782962d6937c5df08210-2 958MB STANDARD Unknown (Unknown) NDY20DcwMDEU

Se guardiamo al lato StorageGRID vediamo che ¢ stata creata anche una nuova versione in questo bucket,
ma manca la versione iniziale da prima della relazione SnapMirror.

[ 3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

—
w 2
Accounts  Buckets Files Bookmarks Tools UpgradetoPro!  Help
o New bucket s Add external bucket 2 Refresh path: [/ | w /08
£ bucket Name sze Type LastModified Storage Class
&l sg-dummy clusterl_dem... 157bytes TextDocument  3/24/2024 121353AM  STANDARD
 clusterl_svm.. 211bytes TextDocument  3/24/2024121353AM  STANDARD
7 cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
[Eputty.exe 83405KB Application 3/24/2024 121428 AM  STANDARD
[Ehfs exe 207MB Application 3/24/2024 121456 AM  STANDARD
[Es3browser-11.. 953MB Application 3/24/2024 121353AM  STANDARD
4 Upload + | g Download | g Delte @ NewFolder ||, Refresh 108 (20708)
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [P
Key L LastModified ETag Size Storage Class Owner Version Id
[¥7hfs.exe
31242024 12:14:56 AM *928557e98ed1269372f0ace9 1k LTAM 207MB STANDARD tenant_demo (27041610751 OEMR]YANDgIRT.
revision # 1 3/24/2024 121353 AM "9¢8557e98ed1269372f0ace9 | iRLNEM STANDARD tenant_demo (27041610751... | NjUSRDhCNDIRT.

Questo perché il processo di ONTAP SnapMirror S3 replica solo la versione corrente dell’'oggetto. Ecco perché
abbiamo creato un bucket di versione sul lato StorageGRID per essere la destinazione. In questo modo
StorageGRID pud mantenere una cronologia delle versioni degli oggetti.

Di Rafael Guedes e Aron Klein

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID
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Migrare S3 chiavi

Per una migrazione, la maggior parte del tempo si desidera migrare le credenziali per gli utenti invece di
generare nuove credenziali sul lato di destinazione. StorageGRID fornisce api per consentire I'importazione di

S3 chiavi per un utente.

Accedendo all'interfaccia utente di gestione di StorageGRID (non all'interfaccia utente di gestione tenant),
aprire la pagina dello swap della documentazione API.

Q @~ ZARootv

= N NetApp | StorageGRID Grid Manager

DASHBOARD Documentation Center

wers @ Dashboard S

NODES
About
Available Storage @

TENANTS
[ Overall st

CONFIGURATION

MAINTENANCE

Espandere la sezione "account", selezionare "POST /grid/account-enable-S3-key-import", fare clic sul pulsante
"prova", quindi fare clic sul pulsante "Esegui".

accounts Operations on accounts

; SR Enables the Import S3 Credentials feature on this node. Warning: Enabling this feature allows Grid Manager users with Change Tenant Root Password permission o
/grid/account-enable-s3-key-import ;o fyll access to tenant data. This feature should be disabled immediately after use

Parameters

No parameters

T |

Ora scorri verso il basso ancora sotto "Accounts"” fino a "POST /grid/accounts/{id}/users/{user_id}/S3-access-
keys"

Qui € dove stiamo andando inserire I'ID del inquilino e I'ID dell’account utente che abbiamo raccolto in
precedenza. Compilare i campi e le chiavi del nostro utente ONTAP nella casella json. E possibile impostare la
scadenza delle chiavi, o rimuovere il ", "expires": 123456789" e fare clic su execute.
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m /grid/accounts/{id}/users/{user_id}/s3-access-keys Imports S3 credentials for a given user in a tenant account

Parameters
Name Description
Id * required
string ID of Storage Tenant Account
(path)

27041610751165610501
user_id " reauired
string ID of user in tenant account
(path)

ebc132e2-cfc3-42c0-a445-3b4465cb523c
body * e

Edit Value Model

(body)

{
"accessKey": “3TVPI142)GE3Y7FV2KCO",
"secretAccessKey™: "75a1QqKBU4quA132twI4g41CaGg5PP30OncyOsPES™

Una volta completate tutte le importazioni della chiave utente, disabilitare la funzione di importazione della
chiave in "account" "POST /grid/account-disable-S3-key-import"

m /grid/account-disable-s3-key-import Disables the Import S3 Credentials feature on this node. a

Parameters can‘iel

No parameters

Responses Response content type I application/json v ]

Se guardiamo I'account utente nell’interfaccia utente del gestore tenant, possiamo vedere che & stata aggiunta
la nuova chiave.
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Users > Demo S3 User

Overview
Full name: @ Demo S3 User /'
Username: @ demo_s3_user
User type: @ Local
Denied access: @ Yes
Access mode: @ Read-only
Group membership: @ Demo S3 Group
Password Access Access keys Groups

Manage access keys

Add or delete access keys for this user.

AccesskeylD = Expirationtime $

--------------- 86TR None

................ m None

Il taglio finale

Se l'intenzione €& quella di avere un bucket a replica perpetua da ONTAP a StorageGRID, puoi finire qui. Se si
tratta di una migrazione da ONTAP S3 a StorageGRID, allora € il momento di mettervi fine e tagliare.

In Gestione di sistema di ONTAP, modificare il gruppo S3 e impostarlo su "ReadOnlyAccess". In questo modo
gli utenti non potranno piu scrivere nel bucket ONTAP S3.
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Edit group

NAME

demo_s3_group

USERS

demo_s3_user x

POLICIES

ReadOnlyAccess x

Tutto cio che resta da fare € configurare il DNS in modo che punti dal cluster ONTAP all’endpoint
StorageGRID. Assicurarsi che il certificato dell’endpoint sia corretto e, se sono necessarie richieste di stile
ospitate virtuali, aggiungere i nomi di dominio del’endpoint in StorageGRID
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of S3 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,

s3.example.co.uk, s3-east.example.com

Endpoint 1 s3portal.demo.netapp.com +

| client dovranno attendere la scadenza del TTL o scaricare il DNS per risolvere il problema nel nuovo sistema
in modo da poter verificare che tutto funzioni. Resta solo ripulire le chiavi S3 temporanee iniziali utilizzate per
verificare I'accesso ai dati StorageGRID (NON alle chiavi importate), rimuovere le relazioni SnapMirror e
rimuovere i dati ONTAP.

Di Rafael Guedes e Aron Klein
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Guide agli strumenti e alle applicazioni

USA il connettore S3A di Cloudera Hadoop con
StorageGRID

Di Angela Cheng

Hadoop € da tempo la preferita dai data scientist. Hadoop consente I'elaborazione distribuita di grandi set di
dati tra cluster di computer utilizzando semplici framework di programmazione. Hadoop & stato progettato per
scalare da singoli server a migliaia di macchine, con ogni macchina in possesso di calcolo e storage locali.

Perché utilizzare S3A per i flussi di lavoro Hadoop?

Con la crescita del volume di dati nel tempo, I'approccio all’aggiunta di nuove macchine con il proprio calcolo e
storage € diventato inefficiente. La scalabilita lineare crea delle sfide per l'utilizzo efficiente delle risorse € la
gestione dell’infrastruttura.

Per affrontare queste sfide, il client Hadoop S3A offre i/o dalle performance elevate rispetto allo storage a
oggetti S3. L'implementazione di un workflow Hadoop con S3A consente di sfruttare lo storage a oggetti come
repository di dati e consente di separare calcolo e storage, il che consente di scalare calcolo e storage in modo
indipendente. Il disaccoppiamento di calcolo e storage consente inoltre di dedicare la giusta quantita di risorse
per i processi di calcolo e di fornire capacita in base alle dimensioni del set di dati. Pertanto, € possibile ridurre
il TCO complessivo per i flussi di lavoro Hadoop.

Configurare S3A Connector per I'utilizzo di StorageGRID

Prerequisiti

* Un URL endpoint StorageGRID S3, una chiave di accesso s3 tenant e una chiave segreta per il test di
connessione Hadoop S3A.

* Un cluster Cloudera e un’autorizzazione root o sudo a ciascun host del cluster per installare il pacchetto
Java.

Ad aprile 2022, Java 11.0.14 con Cloudera 7.1.7 € stato testato rispetto a StorageGRID 11.5 e 11.6. Tuttavia, il
numero di versione di Java potrebbe essere diverso al momento di una nuova installazione.

Installare il pacchetto Java

1. Controllare "Matrice di supporto di Cloudera" Per la versione JDK supportata.

2. Scaricare il "Pacchetto Java 11.x." Che corrisponde al sistema operativo del cluster Cloudera. Copiare
questo pacchetto su ciascun host del cluster. In questo esempio, il pacchetto rpm viene utilizzato per
CentOS.

3. Accedere a ciascun host come root o utilizzando un account con autorizzazione sudo. Eseguire le seguenti
operazioni su ciascun host:

a. Installare il pacchetto:

$ sudo rpm -Uvh jdk-11.0.14 linux-x64 bin.rpm
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https://docs.cloudera.com/cdp-private-cloud-upgrade/latest/release-guide/topics/cdpdc-java-requirements.html
https://www.oracle.com/java/technologies/downloads/

b. Controllare dove ¢ installato Java. Se sono installate piu versioni, impostare la nuova versione
installata come predefinita:

alternatives --config java

There are 2 programs which provide 'java'.

Selection Command
+1 /usr/java/jrel.8.0 291-amd64/bin/java
2 /usr/java/jdk-11.0.14/bin/java

Enter to keep the current selection[+], or type selection number: 2

C. Aggiungere questa riga alla fine di /etc/profile. Il percorso deve corrispondere al percorso della
selezione precedente:

export JAVA HOME=/usr/java/jdk-11.0.14

d. Eseguire il seguente comando per rendere effettivo il profilo:

source /etc/profile

Configurazione di Cloudera HDFS S3A

Fasi

1. Dalla GUI di Cloudera Manager, selezionare Clusters > HDFS e selezionare Configuration
(Configurazione).

2. In CATEGORY (CATEGORIA), selezionare Advanced (Avanzate) e scorrere verso il basso per individuare
Cluster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml.

3. Fare clic sul segno (+) e aggiungere le seguenti coppie di valori.

Nome Valore

fs.s3a.access.key  <chiave di accesso s3 tenant da StorageGRID>
fs.s3a.secret.key <chiave segreta s3 tenant da StorageGRID>

fs.s3a.connection.s [true o false] (I'impostazione predefinita € https se questa voce non & presente)
sl.enabled

fs.s3a.endpoint <StorageGRID S3 endpoint:porta>
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Nome Valore

fs.s3a.impl Org.apache.hadoop.fs.s3a.S3AFileSystem

fs.s3a.path.style.ac [true o false] ('impostazione predefinita € lo stile dell’host virtuale se questa voce
cess non € presente)

Esempio di screenshot
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Cluster-wide Advanced HOFS (Service-Wide) O Undo @
Configuration Snippet (Safety View as XML
Valve) for core-site.xml

MName ‘ fs.s3a.endpoint | BE®

©f core_site_safety_valve

Value ‘ sgdemo.netapp.com:10443 |

Description ‘ StorageGRID 53 load balancer endpoint |

Final
Mame ‘ fs.53a.access key | BE®
Value | OMOmR——-N |

Description ‘ SG CDP 53 access key |

Final
Mame ‘ fs.53a.secret key | BE®
Value ‘ mapziimmhehitmiihhRetaReeEERNaE O fc |

Description ‘ SG CDP 53 secret key |

Final
Name ‘ fs.s3a.impl | HE®
Value ‘ org.apache hadoop fs.53a S3AFileSystem |
Description ‘ |

Final
Mame ‘ fs.s3a.path.style.access | H®
Value ‘ true |
Description ‘ |

Final

“luster-wide Advanced Configuration Snippet (Safety Valve) for core-site.xml ‘ Save Changes(CTRL+S)

4. Fare clic sul pulsante Save Changes (Salva modifiche). Selezionare l'icona di configurazione obsoleta
dalla barra dei menu di HDFS, selezionare Restart stale Services (Riavvia servizi obsoleti) nella pagina
successiva e selezionare Restart Now (Riavvia ora).
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CLOUD=RA - s veatonr
m Manager CDP Cluster

search | @ HDFS s )[R

Stale Configuration: Client
Status  Instances  Configu configuration redeployment
needed

Clusters

Hosts

Verificare la connessione S3A a StorageGRID

Eseguire un test di connessione di base

Accedere a uno degli host nel cluster Cloudera e immettere hadoop fs -1s s3a://<bucket-name>/.

Nell’esempio seguente viene utilizzato il path syle con un bucket hdfs-test preesistente e un oggetto test.

[root@ce-nl ~]# hadoop fs -1s s3a://hdfs-test/

22/02/15 18:24:37 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/02/15 18:24:37 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/02/15 18:24:37 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/02/15 18:24:37 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

Found 1 items

—rW-rw-Irw- 1 root root 1679 2022-02-14 16:03 s3a://hdfs-test/test
22/02/15 18:24:38 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/02/15 18:24:38 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/02/15 18:24:38 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

Risoluzione dei problemi
Scenario 1

Utilizzare una connessione HTTPS a StorageGRID e ottenere un handshake failure errore dopo un
timeout di 15 minuti.

Motivo: versione precedente di JRE/JDK che utilizza una suite di crittografia TLS obsoleta o non supportata
per la connessione a StorageGRID.
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Esempio di messaggio di errore

[root@ce-nl ~]# hadoop fs -1s s3a://hdfs-test/

22/02/15 18:52:34 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/02/15 18:52:34 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/02/15 18:52:34 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/02/15 18:52:35 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/02/15 19:04:51 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

22/02/15 19:04:51 WARN fs.FileSystem: Failed to initialize fileystem
s3a://hdfs-test/: org.apache.hadoop.fs.s3a.AWSClientIOException:
doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: Received fatal alert: handshake failure: Unable to
execute HTTP request: Received fatal alert: handshake failure

ls: doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: Received fatal alert: handshake failure: Unable to

execute HTTP request: Received fatal alert: handshake failure

Risoluzione: assicurarsi che JDK 11.x o versione successiva sia installato e impostare la libreria Java
predefinita. Fare riferimento a. Installare il pacchetto Java per ulteriori informazioni.

Scenario 2:

Impossibile connettersi a StorageGRID con messaggio di errore Unable to find valid certification
path to requested target.

Motivo: il certificato del server endpoint StorageGRID S3 non € attendibile dal programma Java.

Esempio di messaggio di errore:
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[root@hdp6 ~]# hadoop fs -1s s3a://hdfs-test/

22/03/11 20:58:12 WARN impl.MetricsConfig: Cannot locate configuration:
tried hadoop-metrics2-s3a-file-system.properties, hadoop-
metrics2.properties

22/03/11 20:58:13 INFO impl.MetricsSystemImpl: Scheduled Metric snapshot
period at 10 second(s).

22/03/11 20:58:13 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system started

22/03/11 20:58:13 INFO Configuration.deprecation: No unit for
fs.s3a.connection.request.timeout (0) assuming SECONDS

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: Stopping s3a-file-system
metrics system...

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system stopped.

22/03/11 21:12:25 INFO impl.MetricsSystemImpl: s3a-file-system metrics
system shutdown complete.

22/03/11 21:12:25 WARN fs.FileSystem: Failed to initialize fileystem
s3a://hdfs-test/: org.apache.hadoop.fs.s3a.AWSClientIOException:
doesBucketExistV2 on hdfs: com.amazonaws.SdkClientException: Unable to
execute HTTP request: PKIX path building failed:
sun.security.provider.certpath.SunCertPathBuilderException: unable to find
valid certification path to requested target: Unable to execute HTTP
request: PKIX path building failed:
sun.security.provider.certpath.SunCertPathBuilderException: unable to find
valid certification path to requested target

Risoluzione: NetApp consiglia di utilizzare un certificato server emesso da un’autorita pubblica nota per la
firma del certificato per garantire che I'autenticazione sia sicura. In alternativa, aggiungere un certificato CA o
server personalizzato all’archivio di trust Java.

Completare i seguenti passaggi per aggiungere un certificato CA o server personalizzato StorageGRID
all’archivio di trust Java.

1. Eseguire il backup del file caacerts Java predefinito esistente.

cp —ap SJAVA HOME/lib/security/cacerts
$JAVA HOME/lib/security/cacerts.orig

2. Importare il certificato dell’endpoint StorageGRID S3 nell’archivio di trust Java.

keytool -import -trustcacerts -keystore $JAVA HOME/lib/security/cacerts
-storepass changeit -noprompt -alias sg-1lb -file <StorageGRID CA or

server cert in pem format>
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Suggerimenti per la risoluzione dei problemi

1. Aumentare il livello di log di hadoop per ESEGUIRE IL DEBUG.
export HADOOP ROOT LOGGER=hadoop.root.logger=DEBUG,console
2. Eseguire il comando e indirizzare i messaggi di log a error.log.

hadoop fs -1s s3a://<bucket-name>/ &>error.log

Di Angela Cheng

Utilizzare S3cmd per testare e dimostrare I'accesso S3 su
StorageGRID

Di Aron Klein

S3cmd & un tool e client a riga di comando gratuito per le operazioni S3. E possibile utilizzare s3cmd per
testare e dimostrare I'accesso s3 su StorageGRID.

Installare e configurare S3cmd

Per installare S3cmd su una workstation o su un server, scaricarlo da "Client S3 della riga di comando". S3cmd
e preinstallato su ciascun nodo StorageGRID come strumento per facilitare la risoluzione dei problemi.

Fasi iniziali della configurazione

1. s3cmd --configure
2. Fornire solo access_key e secret_key, per il resto mantenere le impostazioni predefinite.
3. Verificare 'accesso con le credenziali fornite? [Y/n]: n (ignora il test perché non riesce)
4. Salvare le impostazioni? [s/N] e

a. Configurazione salvata in '/root/.s3cfg'
5. In .s3cfg svuotare i campi host_base e host_bucket dopo il segno "=":

a. host_base =

b. bucket_host =

@ Se si specifica host_base e host_bucket nel passaggio 4, non & necessario specificare un
endpoint con --host nella CLI. Esempio:

host base = 192.168.1.91:8082
host bucket = bucketX.192.168.1.91:8082
s3cmd 1ls s3://bucketX —--no-check-certificate
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Esempi di comandi di base

* Creare un bucket:

s3cmd mb s3://s3cmdbucket --host=<endpoint>:<port> --no-check-certificate
» Elenca tutti i bucket:

s3cmd 1s --host=<endpoint>:<port> --no-check-certificate
* Elenca tutti i bucket e il loro contenuto:

s3cmd la --host=<endpoint>:<port> --no-check-certificate
» Elenca oggetti in un bucket specifico:

s3cmd 1s s3://<bucket> —--host=<endpoint>:<port> --no-check-certificate
* Eliminare un bucket:

s3cmd rb s3://s3cmdbucket --host=<endpoint>:<port> --no-check-certificate
* Mettere un oggetto:

s3cmd put <file> s3://<bucket> --host=<endpoint>:<port> --no-check-certificate
» Ottenere un oggetto:

s3cmd get s3://<bucket>/<object> <file> --host=<endpoint>:<port> --no-check
-certificate

+ Elimina un oggetto:

s3cmd del s3://<bucket>/<object> --host=<endpoint>:<port> --no-check
-certificate

Database in modalita Vertica Eon che utilizza NetApp
StorageGRID come storage comune

Di Angela Cheng

Questa guida descrive la procedura per creare un database Vertica Eon Mode con storage comune su NetApp
StorageGRID.

Introduzione

Vertica & un software per la gestione di database analitici. Si tratta di una piattaforma di storage colonnare
progettata per gestire grandi volumi di dati, che consente performance di query molto veloci in uno scenario
tradizionalmente intensivo. Un database Vertica viene eseguito in una delle due modalita: EON o Enterprise.
Puoi implementare entrambe le modalita on-premise o nel cloud.

Le modalita EON ed Enterprise si differenziano principalmente per la posizione in cui memorizzano i dati:
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* | database EON Mode utilizzano lo storage comune per i propri dati. Questo & consigliato da Vertica.

* | database in modalita Enterprise memorizzano i dati localmente nel file system dei nodi che compongono
il database.

Architettura EON Mode

La modalita EON separa le risorse di calcolo dal livello di storage comune del database, consentendo la
scalabilita separata di calcolo e storage. Vertica in Eon Mode & ottimizzato per gestire carichi di lavoro variabili
e isolarli 'uno dall’altro utilizzando risorse di calcolo e storage separate.

La modalita EON memorizza i dati in un archivio di oggetti condiviso chiamato storage comune, un bucket S3,
ospitato on-premise o su Amazon S3.

'

Invece di memorizzare i dati in locale, Eon Mode utilizza una singola posizione di storage comune per tutti i

dati e il catalogo (metadati). Lo storage comune € la posizione di storage centralizzata del database, condivisa
tra i nodi del database.

]/'

Storage in comune

Lo storage comune ha le seguenti proprieta:

* Lo storage comune nel cloud o in sede € piu resiliente e meno suscettibile alla perdita di dati dovuta a
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guasti dello storage rispetto allo storage su disco su singoli computer.
 Tutti i dati possono essere letti da qualsiasi nodo utilizzando lo stesso percorso.
» La capacita non ¢ limitata dallo spazio su disco sui nodi.

» Poiché i dati vengono memorizzati in maniera comune, € possibile scalare in modo elastico il cluster per
soddisfare le esigenze in continua evoluzione. Se i dati fossero memorizzati localmente sui nodi, I'aggiunta
o la rimozione di nodi richiederebbe lo spostamento di quantita significative di dati tra i nodi per spostarli
dai nodi che vengono rimossi o nei nodi appena creati.

Il deposito

Uno svantaggio dello storage comune & la sua velocita. L’accesso ai dati da una posizione cloud condivisa &
piu lento rispetto alla lettura dal disco locale. Inoltre, la connessione allo storage comune pu0 diventare un
collo di bottiglia se molti nodi stanno leggendo i dati da esso contemporaneamente. Per migliorare la velocita
di accesso ai dati, i nodi in un database Eon Mode mantengono una cache locale su disco di dati chiamata
depot. Durante I'esecuzione di una query, i nodi verificano innanzitutto se i dati necessari si trovano nel
deposito. In tal caso, la query viene completata utilizzando la copia locale dei dati. Se i dati non si trovano nel
deposito, il nodo recupera i dati dallo storage comune e ne salva una copia nel deposito.

Consigli di NetApp StorageGRID

Vertica archivia i dati del database nello storage a oggetti sotto forma di migliaia (o milioni) di oggetti compressi
(le dimensioni osservate sono da 200 a 500 MB per oggetto. Quando un utente esegue query di database,
Vertica recupera l'intervallo di dati selezionato da questi oggetti compressi in parallelo utilizzando la chiamata
get dell’intervallo di byte. Ogni byte-range GET ¢ di circa 8 KB.

Durante il test delle query utente di depot del database da 10 TB, sono state inviate alla griglia da 4,000 a
10,000 richieste GET (byte-range GET) al secondo. Quando si esegue questo test utilizzando appliance
SG6060, sebbene la percentuale di utilizzo della CPU per nodo appliance sia bassa (dal 20% al 30% circa),
2/3 CPU sono in attesa di i/O. Una percentuale molto piccola (da 0% a 0.5%) di attesa i/o viene osservata su
SGF6024.

A causa dell’elevata richiesta di IOPS di piccole dimensioni con requisiti di latenza molto bassi (la media
dovrebbe essere inferiore a 0.01 secondi), NetApp consiglia di utilizzare SFG6024 per i servizi di storage a
oggetti. Se SG6060 & necessario per database di dimensioni molto grandi, il cliente deve collaborare con il
team account Vertica per il dimensionamento dei depositi al fine di supportare il set di dati attivamente
interrogato.

Per il nodo di amministrazione e il nodo di gateway API, il cliente puo utilizzare SG100 o SG1000. La scelta
dipende dal numero di richieste di query degli utenti in parallelo e dalle dimensioni del database. Se il cliente
preferisce utilizzare un bilanciatore di carico di terze parti, NetApp consiglia un bilanciatore di carico dedicato
per carichi di lavoro con domanda di performance elevate. Per il dimensionamento di StorageGRID, consulta
'account team di NetApp.

Altri consigli per la configurazione di StorageGRID includono:

* Topologia della griglia. Non mischiare SGF6024 con altri modelli di appliance di storage sullo stesso sito
di grid. Se si preferisce utilizzare SG6060 per la protezione dell’archivio a lungo termine, mantenere
SGF6024 con un sistema di bilanciamento del carico di rete dedicato nel proprio sito di rete (sito fisico o
logico) per un database attivo al fine di migliorare le performance. La combinazione di diversi modelli di
appliance sullo stesso sito riduce le performance complessive del sito.

* Protezione dei dati. Utilizzare copie replicate per la protezione. Non utilizzare la codifica di cancellazione
per un database attivo. Il cliente puo utilizzare I'erasure coding per una protezione a lungo termine dei
database inattivi.
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* Non attivare la compressione della griglia. Vertica comprime gli oggetti prima di memorizzarli nello
storage a oggetti. L'abilitazione della compressione grid non consente di risparmiare ulteriormente I'utilizzo
dello storage e riduce significativamente le performance di BYTE-range GET.

* HTTP rispetto alla connessione endpoint HTTPS S3. Durante il test di benchmark, abbiamo osservato
un miglioramento delle performance pari a circa il 5% quando si utilizza una connessione HTTP S3 dal
cluster Vertica all’endpoint del bilanciamento del carico di StorageGRID. Questa scelta deve essere basata
sui requisiti di sicurezza del cliente.

I consigli per una configurazione Vertica includono:

» Le impostazioni predefinite del depot del database Vertica sono attivate (valore = 1) per le
operazioni di lettura e scrittura. NetApp consiglia vivamente di mantenere abilitate queste impostazioni
di deposito per migliorare le performance.

+ Disattiva le limitazioni dello streaming. Per informazioni dettagliate sulla configurazione, consultare la
sezione Disattivazione delle limitazioni dello streaming.

Installazione della modalita Eon on on on-premise con storage comune su
StorageGRID

Nelle sezioni seguenti viene descritta la procedura per installare la modalita Eon on on on-premise con lo
storage comune su StorageGRID. La procedura per configurare lo storage a oggetti compatibile con S3
(Simple Storage Service) on-premise € simile alla procedura della guida Vertica, "Installare un database in
modalita Eon on on on-premise”.

Per il test funzionale & stata utilizzata la seguente configurazione:

» StorageGRID 11.4.0.4

* Verticale 10.1.0

 Tre macchine virtuali (VM) con sistema operativo CentOS 7.x per i nodi Vertica per formare un cluster.
Questa configurazione € solo per il test funzionale, non per il cluster di database di produzione Vertica.

Questi tre nodi sono configurati con una chiave Secure Shell (SSH) per consentire SSH senza una password
tra i nodi all'interno del cluster.

Informazioni richieste da NetApp StorageGRID

Per installare la modalita Eon on on on-premise con lo storage comune su StorageGRID, € necessario
disporre delle seguenti informazioni sui prerequisiti.

* Indirizzo IP o FQDN (Fully Qualified Domain Name) e numero di porta dell’endpoint StorageGRID S3. Se si
utilizza HTTPS, utilizzare un’autorita di certificazione personalizzata (CA) o un certificato SSL autofirmato
implementato sull’endpoint StorageGRID S3.

* Nome bucket. Deve essere pre-esistente e vuoto.

» Access key ID (ID chiave di accesso) e secret access key (chiave di accesso segreta) con accesso in
lettura e scrittura al bucket.

Creazione di un file di autorizzazione per accedere all’endpoint S3

| seguenti prerequisiti si applicano quando si crea un file di autorizzazione per accedere all’endpoint S3:

* Vertica € installato.
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* Un cluster viene configurato, configurato e pronto per la creazione del database.
Per creare un file di autorizzazione per accedere all’endpoint S3, attenersi alla seguente procedura:
1. Accedere al nodo Vertica in cui si desidera eseguire admintools Per creare il database Eon Mode.
L'utente predefinito € dbadmin, Creato durante I'installazione del cluster Vertica.

2. Utilizzare un editor di testo per creare un file in /home/dbadmin directory. Il nome del file pud essere
qualsiasi cosa si desideri, ad esempio sg_auth.conf.
3. Se I'endpoint S3 utilizza una porta HTTP standard 80 o una porta HTTPS 443, ignorare il numero della
porta. Per utilizzare HTTPS, impostare i seguenti valori:
° awsenablehttps = 1, altrimenti impostare il valore su 0.

° awsauth = <s3 access key ID>:<secret access key>

° awsendpoint = <StorageGRID s3 endpoint>:<port>

Per utilizzare una CA personalizzata o un certificato SSL autofirmato per la connessione HTTPS
dell’endpoint StorageGRID S3, specificare il percorso completo del file e il nome del file del certificato.
Questo file deve trovarsi nella stessa posizione su ciascun nodo Vertica e disporre dell’autorizzazione
di lettura per tutti gli utenti. Saltare questo passaggio se il certificato SSL StorageGRID S3 Endpoint &
firmato da una CA pubblicamente conosciuta.

— awscafile = <filepath/filename>

Ad esempio, vedere il seguente file di esempio:

awsauth = MNVU40YFAY2xyz123:03vuO4M4KmdfwffT8ngnBmnMVTr78Gu9wANabcxyz
awsendpoint = s3.england.connectlab.io:10443

awsenablehttps = 1

awscafile = /etc/custom-cert/grid.pem

In un ambiente di produzione, il cliente deve implementare un certificato server firmato da
@ una CA pubblicamente conosciuta su un endpoint di bilanciamento del carico StorageGRID
S3.

Scelta di un percorso di deposito su tutti i nodi Vertica

Scegliere o creare una directory su ciascun nodo per il percorso di storage del deposito. La directory fornita
per il parametro del percorso di storage del deposito deve essere la seguente:

* Lo stesso percorso su tutti i nodi del cluster (ad esempio, /home/dbadmin/depot)
» Essere leggibile e scrivibile dall’'utente dbadmin

« Storage sufficiente

Per impostazione predefinita, Vertica utilizza il 60% dello spazio del file system contenente la directory per
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lo storage del depot. E possibile limitare le dimensioni del deposito utilizzando --depot-size argomento
in create_db comando. Vedere "Dimensionamento del cluster Vertica per un database in modalita Eon"
articolo per le linee guida generali sul dimensionamento di Vertica o consulta il tuo account manager
Vertica.

Il admintools create db lo strumento tenta di creare il percorso del deposito se non ne esiste uno.

Creazione del database Eon on on on-premise

Per creare il database Eon on on on-premise, attenersi alla sequente procedura:
1. Per creare il database, utilizzare admintools create db tool.

L'elenco seguente fornisce una breve spiegazione degli argomenti utilizzati in questo esempio. Consultare
il documento Vertica per una spiegazione dettagliata di tutti gli argomenti richiesti e facoltativi.

o -x <path/filename of authorization file created in "Creazione di un file di autorizzazione per accedere
all’endpoint S3" >.

| dettagli dell'autorizzazione vengono memorizzati all'interno del database dopo la creazione. E
possibile rimuovere questo file per evitare di esporre la chiave segreta S3.

o --communal-storage-location <s3://storagegrid bucketname>
> -S <comma-separated list of Vertica nodes to be used for this database>
> -d <name of database to be created>

o -p <password to be set for this new database>. Ad esempio, vedere il seguente comando di esempio:

admintools -t create db -x sg auth.conf --communal-storage
-location=s3://vertica --depot-path=/home/dbadmin/depot --shard
-count=6 -s vertica-vml,vertica-vm2,vertica-vm3 -d vmart -p

'<password>"'

La creazione di un nuovo database richiede diversi minuti a seconda del numero di nodi del database.
Quando si crea un database per la prima volta, viene richiesto di accettare il Contratto di licenza.

Ad esempio, vedere il seguente file di autorizzazione di esempio e. create db comando:

[dbadmin@vertica-vml ~]$ cat sg auth.conf

awsauth = MNVU40OYFAY2CPKVXVxxxx:03vuO4M4KmdfwffT8ngnBmnMVTr78GuIwAN+xXXX
awsendpoint = s3.england.connectlab.io:10445

awsenablehttps = 1

[dbadmin@vertica-vml ~]$ admintools -t create db -x sg auth.conf
-—communal-storage-location=s3://vertica --depot-path=/home/dbadmin/depot
--shard-count=6 -s vertica-vml,vertica-vm2,vertica-vm3 -d vmart -p

' XXXXXXXX'

Default depot size in use
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Distributing changes to cluster.
Creating database vmart
Starting bootstrap node v_vmart node0007 (10.45.74.19)
Starting nodes:
v_vmart node0007 (10.45.74.19)
Starting Vertica on all nodes. Please wait, databases with a large
catalog may take a while to initialize.
Node Status: v_vmart node0007: (DOWN)
Node Status: v_vmart node0007: (DOWN)
Node Status: v_vmart node0007: (DOWN)
Node Status: v_vmart node0007: (UP)
Creating database nodes
Creating node v_vmart node0008 (host 10.45.74.29)
Creating node v _vmart node0009 (host 10.45.74.39)
Generating new configuration information
Stopping single node db before adding additional nodes.
Database shutdown complete
Starting all nodes
Start hosts = ['10.45.74.19', '10.45.74.29', '10.45.74.39']
Starting nodes:
v_vmart node0007 (10.45.74.19)
v_vmart node0008 (10.45.74.29)
v_vmart node0009 (10.45.74.39)
Starting Vertica on all nodes. Please wait, databases with a large
catalog may take a while to initialize.
Node Status: v_vmart node0007: (DOWN) v _vmart node0008: (DOWN)
v_vmart node0009: (DOWN)
Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)
v_vmart node0009: (DOWN)
Node Status: v_vmart node0007: (DOWN) v vmart node0008: (DOWN)
v_vmart node0009: (DOWN)
Node Status: v_vmart node0007: (DOWN) v _vmart node0008: (DOWN)
v_vmart node0009: (DOWN)
Node Status: v _vmart node0007: (UP) v _vmart node0008: (UP)
v_vmart node0009: (UP)
Creating depot locations for 3 nodes
Communal storage detected: rebalancing shards

Waiting for rebalance shards. We will wait for at most 36000 seconds.
Installing AWS package
Success: package AWS installed
Installing ComplexTypes package
Success: package ComplexTypes installed
Installing MachinelLearning package
Success: package MachinelLearning installed
Installing ParquetExport package
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Success: package ParquetExport installed
Installing VFunctions package

Success: package VFunctions installed
Installing approximate package

Success: package approximate installed
Installing flextable package

Success: package flextable installed
Installing kafka package

Success: package kafka installed
Installing logsearch package

Success: package logsearch installed
Installing place package

Success: package place installed
Installing txtindex package

Success: package txtindex installed
Installing voltagesecure package

Success: package voltagesecure installed
Syncing catalog on vmart with 2000 attempts.

Database creation SQL tasks completed successfully. Database vmart created

successfully.

Dimensione oggetto (byte)

Percorso completo della chiave bucket/oggetto

s3://vertica/051/026d63ae9d4a33237bf0e?2
c2¢cf2a794a00a0000000021a07/026d63ae9d4a
33237b£f0e2c2cf2a794a00a0000000021a07 0

s3://vertica/2c4/026d63ae9d4a33237bf0e?2
c2cf2a794a00a0000000021a3d/026d63ae9d4a
33237b£f0e2c2cf2a794a00a0000000021a3d 0

s3://vertica/33c/026d63ae9d4a33237bf0e2
c2¢cf2a794a00a0000000021ald/026d63ae9d4a
33237b£f0e2c2c£f2a794a00a0000000021ald 0

61

0.dfs
145

0.dfs
146

0.dfs
40
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s3://vertica/382/026d63ae9d4a33237bf0e?2
c2cf2a794a00a0000000021a31/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000000021a31 0
0.dfs



Dimensione oggetto (byte) Percorso completo della chiave bucket/oggetto

145 s3://vertica/42f/026d63ae9d4a33237bf0e?2
c2cf2a794a00a0000000021a21/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000000021a21 0
0.dfs

34 s3://vertica/472/026d63ae9d4a33237bf0e?
c2cf2a794a00a0000000021a25/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000000021a25 0
0.dfs

41 s3://vertica/476/026d63ae9d4a33237bf0e?2
c2¢cf2a794a00a0000000021a2d/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000000021a2d 0
0.dfs

61 s3://vertica/52a/026d63ae9d4a33237bf0e?2
c2cf2a794a00a0000000021a5d/026d63ae9d4a
33237b£f0e2c2cf2a794a00a0000000021a5d 0
0.dfs

131 s3://vertica/5d2/026d63ae9d4a33237bf0e2
c2¢cf2a794a00a0000000021a19/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000000021a19 0
0.dfs

91 s3://vertica/5f7/026d63ae9d4a33237bf0e?2
c2cf2a794a00a0000000021al11/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000000021al11 0
0.dfs

118 s3://vertica/82d/026d63ae9d4a33237bf0e?
c2cf2a794a00a0000000021al5/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000000021al15 0
0.dfs

115 s3://vertica/%9a2/026d63ae9d4a33237bf0e2
c2¢cf2a794a00a0000000021a61/026d63ae9d4a
33237b£f0e2c2cf2a794a00a0000000021a61 0
0.dfs

33 s3://vertica/acd/026d63ae9d4a33237bf0e?2
c2cf2a794a00a0000000021a29/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000000021a29 0
0.dfs
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Dimensione oggetto (byte)

133

38

38

21521920

6865408

204217344

16109056

12853248

8937984

120

Percorso completo della chiave bucket/oggetto

s3://vertica/b98/026d63ae9d4a33237bf0e?2
c2cf2a794a00a0000000021a4d/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000000021a4d 0
0.dfs

s3://vertica/db3/026d63ae9d4a33237bf0e?
c2cf2a794a00a0000000021a49/026d63ae9d4a
33237bf0e2c2cf2a794a00a0000000021a49 0
0.dfs

s3://vertica/eba/026d63ae9d4a33237bf0e?2
c2¢cf2a794a00a0000000021a59/026d63ae9d4a
33237b£f0e2c2cf2a794a00a0000000021a59 0
0.dfs

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2c2cf2a794a00a00000
000215e2/026d63ae9d4a33237bf0e2c2cf2a79
4a00a00000000215e2.tar

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2¢c2¢cf2a794a00a00000
00021602/026d63ae9d4a33237bf0e2c2cf2a79
4a00a0000000021602.tar

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2c2¢cf2a794a00a00000
00021610/026d63ae9d4a33237bf0e2c2cf2a79
4a00a0000000021610.tar

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2c2cf2a794a00a00000
000217e0/026d63ae9d4a33237bf0e2c2cf2a79
4a00a00000000217e0.tar

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2c2cf2a794a00a00000
00021800/026d63ae9d4a33237bf0e2c2cf2a79
4a00a0000000021800.tar

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2c2cf2a794a00a00000
0002187a/026d63ae9d4a33237bf0e2c2cf2a79
4a00a000000002187a.tar



Dimensione oggetto (byte)

56260608

53947904

44932608

256306688

8062464

20024832

10444

823266

254

Percorso completo della chiave bucket/oggetto

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2c2cf2a794a00a00000
000218b2/026d63ae9d4a33237bf0e2c2cf2a79
4a00a00000000218b2.tar

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2¢c2¢cf2a794a00a00000
000219ba/026d63ae9d4a33237bf0e2c2cf2a79
4a00a00000000219%ba.tar

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2c2cf2a794a00a00000
000219de/026d63ae9d4a33237bf0e2c2cf2a79
4a00a00000000219de.tar

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2c2cf2a794a00a00000
00021a6e/026d63ae9d4a33237bf0e2c2cf2a79
4a00a0000000021abe.tar

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2¢c2¢cf2a794a00a00000
00021e34/026d63ae9d4a33237bf0e2c2cf2a79
4a00a0000000021e34.tar

s3://vertica/metadata/VMart/Libraries/0
26d63ae9d4a33237bf0e2c2¢cf2a794a00a00000
00021e70/026d63ae9d4a33237bf0e2c2cf2a79
4a00a0000000021e70.tar

s3://vertica/metadata/VMart/cluster con
fig.json

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/Checkpoints/cl3 13/chkpt 1.
cat.gz

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/Checkpoints/cl3 13/complete
d
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Dimensione oggetto (byte)

2958

231

822521

231

746513

2596

821065

6440

8518

122

Percorso completo della chiave bucket/oggetto

s3://vertica/metadata/VMart/nodes/v_vma
rt_node0016/Catalog/859703b06a3456d95d0
be28575a673/Checkpoints/c2 2/chkpt 1l.ca
t.gz

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/Checkpoints/c2 2/completed

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/Checkpoints/c4 4/chkpt 1l.ca
t.gz

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/Checkpoints/c4 4/completed

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/Txnlogs/txn 14 gl4.cat

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/Txnlogs/txn 3 g3.cat.gz

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/Txnlogs/txn 4 gd.cat.gz

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/Txnlogs/txn 5 g5.cat

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/Txnlogs/txn 8 g8.cat

s3://vertica/metadata/VMart/nodes/v_vma
rt node0016/Catalog/859703b06a3456d95d0
be28575a673/tiered catalog.cat



Dimensione oggetto (byte)

822922

232

822930

755033

822922

232

822930

755033

Disattivazione delle limitazioni dello streaming

Percorso completo della chiave bucket/oggetto

s3://vertica/metadata/VMart/nodes/v_vma
rt_node0017/Catalog/859703b06a3456d95d0
be28575a673/Checkpoints/cl4 7/chkpt 1.c
at.gz

s3://vertica/metadata/VMart/nodes/v_vma
rt node0017/Catalog/859703b06a3456d95d0
be28575a673/Checkpoints/cl4 7/completed

s3://vertica/metadata/VMart/nodes/v_vma
rt node0017/Catalog/859703b06a3456d95d0
be28575a673/Txnlogs/txn_14 g7.cat.gz

s3://vertica/metadata/VMart/nodes/v_vma
rt node0017/Catalog/859703b06a3456d95d0
be28575a673/Txnlogs/txn 15 g8.cat

s3://vertica/metadata/VMart/nodes/v_vma
rt node0017/Catalog/859703b06a3456d95d0
be28575a673/tiered catalog.cat

s3://vertica/metadata/VMart/nodes/v_vma
rt_node0018/Catalog/859703b06a3456d95d0
be28575a673/Checkpoints/cl4 7/chkpt 1.c
at.gz

s3://vertica/metadata/VMart/nodes/v_vma
rt node0018/Catalog/859703b06a3456d95d0
be28575a673/Checkpoints/cl4 7/completed

s3://vertica/metadata/VMart/nodes/v_vma
rt node0018/Catalog/859703b06a3456d95d0
be28575a673/Txnlogs/txn_14 g7.cat.gz

s3://vertica/metadata/VMart/nodes/v_vma
rt node0018/Catalog/859703b06a3456d95d0
be28575a673/Txnlogs/txn 15 g8.cat

s3://vertica/metadata/VMart/nodes/v_vma
rt node0018/Catalog/859703b06a3456d95d0
be28575a673/tiered catalog.cat

Questa procedura si basa sulla guida Vertica per altri storage a oggetti on-premise e deve essere applicabile a
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StorageGRID.

1. Dopo aver creato il database, disattivare AWSStreamingConnectionPercentage parametro di
configurazione impostandolo su 0. Questa impostazione non & necessaria per un’installazione on Mode
on-premise con storage comune. Questo parametro di configurazione controlla il numero di connessioni
all’archivio di oggetti utilizzate da Vertica per le letture in streaming. In un ambiente cloud, questa
impostazione consente di evitare che i dati in streaming dall’archivio di oggetti utilizzino tutti gli handle di
file disponibili. In questo modo, alcuni handle di file sono disponibili per altre operazioni di archiviazione di
oggetti. A causa della bassa latenza degli archivi di oggetti on-premise, questa opzione non € necessaria.

2. Utilizzare un vsql per aggiornare il valore del parametro. La password & la password del database
impostata in "creazione del database Eon on on on-premise". Ad esempio, vedere il seguente esempio di
output:

[dbadmin@vertica-vml ~]$ vsqgl
Password:
Welcome to vsqgl, the Vertica Analytic Database interactive terminal.
Type: \h or \? for help with vsgl commands
\g or terminate with semicolon to execute query
\g to quit
dbadmin=> ALTER DATABASE DEFAULT SET PARAMETER
AWSStreamingConnectionPercentage = 0; ALTER DATABASE
dbadmin=> \g

Verifica delle impostazioni del deposito in corso

Le impostazioni predefinite del depot del database Vertica sono attivate (valore = 1) per le operazioni di lettura
e scrittura. NetApp consiglia vivamente di mantenere abilitate queste impostazioni di deposito per migliorare le
performance.

vsgql -c¢ 'show current all;' | grep -i UseDepot
DATABASE | UseDepotForReads | 1
DATABASE | UseDepotForWrites | 1

Caricamento dei dati di esempio (opzionale)

Se questo database € destinato al test e verra rimosso, & possibile caricare i dati campione in questo database
per il test. Vertica viene fornito con un set di dati di esempio, VMart, disponibile in
/opt/vertica/examples/VMart Schema/ Su ogni nodo Vertica. Sono disponibili ulteriori informazioni su
questo set di dati di esempio "qui".

Per caricare i dati di esempio, procedere come segue:

1. Accedere come dbadmin a uno dei nodi Vertica: cd /opt/vertica/exemes/VMart_Schema/

2. Caricare i dati di esempio nel database e inserire la password del database quando richiesto nelle fasi c e
d:

a. cd /opt/vertica/examples/VMart Schema

b. ./vmart gen
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C. vsql < vmart define schema.sgl
d. vsql < vmart load data.sql

3. Esistono piu query SQL predefinite, alcune delle quali possono essere eseguite per confermare che i dati
di test sono stati caricati correttamente nel database. Ad esempio: vsql < vmart queriesl.sql

Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:

* "Documentazione del prodotto NetApp StorageGRID 11,7"

* "Scheda tecnica di StorageGRID"

* "Documentazione del prodotto Vertica 10.1"

Cronologia delle versioni

Versione Data Cronologia delle versioni del documento

Versione 1.0 Settembre 2021 Release iniziale.

Di Angela Cheng

Analisi dei log StorageGRID con stack ELK
Di Angela Cheng

Con la funzione di inoltro syslog di StorageGRID, & possibile configurare un server syslog esterno per
raccogliere e analizzare i messaggi di registro StorageGRID. ELK (Elasticsearch, Logstash, Kibana) &
diventata una delle soluzioni di analisi dei log piu diffuse. Osservare la "Analisi del log StorageGRID con video
ELK" per visualizzare una configurazione ELK di esempio e come puo essere utilizzata per identificare e
risolvere i problemi relativi alle richieste S3 non riuscite. StorageGRID 11,9 supporta 'esportazione del log di
accesso agli endpoint del bilanciamento del carico nel server syslog esterno. Guarda questo "Video di
YouTube" articolo per saperne di piu su questa nuova funzionalita. Questo articolo fornisce file di esempio di
configurazione di Logstash, query Kibana, grafici e dashboard per fornire un rapido avvio per la gestione dei
log e l'analisi di StorageGRID.

Requisiti

» StorageGRID 11.6.0.2 o superiore

» ELK (Elasticsearch, Logstash e Kibana) 7.1x o superiore installato e in funzione

File di esempio

 "Scarica il pacchetto di file di esempio Logstash 7.x." + checksum md5
148c23d0021d9a4bb4a6c0287464deab + checksum sha256
f51ec9e2e3f842d5a7861566b167a561beb4373038b4e7bb3c8be3d522adf2d6

» "Scarica il pacchetto di file di esempio Logstash 8.x." + checksum md5
e11bae3a662f87c310ef363d0fe06835 + checksum sha256
5c670755742cfdfd5aa723a596ba087e0153a65bcaef3934afdb682f61cd278d
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https://docs.netapp.com/us-en/storagegrid-117/
https://www.netapp.com/pdf.html?item=/media/7931-ds-3613.pdf
https://www.vertica.com/documentation/vertica/10-1-x-documentation/
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack
https://youtu.be/hnnT0QqLSgA?si=tDMPc4bdbqumYzFz
https://youtu.be/hnnT0QqLSgA?si=tDMPc4bdbqumYzFz
https://docs.netapp.com/it-it/storagegrid-enable/media/elk-config/elk7-sample.zip
https://docs.netapp.com/it-it/storagegrid-enable/media/elk-config/elk8-sample.zip

* "Scaricare il pacchetto file di esempio Logstash 8.x per StorageGRID 11,9" + md5 checksum
41272857c4a54600f95995f6ed74800d + sha256 checksum
67048e8661052719990851e1ad960d4902fe537a6e135e8600177188da6779c9

Assunzione

| lettori conoscono la terminologia e le operazioni di StorageGRID ed ELK.

Istruzioni

Due versioni di esempio sono fornite a causa delle differenze nei nomi definiti dai modelli grok. Ad esempio, il
modello SYSLOGBASE grok nel file di configurazione di Logstash definisce i nomi dei campi in modo diverso a

seconda della versione di Logstash installata.

match => {"message" => '<%{POSINT:syslog pri}>%{SYSLOGBASE}

% {GREEDYDATA:msg-details}'}

Esempio di Logstash 7.17

Field

¢ _id

t _index
# _scare
t _type

[ @timestamp

t host

t [logsource

t msg-details

t pid

t fprogram

t syslog_pri

t [timestamp

Esempio di Logstash 8.23
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Value
7CI1MaYEERHBUBfKRI1sE

sgrid2-2622 .86.15

_doc

Jun 15, 2822 @ 17:36:46.838
grid2-sitel-s’

SITEZ-51

Reloading syslog service
628

update-sysl

37

Jum 185 27 :36:46


https://docs.netapp.com/it-it/storagegrid-enable/media/elk-config/elk8-sample-for-sg119.zip

Table JSON

Q) Search field names

Actions Field Value
ooo B _id yuhOiIEBVP&KX4EwqcyU
o _index[:? sglog-2822.86.21
ooo # _score =
ooo i @timestamp Jun 21, 20822 @ 18:87:45.444
ooo t event.original <28=Jun 21 22:87:45 SITE2-53 ADE: syslog messages being dropped
oo t  host.hostname SITE2-S3
ooo t msg-details syslog messages being dropped
LLL} { | process.name ADE
ooo t|syslog_pri 28
ooo t timestamp Jun 271 22:87:45
Fasi

1. Decomprimere I'esempio fornito in base alla versione ELK installata. La cartella di esempio include due
esempi di configurazione di Logstash: + sglog-2-file.conf: questo file di configurazione genera messaggi
di log StorageGRID in un file su Logstash senza trasformazione dei dati. E possibile utilizzare questa
opzione per confermare che Logstash riceve messaggi StorageGRID o per comprendere meglio i modelli
di log di StorageGRID. + sglog-2-es.conf: questo file di configurazione trasforma i messaggi di log di
StorageGRID utilizzando vari modelli e filtri. Include istruzioni drop di esempio, che consentono di eliminare
i messaggi in base a modelli o filtri. L'output viene inviato a Elasticsearch per l'indicizzazione. +
personalizzare il file di configurazione selezionato in base alle istruzioni contenute nel file.

2. Verificare il file di configurazione personalizzato:

/usr/share/logstash/bin/logstash --config.test and exit -f <config-file-
path/file>

Se l'ultima riga restituita € simile alla riga seguente, il file di configurazione non presenta errori di sintassi:

[LogStash: :Runner] runner - Using config.test and exit mode. Config
Validation Result: OK. Exiting Logstash

3. Copiare il file di configurazione personalizzato nella configurazione del server Logstash:
/Etc/logstash/conf.d + se non si & abilitato config.reload.automatic in /etc/logstash/logstash.yml, riavviare il
servizio Logstash. In caso contrario, attendere lo scadere dell'intervallo di ricarica della configurazione.
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10.
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grep reload /etc/logstash/logstash.yml
# Periodically check if the configuration has changed and reload the
pipeline
config.reload.automatic: true
config.reload.interval: 5s

Controllare /var/log/logstash/logstash-plain.log e verificare che non ci siano errori durante I'avvio di
Logstash con il nuovo file di configurazione.

Verificare che la porta TCP sia stata avviata e in attesa. + in questo esempio, viene utilizzata la porta TCP
5000.

netstat -ntpa | grep 5000
tcpb6 0 0 :::5000 383%
LISTEN 25744 /java

Dalla GUI di StorageGRID Manager, configurare il server syslog esterno per I'invio dei messaggi di log a
Logstash. Per ulteriori informazioni, fare riferimento alla "video dimostrativo" .

E necessario configurare o disattivare il firewall sul server Logstash per consentire la connessione dei nodi
StorageGRID alla porta TCP definita.

Dalla GUI di Kibana, selezionare Management (Gestione) — Dev Tools (Strumenti di sviluppo). Nella
pagina Console, eseguire questo comando GET per confermare la creazione di nuovi indici in
Elasticsearch.

GET / cat/indices/*?v=true&s=index

Dalla GUI di Kibana, creare un modello di indice (ELK 7.x) o una vista dati (ELK 8.x).

Dalla GUI di Kibana, inserire "oggetti memorizzati" nella casella di ricerca situata in alto al centro. + nella
pagina Saved Objects (oggetti salvati), selezionare Import (Importa). In Opzioni di importazione,
selezionare "Richiedi azione in caso di conflitto"


https://media.netapp.com/video-detail/3d090a61-23d7-5ad7-9746-4cebbb7452fb/storagegrid-log-analysis-using-elk-stack

Import saved objects

Select a file to import

&y
Import
Import options
o Check for existing objects ®

Automatically overwrite conflicts

% Request action on conflict
=

Create new objects with random IDs @

Importa elk <version>-query-chart-sample.ndjson. + quando viene richiesto di risolvere il conflitto,
selezionare il modello di indice o la vista dati creata al punto 8.
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Import saved objects

€ Data Views Conflicts

The following saved objects use data views that do not
exisl. Please select the dala views you'd like re-associated
with them. You can create a new data view if necessary.

D Count Sample of aff... New data view

594f91a0-
d192-11ec-
b30i- 2 sglog
09f67aedd
ds

B0cf3620-
e5fa-11ec-
afvy1- 1 sglog W
Bf6e9B80dBe -
b0

Vengono importati i seguenti oggetti Kibana: + Query + * audit-msg-s3rg-orim + * bycast log S3 messaggi
correlati + * avviso livello di accesso o superiore + * evento di sicurezza non riuscito + * nginx-gw log di
accesso endpoint (disponibile solo in elk8-sample-for-sg119.zip) + grafico + * S3 conteggio richieste
basato su bycast.log + * Codice di stato HTTP + * tipo di controllo + tempo di risposta medio del dashboard
* S3 msg del dashboard * dati di analisi del dashboard * dati del tipo di analisi del dashboard * S3.

A questo punto, € possibile eseguire I'analisi del registro StorageGRID utilizzando Kibana.

Risorse aggiuntive
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"syslog101"

"Cos’é lo stack ELK"

"Elenco dei modelli di grok"

"Guida per principianti a Logstash: Grok"

"Una guida pratica a Logstash: Approfondimento di Syslog"
"Guida di Kibana — Esplora il documento"

"Riferimento ai messaggi del registro di controllo di StorageGRID"


https://coralogix.com/blog/syslog-101-everything-you-need-to-know-to-get-started/
https://www.elastic.co/what-is/elk-stack
https://github.com/hpcugent/logstash-patterns/blob/master/files/grok-patterns
https://logz.io/blog/logstash-grok/
https://coralogix.com/blog/a-practical-guide-to-logstash-syslog-deep-dive/
https://www.elastic.co/guide/en/kibana/master/document-explorer.html
https://docs.netapp.com/us-en/storagegrid-116/audit/index.html

Utilizza Prometheus e Grafana per estendere la
conservazione delle metriche

Di Aron Klein

Questo report tecnico fornisce istruzioni dettagliate per la configurazione NetApp StorageGRID con servizi
esterni Prometheus e Grafana.

Introduzione

StorageGRID memorizza le metriche utilizzando Prometheus e fornisce visualizzazioni di queste metriche
attraverso dashboard Grafana integrate. E possibile accedere in modo sicuro alle metriche Prometheus da
StorageGRID configurando i certificati di accesso client e abilitando 'accesso prometheus per il client
specificato. Oggi, la conservazione di questi dati metrici € limitata dalla capacita di storage del nodo di
amministrazione. Per ottenere una durata maggiore e la possibilita di creare visualizzazioni personalizzate di
queste metriche, implementeremo un nuovo server Prometheus e Grafana, configureremo il nostro nuovo
server per scartare le metriche dall’istanza StorageGRID e costruiremo una dashboard con le metriche che
sono importanti per noi. E possibile ottenere ulteriori informazioni sulle metriche Prometheus raccolte in
"Documentazione StorageGRID".

Federare Prometheus

Dettagli del laboratorio

Ai fini di questo esempio, usero tutte le macchine virtuali per i nodi StorageGRID 11.6 e un server Debian 11.
L'interfaccia di gestione di StorageGRID & configurata con un certificato CA pubblicamente attendibile. Questo
esempio non riguarda l'installazione e la configurazione del sistema StorageGRID o dellinstallazione di Debian
linux. Puoi utilizzare qualsiasi versione di Linux supportata da Prometheus e Grafana. Prometheus e Grafana
possono essere installati come container docker, build from source o binari pre-compilati. In questo esempio
installerd entrambi i binari Prometheus e Grafana direttamente sullo stesso server Debian. Scaricare e seguire
le istruzioni di installazione di base da https://prometheus.io e. https://grafana.com/grafana/ rispettivamente.

Configurare StorageGRID per I’accesso al client Prometheus

Per ottenere I'accesso alle metriche StorageGRID Stored prometheus, & necessario generare o caricare un
certificato client con chiave privata e abilitare I'autorizzazione per il client. Linterfaccia di gestione
StorageGRID deve disporre di un certificato SSL. Il certificato deve essere attendibile dal server prometheus
da una CA attendibile o manualmente se autofirmato. Per ulteriori informazioni, visitare il "Documentazione
StorageGRID".

1. Nell'interfaccia di gestione di StorageGRID, selezionare "CONFIGURATION" (CONFIGURAZIONE) in
basso a sinistra e nella seconda colonna sotto "Security" (sicurezza) fare clic su Certificates (certificati).
2. Nella pagina certificati, selezionare la scheda "Client" e fare clic sul pulsante "Aggiungi".

3. Specificare un nome per il client a cui verra concesso I'accesso e utilizzare questo certificato. Fare clic
sulla casella sotto "permessi", davanti a "Consenti Prometheus" e fare clic sul pulsante continua.
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Add a client certificate

- i -“. - a 1
o Enterdetails ——— (2) Enterdetails

Certificate details
Certificate name @

prometheus

Permissions

Allow prometheus @

4. Se si dispone di un certificato firmato dalla CA, & possibile selezionare il pulsante di opzione "carica
certificato”, ma in questo caso StorageGRID generera il certificato client selezionando il pulsante di
opzione "genera certificato". Vengono visualizzati i campi obbligatori da compilare. Inserire 'FQDN per il
server client, I'lP del server, 'oggetto e i giorni validi. Quindi fare clic sul pulsante "generate" (genera).
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Add a client certificate

Enter details o Enter details

Certificate type

Upload certificate @ Generate certificate

Domain name @

prometheus.grid.local
Add another domain

P

192.168.0.10
Add another IP address

Subject ©

,l'CN=F'mme!heu5i

Days valid @

730

Generate i

Previous

Be mindful of the certificate days valid entry as you will need
@ to renew this certificate in both StorageGRID and the Prometheus

server before it expires to maintain uninterrupted collection.

1. Scaricare il file pem del certificato e il file pem della chiave privata.
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Gnerate

Certificate details e
Download certificate | | Copy certificate PEM

Subject DN: JCM=Prometheus

Serial Number: T2DEEDT:04:CC4F 29 66:08:-CA:53:24: T9: 1B:09:45: 3B C:56

Issiner [¥N: {CH=Prometheus

Issued On: 2022-08-22T17:54:33.000Z

Enpires On: 2024-08-21T17:54:33.0002

5HA-1 Fingerpeint: 10n4T-GE:FDET:DE53:ET6E-E5:DE-AADF BD:A5:94:04:53:4T: 1E

SHA-256 Fingerprint:  T4:23:C2:0Q:3A DS 08 COEECL:FE59 BATCAE L BAB: BT D2 L3 LIPS EBAF BRAF 9E.CT.O0CHFAET
Alternative Names: DNS:prometheus.grid.local
IP Address:192. 168,010

Certificate private key @

A Youwill not be able to view the certificate private key after you close this dialog. To save the keys for future reference, copy and paste
the values to another location.

Download private key | Copy private key

-————BEGIN RSA PRIVATE KEY
MITEpATBAAKCAQEAIbTCYIEpMWPKS ritVpMkmIDKLT jaTHIertq23VeAMLwxz Lall

e T Pl BT W P T FE Ll T F e B AR P AT e i Pl T T E R AS A -

(:) This is the only time you can download the private key, so make
sure you do not skip this step.

Preparare il server Linux per I'installazione di Prometheus

Prima di installare Prometheus, desidero preparare il mio ambiente con un utente Prometheus, la struttura di
directory e configurare la capacita per la posizione di storage delle metriche.
1. Creare l'utente Prometheus.
sudo useradd -M -r -s /bin/false Prometheus
2. Creare le directory per Prometheus, certificato client e dati di metriche.
sudo mkdir /etc/Prometheus /etc/Prometheus/cert /var/lib/Prometheus
3. Ho formattato il disco che sto usando per la conservazione delle metriche con un filesystem ext4.

mkfs -t extd4d /dev/sdb

4. Ho quindi montato il file system nella directory Prometheus metrics.
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sudo mount -t auto /dev/sdb /var/lib/prometheus/

5. Ottenere l'uuid del disco utilizzato per i dati delle metriche.

sudo 1s -al /dev/disk/by-uuid/
lrwxrwxrwx 1 root root 9 Aug 18 17:02 9af2cb5a3-bfc2-4ecl-85d9-
ebab850bb4al -> ../../sdb

6. Aggiungere una voce in /etc/fstab/ rendere il mount persistente durante i riavvii usando l'uuid di /dev/sdb.

/etc/fstab
UUID=9%9af2c5a3-bfc2-4ecl-85d9-ebab850bbdal /var/lib/prometheus ext4
defaults 0 0

Installare e configurare Prometheus

Ora che il server € pronto, posso iniziare I'installazione di Prometheus e configurare il servizio.

1. Estrarre il pacchetto di installazione di Prometheus

tar xzf prometheus-2.38.0.linux-amd64.tar.gz

2. Copiare i file binari in /usr/local/bin e modificare la proprieta dell’'utente prometheus creato in precedenza

sudo cp prometheus-2.38.0.linux-amd64/{prometheus, promtool }
/usr/local/bin

sudo chown prometheus:prometheus /usr/local/bin/{prometheus,promtool}

3. Copiare le console e le librerie in /etc/prometheus

sudo cp -r prometheus—2.38.0.linux—amd64/{consoles,consoleilibraries}
/etc/prometheus/

4. Copiare i file PEM del certificato client e della chiave privata scaricati in precedenza da StorageGRID in
/etc/prometheus/certs

5. Creare il file yaml di configurazione prometheus

sudo nano /etc/prometheus/prometheus.yml

6. Inserire la seguente configurazione. Il nome del lavoro pud essere qualsiasi cosa si desideri. Modificare "-

135



targets: ["]" in FQDN del nodo admin e, se i nomi dei file dei certificati e delle chiavi private sono modificati,
aggiornare la sezione tls_config in modo che corrisponda. quindi salvare il file. Se I'interfaccia di gestione
della griglia utilizza un certificato autofirmato, scaricare il certificato e posizionarlo con il certificato client
con un nome univoco, quindi nella sezione tls_config aggiungere ca_file: /Etc/prometheus/cert/Ulcert.pem

a. In questo esempio, vengono raccolte tutte le metriche che iniziano con alertmanager, cassandra, Node
e StorageGRID. Per ulteriori informazioni sulle metriche Prometheus, consultare la "Documentazione
StorageGRID".

# my global config
global:
scrape interval: 60s # Set the scrape interval to every 15 seconds.

Default is every 1 minute.

scrape configs:
- job name: 'StorageGRID'
honor labels: true
scheme: https
metrics path: /federate
scrape interval: 60s
scrape timeout: 30s
tls config:
cert file: /etc/prometheus/cert/certificate.pem
key file: /etc/prometheus/cert/private key.pem
params:
match[]:
'{ name =~"alertmanager .*|cassandra .*|node .*|storagegrid .*"}'
static configs:

- targets: ['sgdemo-rtp.netapp.com:9091"]

Se linterfaccia di gestione della griglia utilizza un certificato autofirmato, scaricare il certificato e
posizionarlo con il certificato client con un nome univoco. Nella sezione tls_config aggiungere il
certificato sopra le righe del certificato client e della chiave privata

®

ca file: /etc/prometheus/cert/UIcert.pem

1. Modificare la proprieta di tutti i file e le directory in /etc/prometheus e /var/lib/prometheus nell’'utente
prometheus

sudo chown -R prometheus:prometheus /etc/prometheus/

sudo chown -R prometheus:prometheus /var/lib/prometheus/

2. Creare un file di servizio prometheus in /etc/systemd/system
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sudo nano /etc/systemd/system/prometheus.service

3. Inserire le seguenti righe, annotare il n.--storage.tsdb.retention.time=1y n. che imposta la conservazione
dei dati metrici su 1 anno. In alternativa, & possibile utilizzare n.--storage.tsdb.retention.size=n. 300GiB per
basare la conservazione sui limiti di storage. Questa € I'unica posizione in cui impostare la conservazione
delle metriche.

[Unit]

Description=Prometheus Time Series Collection and Processing Server
Wants=network-online.target

After=network-online.target

[Service]

User=prometheus

Group=prometheus

Type=simple

ExecStart=/usr/local/bin/prometheus \
-—config.file /etc/prometheus/prometheus.yml \
--storage.tsdb.path /var/lib/prometheus/ \
--storage.tsdb.retention.time=1y \
--web.console.templates=/etc/prometheus/consoles \
--web.console.libraries=/etc/prometheus/console libraries

[Install]
WantedBy=multi-user.target

4. Ricaricare il servizio systemd per registrare il nuovo servizio prometheus. quindi avviare e attivare |l
servizio prometheus.

sudo systemctl daemon-reload
sudo systemctl start prometheus

sudo systemctl enable prometheus

5. Verificare che il servizio sia in funzione correttamente

sudo systemctl status prometheus
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® prometheus.service - Prometheus Time Series Collection and Processing
Server
Loaded: loaded (/etc/systemd/system/prometheus.service; enabled;
vendor preset: enabled)
Active: active (running) since Mon 2022-08-22 15:14:24 EDT; 2s ago
Main PID: 6498 (prometheus)
Tasks: 13 (limit: 28818)
Memory: 107.7M
CPU: 1.143s
CGroup: /system.slice/prometheus.service
L—ca98 /usr/local/bin/prometheus --config.file
/etc/prometheus/prometheus.yml --storage.tsdb.path /var/lib/prometheus/
--web.console.templates=/etc/prometheus/consoles --web.con>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.510Z caller=head.go:544 level=info component=tsdb
msg="Replaying WAL, this may take a while"

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:615 level=info component=tsdb msg="WAL
segment loaded" segment=0 maxSegment=1

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:615 level=info component=tsdb msg="WAL
segment loaded" segment=1 maxSegment=1

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.816Z caller=head.go:621 level=info component=tsdb msg="WAL
replay completed" checkpoint replay duration=55.57us wal rep>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8317Z caller=main.go:997 level=info fs type=EXT4 SUPER MAGIC
Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.83172 caller=main.go:1000 level=info msg="TSDB started"

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.831Z caller=main.go:1181 level=info msg="Loading
configuration file" filename=/etc/prometheus/prometheus.yml

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T719:14:24.832Z caller=main.go:1218 level=info msg="Completed loading
of configuration file" filename=/etc/prometheus/prometheus.y>

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8327Z caller=main.go:961 level=info msg="Server is ready to
receive web requests."

Aug 22 15:14:24 aj-deb-prom0l prometheus[6498]: ts=2022-08-
22T19:14:24.8327Z caller=manager.go:941 level=info component="rule

manager" msg="Starting rule manager..."

6. A questo punto, dovresti essere in grado di accedere all’'interfaccia utente del tuo server prometheus
http://Prometheus-server:9090 E consultare l'interfaccia utente
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9 Prometheus Alerts

B Use local time ® Enable query history

@ | Execute

Remove Pane

Add Panel

7. Sotto "Stato", & possibile visualizzare lo stato dell’endpoint StorageGRID configurato in prometheus.yml

9 Prometheus Alerts Graph Status~ Help

Runtime & Build Information
Targets
TSDB Status
Command-Line Flags
Al Unhealthy Collapse Al v
Configuration
Rules
Targets

X Service Discovery
Endpoint

9 Prometheus Alerts Graph Status- Help

Targets

All  Unhealthy Collapse All

show less

Last Scrape
Endpoint State Labels Scrape Duration  Error

up instance="sgdemo-rtp.netapp.com:9081" 43.396sa 280.876ms
match[]="{__name__=~"alertmanager_*|cassandra_*|node_*|storagegrid_="}" job="StorageGRID" e[}

8. Nella pagina Graph (grafico), & possibile eseguire una query di test e verificare che i dati siano stati scartati
correttamente. Ad esempio, immettere "storagegrid_node_cpu_Utilization_percent" nella barra delle query
e fare clic sul pulsante Execute.




9 Prometheus

B Use local time &
Q  storagegrid_node_cpu_utilization_percentage Execute
Table

< >
- 3.4062500000005547
cc25-4255-8987-771e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-5G-GW01", job="node" node_id="97b62a35-c5f0-4ccd-alf8-24e6ddfc770b" site_id="a3d223fd- 3.264583333336901
cc25-4255-8987-771e724B8ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instance="TD-SG-SN01", job="node", node_id="17bal4f4-53fc-44fd-alcc-96d2525c31db", site_id="a3d223fd-
cc25-4255-8987-771e7246ad35", site_name="Tera01"}

storagegrid_node_cpu_utilization_percentage{instanc D-SG-SN02", job="node", node_id="b4343{55-16fd-4471-993c-1cd749867718", site_id="a3d223fd- 14.618749999999494
cc25-4255-8987-771e7246, 5" site_name="Tera0

storagegrid_node_cpu_utilization_percentage{instance="TD-5G-SN03", job="node", node_id="77313bb8-0300-45af-b748-98cd128dd39d", site_id="a3d223fd- 10.620833333423812
cc25-4255-8987 17 24Bad35", site_name="Tera01"}

Add Panel

Installare e configurare Grafana

Ora che prometheus ¢ installato e funzionante, possiamo passare all’installazione di Grafana e alla
configurazione di una dashboard

Installazione di Grafana

1. Installare I'ultima edizione Enterprise di Grafana

sudo apt-get install -y apt-transport-https

sudo apt-get install -y software-properties-common wget
sudo wget -g -O /usr/share/keyrings/grafana.key
https://packages.grafana.com/gpg.key

2. Aggiungi questo repository per le release stabili:

echo "deb [signed-by=/usr/share/keyrings/grafana.key]
https://packages.grafana.com/enterprise/deb stable main" | sudo tee -a

/etc/apt/sources.list.d/grafana.list

3. Dopo aver aggiunto il repository.

sudo apt-get update

sudo apt-get install grafana-enterprise

4. Ricaricare il servizio systemd per registrare il nuovo servizio Grafana. Quindi avviare e attivare il servizio
Grafana.
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sudo systemctl daemon-reload
sudo systemctl start grafana-server

sudo systemctl enable grafana-server.service

5. Grafana € ora installato e in esecuzione. Quando si apre un browser per HTTP://Prometheus-server:3000
viene visualizzata la pagina di accesso Grafana.

6. Le credenziali di accesso predefinite sono admin/admin ed € necessario impostare una nuova password
come richiesto.

Creare una dashboard Grafana per StorageGRID

Con Grafana e Prometheus installati e in esecuzione, ora € il momento di collegare i due elementi creando
un’origine dati e creando una dashboard

1. Nel riquadro di sinistra, espandere "Configuration" (Configurazione) e selezionare "Data Sources" (origini
dati), quindi fare clic sul pulsante "Add Data Source" (Aggiungi origine dati)

2. Prometheus sara una delle principali fonti di dati tra cui scegliere. In caso contrario, utilizzare la barra di
ricerca per individuare "Prometheus"

3. Configurare l'origine Prometheus immettendo 'URL dell’istanza prometheus e l'intervallo di scrape in modo
che corrisponda all’'intervallo Prometheus. Ho anche disattivato la sezione degli avvisi perché non ho
configurato il gestore degli avvisi su prometheus.
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tit Settings

Prometheus Default [ ]

HTTP

URL htip:/flocalhost:9090
Access Server (default)
Allowed cookles

Timeout

Auth

Basic auth With Credentiats
TLS Client Auth With CA Cert
Skip TLE Verlly

Forward DAuth ldemity

Custom HTTP Headers

+ Add header

Alerting
Manage slerts via Alerting Ul

Alsrimanager dats source

Scrape interval
Query timeout

HTTP Mathod

4. Una volta inserite le impostazioni desiderate, scorrere verso il basso e fare clic su "Save & test" (Salva e
verifica).

5. Una volta completato il test di configurazione, fare clic sul pulsante Esplora.

a. Nella finestra Esplora puoi utilizzare la stessa metrica che abbiamo testato Prometheus con
"storagegrid_node_cpu_Ultilization_percent" e fare clic sul pulsante "Esegui query"




- Dperatism

T Cuery Wwey L

6. Ora che abbiamo configurato I'origine dati, possiamo creare una dashboard.
a. Nel riquadro di sinistra, espandere "Dashboard" e selezionare "+ new Dashboard"
b. Seleziona "Aggiungi un nuovo pannello"

c. Configurare il nuovo pannello selezionando una metrica, di nuovo usero
"storagegrid_node_cpu_Utilization_Percent", inserire un titolo per il pannello, espandere "Opzioni" in

basso e per la modifica della legenda su custom e inserire "{{instance}}" per definire i nomi dei nodi", e
nel pannello di destra in "Opzioni standard" impostare "unita" su "varie/percentuali(0-100)". Quindi fare
clic su "Apply" (Applica) per salvare il pannello nella dashboard.

{_ New cdashboand f Edn Panat

gt atylen

Slasdlind eptione

+ Laprmssion




7.
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Potremmo continuare a costruire la nostra dashboard in questo modo per ogni metrica che vogliamo, ma
fortunatamente StorageGRID dispone gia di dashboard con pannelli che possiamo copiare nelle nostre
dashboard personalizzate.

a. Dal riquadro sinistro dell’interfaccia di gestione StorageGRID, selezionare "supporto”, quindi fare clic
su "metriche" nella parte inferiore della colonna "Strumenti".

b. Allinterno delle metriche, selezionero il link "Grid" nella parte superiore della colonna centrale.

Metrics
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c. Dalla dashboard della griglia, selezionare il pannello "Storage used - Object Metadata" (Storage
utilizzato - metadati oggetto). Fare clic sulla piccola freccia verso il basso e sulla fine del titolo del
pannello per visualizzare un menu a discesa. Da questo menu selezionare "Inspect" (ispezione) e
"Panel JSON" (pannello JSON).

d. Copiare il codice JSON e chiudere la finestra.



Inspect: Storage Used - Object Metadata

“datasource"
“"decimals™:

1,

"values™:
|
"lines": true
*linewidth": 1,
“links": [],
"aullPointMode": "nu
“options™: {

LlertThreshold": tr

“"parcentage": false

"renderer”: “fl
"seriesOverrides":

i

e. Nella nuova dashboard, fare clic sull’icona per aggiungere un nuovo pannello.
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thi+

Add panel

f. Applicare il nuovo pannello senza apportare modifiche

g. Proprio come per il pannello StorageGRID, controllare il JSON. Rimuovere tutto il codice JSON e
sostituirlo con il codice copiato dal pannello StorageGRID.

Panal Tels

h. Modificare il nuovo pannello e sul lato destro viene visualizzato un messaggio di migrazione con il
pulsante "Migrate" (migrazione). Fare clic sul pulsante, quindi sul pulsante "Apply" (Applica).

Sravige Lned - Doject Metndats
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8. Una volta che tutti i pannelli sono in posizione e configurati come si desidera. Salvare la dashboard
facendo clic sull'icona del disco in alto a destra e assegnando un nome alla dashboard.

Conclusione

Ora disponiamo di un server Prometheus con capacita di storage e conservazione dei dati personalizzabili.
Con questo possiamo continuare a costruire le nostre dashboard con le metriche piu rilevanti per le nostre
operazioni. E possibile ottenere ulteriori informazioni sulle metriche Prometheus raccolte in "Documentazione
StorageGRID".

Utilizzare F5 DNS per bilanciare il carico globale
StorageGRID

Di Steve Gorman (F5)

Questo report tecnico fornisce istruzioni dettagliate per la configurazione NetApp StorageGRID con i servizi
DNS F5 per il bilanciamento del carico globale, al fine di garantire una migliore disponibilita dei dati, una
maggiore coerenza dei dati e ottimizzare il routing delle transazioni S3 quando la griglia & distribuita su piu siti
el/o gruppi HA.

Introduzione

La soluzione DNS F5 BIG-IP, precedentemente denominata BIG-IP GTM (Global Traffic Manager) e
informalmente GSLB (Global Server Load Balancing), consente di realizzare in modo efficace un accesso
senza interruzioni tra piu gruppi HA attivi-attivi e soluzioni StorageGRID multi-sito attive-attive.

Configurazione StorageGRID multi-sito F5 BIG-IP

Indipendentemente dal numero di siti StorageGRID da supportare, almeno due appliance BIG-IP, fisiche o
virtuali, devono avere il modulo DNS BIG-IP abilitato e configurato. Maggiore € il numero di dispositivi DNS,
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maggiore sara il grado di ridondanza di cui un’azienda potra beneficiare.

BIG-IP DNS - Primi passi nella configurazione iniziale

Una volta che I'appliance BIG-IP ha completato almeno il provisioning iniziale, utilizzare un browser Web per
accedere all'interfaccia TMUI (BIG-IP GUI) e selezionare Sistema — Provisioning risorse. Come evidenziato,
assicurati che il modulo "Traffico globale (DNS)" abbia un segno di spunta e che sia autorizzato. Si noti che,
come nellimmagine, € comune che il "Traffico locale (LTM)" possa essere fornito sullo stesso dispositivo.
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Configurare gli elementi fondamentali del protocollo DNS

Il primo passo verso la gestione del traffico globale per i siti StorageGRID & scegliere la scheda DNS, dove
verra configurato praticamente tutto il controllo del traffico globale, e scegliere Impostazioni— GLSB. Abilita le
due opzioni di sincronizzazione e scegli un nome di gruppo DNS che verra condiviso tra gli appliance BIG-IP
partecipanti.
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Successivamente, vai su DNS > Consegna > Profili > DNS: Crea e crea un profilo che regolera le funzionalita

DNS che desideri abilitare o disabilitare. Se si & interessati alla generazione di registri DNS specifici,
consultare il collegamento precedente per la guida in aula DNS. Ecco un esempio di un profilo DNS
funzionante; notare i quattro punti salienti che rappresentano impostazioni che sono valori importanti. Per
maggiore consapevolezza, ogni possibile impostazione & spiegata nel seguente articolo F5 KB (Knowledge

Base) "qui".
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) thows

General Properties
ﬁ,_j. DNS Name fSdemo net_dns_profile
Delivery Pariiion / Path Commaon
il Parent Profile
Zones Denial of Service Protection
Caches Rapid Response Mode [Disabled v |
Saltings Rapid Response Last Action [Drop |
28 1.ocai Tt Hardware Acceleration
Protocol Validation | Disabled v
j. Acceleration Response Cache Disabled v
= Device Management DNS Features
DNSSEC ]
‘ Shared Objects can
U Security DNS Express
_ | DNS Cache
= Network DNS Cache Name
[£%] System DNS IPv6 to IPv4
Unhandled Cuery Aclions
Use BIND Server on BIG-IP
Insert Source Address into Client
Subnet Option
DNS Traffic
Zone Transfer Disabled v
DNS Security Disabled v
DNS Security Profile Name
Process Recursion Desired ‘Enabled w
Logging and Reporting
__Lmhg - Enabled v
Logging Profile [Sdemo_dns_logging_profile |
AVR Statistics Sample Rale &
| Update || Delete.. |

A questo punto possiamo regolare le caratteristiche dei protocolli UDP e TCP, attraverso dei “profili” creati, che
possono entrambi trasportare traffico DNS che coinvolge BIG-IP. Basta creare un nuovo profilo per UDP e
TCP. Supponendo che il traffico DNS attraversera i collegamenti WAN, una buona pratica € semplicemente
quella di ereditare le caratteristiche UDP e TCP note per funzionare bene negli ambienti WAN. Per aggiungerli,
basta cliccare sull’icona "+" accanto a ciascun protocollo e impostare il profilo padre come segue:

” o«

UDP — usa il profilo “padre” “udp_gtm_dns”
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TCP — usa il profilo “padre” “f5-tcp-wan”

DN5 » Delivery : Profiles : DN5S » Properties : (bdemonel_dns profile

Zones Load Balancing Proiocol | uoP —
Caches iHules DOther TGP
Seftings Transiation =

Hameservers

ES5 1 aral Troffie

Ora dobbiamo semplicemente assegnare un indirizzo IP sia per il traffico UDP che per quello TCP che
coinvolge il DNS BIG-IP. Per chi ha familiarita con BIG-IP LTM, si tratta essenzialmente della creazione di
server virtuali DNS, e i server virtuali necessitano di indirizzi IP "in ascolto". Come nello screenshot, segui le
frecce per creare server di ascolto/virtuali per DNS/UDP e DNS/TCP.

| OMLIME (ACTIVE)
-'| Standalone

ONS » Delivery : L

# -  Listener Lisd

[l iaops E ] Searci

GSLE Listener List

Zones Load Balancing —

Caches iRules

o o Add IP Address
R} Locat Tt L Listeners for UDP
5 | and TCP

Di seguito € riportato un esempio di un DNS BIG-IP live, in cui vediamo le impostazioni dell’ascoltatore del
server virtuale TCP e possiamo vedere come collega molti dei passaggi precedenti. Cio include il riferimento al
profilo DNS e al profilo del protocollo (TCP), nonché la configurazione di un indirizzo IP valido da utilizzare da
parte del DNS. Come per tutti gli oggetti creati con BIG-IP, € utile utilizzare un nome significativo che serva a
identificare automaticamente I'oggetto, come dns/siteb/TCP53 nell’esempio di nome assegnato.
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Questo conclude i passaggi preliminari, in genere "una tantum”, di configurazione di un dispositivo BIG-IP con
il modulo DNS abilitato. A questo punto siamo pronti per passare ai dettagli della configurazione di una
soluzione di gestione del traffico globale con i nostri dispositivi, che sara ovviamente collegata alle
caratteristiche dei siti StorageGRID .

Configurazione dei siti dei data center e creazione delle comunicazioni inter-BIG-IP in quattro passaggi

Fase uno: creare data center

Ogni sito che ospitera cluster di nodi da bilanciare localmente tramite BIG-IP LTM deve essere inserito nel
DNS BIG-IP. Questa operazione deve essere eseguita su un solo DNS BIG-IP, poiché stiamo creando un
gruppo DNS sincronizzato per supportare la gestione del traffico, pertanto questa configurazione sara
condivisa tra i membri DNS del gruppo.

Tramite I'interfaccia utente grafica TMUI, selezionare DNS > GSLB > Data Center > Elenco Data Center e
creare una voce per ciascuno dei siti StorageGRID . Se si utilizza una configurazione di rete allineata con la
Figura 1, dispositivo DNS situato in altri siti non StorageGRID , aggiungere i data center per questi siti oltre ai
siti di archiviazione. In questo esempio i siti a e b sono creati in Ohio e Oregon, i BIG-IP sono dispositivi DNS e
LTM doppi.

152



T
s TR s

ot DMY b DELE: Dl Silern o e Coni ks e o ol Ol < 5k
q | Menidmn:
i & - | Ponarie e e
fhm
Hemral Wuprac
Himra, | whan Aniwanin
| 1'1 IAppn Ptk Pafi | cerern
: | Ceauiphie {Fact oo dntn canir
2 s | sl = Huma = |
d R Locatior. | [z vrmees e
Ll (=] AL s || R
iy > = et |
L (=] rialh dvisaried
=ET e

[Erebh || Cosgrs ([ Deke, |

22161 5 (A5 Mz Movin Canie - Mives Danver |l o s Creenc:
ke T drasiiat (€ QLT ST N rmum Lrks Hatmbe e (K
ZaHin. Siww | [Eanekn
FET g oo [t | Do Geraral Fioparied
Hann: L i
{1 N micurabian Baifing. ! Sl o
g i Tiaweripkinn | Wt Lol Ll
LzzrEmn [z e Cvwood ]
Wy Sl e L
\,.-' " Brofer Prefeissgs [rsie Mo avir |
I Fuliaec, A Frpaali -
=i Weenanth L
fnplaaiy {0 An dabae (Erabine] - Snndubn
[ ik (Crabisd |

Passaggio due: creare server (elenco di tutti gli appliance BIG-IP nella soluzione)

Ora siamo pronti per connettere i singoli cluster del sito StorageGRID alla configurazione DNS BIG-IP.
Ricordiamo che I'appliance BIG-IP in ogni sito eseguira I'effettivo bilanciamento del carico del traffico S3,
tramite la configurazione di server virtuali che collegano un indirizzo IP/porta raggiungibile "front-end" a un set
di "pool" back-end di appliance Storage Node, utilizzando indirizzi IP/porte "back-end".

Ad esempio, se tutti i nodi di archiviazione in un pool dovessero essere disconnessi a livello amministrativo, ad
esempio per la dismissione di un sito o inaspettatamente a causa di controlli di integrita non riusciti in tempo
reale, il traffico verra indirizzato ad altri siti modificando le risposte alle query DNS.

Per collegare i siti StorageGrid, in particolare i server virtuali locali, alla configurazione DNS BIG-IP su ciascun
dispositivo, la configurazione deve essere eseguita una sola volta. In una fase successiva, le configurazioni
dell'intero gruppo di dispositivi DNS BIG-IP saranno sincronizzate.

In parole povere, creeremo un elenco, denominato elenco server, di tutti i nostri dispositivi BIG-IP,
indipendentemente dal fatto che siano dotati di licenza DNS, LTM o entrambi. Una volta completato I'elenco,
questo elenco principale verra sincronizzato con tutti gli appliance DNS BIG-IP.

Su un dispositivo con licenza DNS BIG-IP, seleziona DNS > GSLB > Server > Elenco server e fai clic sul
pulsante Aggiungi (+).
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| quattro elementi chiave da considerare quando si aggiunge ogni BIG-IP sono: * Selezionando BIG-IP dal
menu a discesa del prodotto, sono possibili altri bilanciatori di carico, ma in genere non hanno la reattivita di
visibilita in tempo reale quando lo stato di salute del nodo back-end peggiora in ogni sito. * Aggiungere
l'indirizzo IP dell’appliance DNS BIG-IP. Probabilmente, la prima volta che si aggiunge un’appliance DNS BIG-
IP, 'indirizzo sara quello dell’appliance corrente a cui si accede tramite GUI, mentre le appliance future
saranno quelle delle altre appliance nella soluzione. * Scegliere un monitor di integrita, utilizzare sempre "BIG-
IP" quando il bilanciatore del carico aggiunto € un’appliance BIG-IP, per la valutazione dello stato di integrita
del nodo StorageGRID back-end. * Facoltativamente, richiedere il rilevamento automatico del server virtuale
se 'appliance € un’appliance DNS/LTM doppia.
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In alcune situazioni, ad esempio in caso di problemi di rete temporanei o regole ACL del firewall tra posizioni di
rete, quando si aggiunge un dispositivo remoto in questa fase, la scoperta del server virtuale potrebbe non
mostrare voci per i dispositivi remoti con LTM configurato. In questi casi, dopo aver aggiunto il nuovo
dispositivo ("server"), & possibile aggiungere manualmente i server virtuali come indicato di seguito. Se si
aggiunge un dispositivo BIG-IP DNS-only, non ci saranno server virtuali da scoprire o aggiungere a quel
dispositivo.

S may manually add the virtual

pared i =;isiar'.ne's[_§;|-arthe-’athra'geﬁhll:r-s;i::.:

Dobbiamo aggiungere queste voci server per ogni appliance nella nostra soluzione in tutti i siti, incluse le
appliance BIG-IP DNS, le appliance BIG-IP LTM e tutte le appliance che svolgono il doppio ruolo di unita DNS
e LTM.

Fase tre: stabilire la fiducia tra tutti gli apparecchi BIG-IP

Nell’esempio seguente, sono stati aggiunti quattro dispositivi come server, distribuiti su due siti. Si noti che
ogni sito ha un DNS BIG-IP e un LTM BIG-IP dedicati. Tuttavia, tutti gli elettrodomestici, ad eccezione di quello
attualmente connesso, mostrano icone blu nella colonna "Stato". Cio significa che non & ancora stata stabilita
una relazione di fiducia con gli altri dispositivi BIG-IP.
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Per aggiungere attendibilita, accedi tramite SSH al BIG-IP in cui sono stati appena inseriti i dettagli di
configurazione tramite la GUI e usa I'account "root" per accedere all'interfaccia della riga di comando del BIG-
IP. Emettere il seguente comando singolo al prompt: bigip_add

Il comando "bigip_add" estrae il certificato di gestione dai dispositivi BIGIP di destinazione per utilizzarlo
durante la configurazione del canale crittografato "iQuery" tra i server GSLB nel cluster. iQuery, per
impostazione predefinita, viene eseguito utilizzando la porta TCP 4353 ed € I'hearbeat che consente ai membri
DNS BOG-IP di rimanere sincronizzati. Utilizza xml e gzip nel canale crittografato. Se si esegue "bigip_add"
senza alcuna opzione, il comando verra eseguito su tutti i dispositivi BIGIP nell’elenco del server GSLB
utilizzando il nome utente corrente per connettersi agli endpoint. Per verificare rapidamente se I'operazione &
andata a buon fine, basta tornare all'interfaccia utente grafica di BIG-IP e verificare che tutti i server abbiano
ora i certificati elencati nel menu a discesa visualizzato.
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Fase quattro: sincronizzare tutti gli appliance DNS BIG-IP con il gruppo DNS

Il passaggio finale consentira di configurare completamente tutti gli apparecchi DNS BIG-IP semplicemente
utilizzando I'interfaccia utente grafica TMUI di una singola unita. In un caso di esempio, in cui sono presenti
due siti StorageGRID , cio significa utilizzare SSH per raggiungere la riga di comando del DNS BIG-IP
dell'altro sito. Dopo essersi connessi come root e aver verificato che i criteri/ACL del firewall consentano ai
due dispositivi DNS BIG-IP di comunicare sulle porte TCP 22 (SSH), 443 (HTTPS) e 4354 (protocollo iQuery
F5), immettere questo comando al prompt: gtm_add <indirizzo IP del primo sito DNS BIG-IP, dove sono stati
precedentemente esegquiti tutti i passaggi dell’interfaccia utente grafica>

A questo punto, € possibile eseguire qualsiasi ulteriore lavoro di configurazione DNS su qualsiasi dispositivo
DNS BIG-IP aggiunto al gruppo. Il comando precedente, gtm_add, non deve essere applicato ai membri
dell'appliance che sono solo LTM. Solo gli apparecchi che supportano DNS richiedono questo comando per
diventare parte del gruppo DNS sincronizzato.

Configurazione dei siti dei data center e creazione delle comunicazioni inter-BIG-IP

A questo punto, tutti i passaggi per creare il gruppo di appliance DNS BIG-IP sottostante e funzionante sono
completati. Ora possiamo procedere con la creazione di nomi, FQDN, che puntano ai nostri servizi Web/S3
distribuiti esposti in ogni data center StorageGRID .

Questi nomi sono denominati "IP ampi" o WIP in breve e sono normali FQDN DNS con record di risorse DNS
A. Tuttavia, anziché puntare a un server come un tradizionale record di risorse A, puntano internamente a pool
di server virtuali BIG-IP. Ogni pool, singolarmente, pud essere costituito da un insieme di uno o piu server
virtuali. Un client S3 che richiede un indirizzo IP per la risoluzione dei nomi ricevera l'indirizzo del server
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virtuale S3 nel sito StorageGRID ottimale selezionato in base ai criteri.

IP estesi, pool e server virtuali in breve

Per fare un esempio semplice e fittizio, un WIP per il nome storage.quantumvault.com potrebbe vedere la
soluzione DNS BIG-IP collegata a due pool di potenziali server virtuali. Il primo pool potrebbe essere composto
da 4 siti nel Nord America; il secondo pool potrebbe essere composto da 3 siti in Europa.

Il pool selezionato potrebbe essere ottenuto in base a una serie di decisioni politiche; forse si potrebbe
utilizzare un semplice rapporto di 5:1 per indirizzare la maggior parte del traffico verso i siti StorageGRID del
Nord America. Forse € piu probabile una scelta basata sulla topologia, in cui il pool viene scelto in modo che,
ad esempio, tutto il traffico S3 di origine europea venga indirizzato ai siti europei e il resto del traffico S3
mondiale venga indirizzato ai data center nordamericani.

Una volta che BIG-IP DNS ha individuato un pool, supponiamo che sia stato selezionato il pool
nordamericano: il record di risorse DNS A effettivo restituito per risolvere storage.quantumvault.com puod
essere uno qualsiasi dei 4 server virtuali supportati da BIG-IP LTM in uno qualsiasi dei 4 siti nordamericani.
Ancora una volta, la scelta & guidata dalle policy: esistono semplici approcci "statici" come Round-Robin,
mentre selezioni "dinamiche" piu avanzate come sonde di prestazioni per misurare la latenza di ciascun sito
dai resolver DNS locali vengono mantenute e utilizzate come criterio per la selezione del sito.

Per impostare un pool di server virtuali su un DNS BIG-IP, seguire il percorso del menu DNS > GSLB > Pool >
Elenco pool > Aggiungi (+). In questo esempio, possiamo vedere che vari server virtuali nordamericani
vengono aggiunti a un pool e I'approccio preferito al bilanciamento del carico, quando viene selezionato questo
pool, viene scelto in modo graduale.
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Aggiungiamo il WIP (Wide IP), il nome del nostro servizio che verra risolto dal DNS, a una distribuzione
seguendo DNS > GSLB > Wide IP > Wide IP List > Create (+). Nel’esempio seguente, forniamo un esempio di
WIP per un servizio di archiviazione abilitato per S3.
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Adattare il DNS per supportare la gestione del traffico globale

A questo punto tutti i nostri dispositivi BIG-IP sottostanti sono pronti per eseguire il GSLB (bilanciamento del
carico globale del server). Per sfruttare la soluzione, dobbiamo semplicemente modificare e assegnare i nomi
utilizzati per i flussi di traffico S3. L'approccio generale & quello di delegare parte di un dominio DNS esistente
di un’azienda al controllo del DNS BIG-IP. Cio significa "ritagliare" una sezione dello spazio dei nomi, un
sottodominio, e delegare il controllo di questo sottodominio agli appliance DNS BIG-IP. Tecnicamente, cio si
ottiene assicurandosi che gli appliance DNS BIG-IP dispongano di record di risorse DNS (RR) nel DNS
aziendale e quindi trasformando questi nomi/indirizzi in record di risorse DNS del server dei nomi (NS) per il
dominio delegato.

Oggigiorno le aziende possono gestire il DNS in vari modi, uno dei quali € una soluzione completamente
ospitata. Un esempio di cid sarebbe la gestione e I'utilizzo del DNS tramite Windows Server 2025. Un
approccio alternativo pud essere quello di sfruttare provider cloud-DNS come AWS Route53 o Squarespace.

Ecco un esempio fittizio a scopo illustrativo. StorageGRID supporta la lettura e la scrittura di oggetti tramite il
protocollo S3 con un dominio esistente gestito da AWS Route53; il dominio di esempio esistente € f5demo.net.

Vorremmo assegnare il sottodominio engineering.f5demo.net agli apparecchi DNS BIG-IP per la gestione del
traffico globale. Per fare cio, creiamo un nuovo record di risorse NS (name server) per engineering.f5demo.net
e lo indirizziamo all’elenco dei nomi degli appliance DNS BIG-IP. Nel nostro esempio abbiamo due dispositivi
DNS BIG-IP e pertanto creiamo per essi due record di risorse A.
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Ora, ad esempio, configureremo un IP ampio (WIP) nel nostro DNS BIG-IP, poiché il DNS utilizza la
sincronizzazione di gruppo, dobbiamo solo effettuare la regolazione utilizzando l'interfaccia utente grafica di un
dispositivo. All'interno dell’interfaccia utente grafica DNS BIG-IP, andare su DNS > GSLB > IP estesi > Elenco
IP estesi (+). Ricordiamo che in una configurazione FQDN DNS tradizionale si immetterebbero uno o piu
indirizzi IPv4; nel nostro caso puntiamo semplicemente a uno o piu pool di server virtuali StorageGRID .
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Nel nostro esempio, abbiamo server HTTPS web generici situati sia in Ohio che in Oregon. Con un semplice
approccio "round robin", dovremmo essere in grado di vedere il DNS globale rispondere alle query per i
mapping dei record di risorse A per www.wip.engineering.fS5demo.net con entrambi gli IP del server virtuale.
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Un test semplice pud essere effettuato con i browser Web o, nel caso di S3 che utilizza StorageGRID, forse
con strumenti grafici come S3Browser. Ogni query DNS vedra il sito del data center successivo nel pool
utilizzato come destinazione per il traffico successivo, grazie alla nostra scelta di Round Robin all'interno del
pool.

Nella nostra configurazione di esempio, possiamo usare dig o nslookup per generare rapidamente una serie di
due query DNS e assicurarci che il DNS BIG-IP stia effettivamente eseguendo un bilanciamento del carico
round robin, con il risultato che entrambi i siti ricevono traffico nel tempo.

Command Prompt

C:\Users\gorman>nslookup www.wip.engineering.f5demo.net
Server: dns.google
Address: 8.8.8.8

Non-authoritative answer:
DNS request timed out.
timeout was 2 seconds.
Name : www . wip.engineering.f5demo.nek
Address: U4.256.237.170

C:\Users\gorman>nslookup www.wip.engineering.f5demo.net
Server: dns.google
Address: 8.8.8.8

Non-authoritative answer:
DNS request timed out.
timeout was 2 seconds.
Name : www . wip.engineering.f5demo gt
Address: 3.1U45.176.2U6

Esplorazione suggerita per tecniche piu avanzate

Uno dei tanti approcci possibili prevede I'utilizzo della modalita "Disponibilita globale" anziché del semplice
esempio "Round Robin" fornito sopra. Grazie alla disponibilita globale, & possibile indirizzare il traffico verso
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I'ordine sequenziale dei pool o dei server virtuali all’interno di un singolo pool. In questo modo, tutto il traffico
S3 potrebbe essere indirizzato per impostazione predefinita, ad esempio, verso un sito di New York City.

Se i controlli di integrita indicano un problema con la disponibilita del nodo StorageGRID in questo sito, il
traffico potrebbe a quel punto essere indirizzato a St. Louis. Se St. Louis dovesse riscontrare problemi di
salute, un sito a Francoforte potrebbe a sua volta iniziare a ricevere transazioni di lettura o scrittura S3.
Pertanto, la disponibilita globale & un approccio alla resilienza complessiva della soluzione S3 StorageGRID .
Un altro approccio consiste nel combinare e abbinare approcci di bilanciamento del carico, utilizzando un
approccio a livelli.

DNS » GSLE: Pools : Pool List » Members : waww_wip_engineering_fstest net pool : A

Statistics

Load Balancing
Preferred: | Round Trip Time |
Load Balancing Method Alternzte: | Ratio w |
Fallback: [Fallback IP |
Fallback IP 47 456
| Update |

In questo esempio, un’opzione "dinamica" € la prima scelta di bilanciamento del carico per i siti nel pool
configurato. Nell’esempio mostrato, viene mantenuto un approccio di misurazione continua che utilizza il
sondaggio attivo delle prestazioni del resolver DNS locale e funge da catalizzatore per la selezione del sito. Se
questo approccio non fosse disponibile, i singoli siti possono essere selezionati in base al rapporto assegnato
a ciascuno. Grazie al rapporto, i siti StorageGRID piu grandi e con maggiore larghezza di banda possono
ricevere piu transazioni S3 rispetto ai siti piu piccoli. Infine, come possibile scenario di disaster recovery,
qualora tutti i siti nel pool diventassero non funzionanti, I'lP di fallback specificato viene utilizzato come sito di
ultima istanza. Uno dei metodi di bilanciamento del carico piu interessanti del DNS BIG-IP & la "Topologia", in
cui viene osservata la sorgente in entrata delle query DNS, il resolver DNS locale dell’'utente S3, e utilizzando
le informazioni sulla topologia di Internet viene selezionato dal pool il sito apparentemente "piu vicino".

Infine, se i siti si estendono in tutto il mondo, potrebbe valere la pena prendere in considerazione I'utilizzo della
tecnologia "probe" dinamica discussa in dettaglio nel manuale DNS F5 BIG-IP. Con le sonde € possibile
monitorare le fonti frequenti di query DNS, ad esempio un partner business-to-business il cui traffico utilizza
generalmente lo stesso resolver DNS locale. Le sonde DNS BIG-IP possono essere avviate dal BIG-IP LTM in
ogni sito nel mondo, per determinare in generale quale sito potenziale offrirebbe la latenza piu bassa per le
transazioni S3. Pertanto, il traffico proveniente dall’Asia potrebbe essere meglio servito dai siti StorageGRID
asiatici rispetto ai siti situati in Nord America o in Europa.

Conclusione

L'integrazione di F5 BIG-IP con NetApp StorageGRID risolve le sfide tecniche legate alla disponibilita e alla
coerenza dei dati su piu siti e all'ottimizzazione del routing delle transazioni S3. L'implementazione di questa
soluzione migliora la resilienza, le prestazioni e I'affidabilita dello storage, rendendola ideale per le aziende che
cercano un’infrastruttura di storage solida, scalabile e flessibile.

Per saperne di pil, la documentazione ufficiale F5 per BIG-IP DNS pud essere trovata qui "collegamento”. E

inoltre possibile trovare una guida guidata allo stile di classe che fornisce istruzioni dettagliate su un esempio
di configurazione "qui".
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Configurazione SNMP Datadog
Di Aron Klein

Configurare Datadog per raccogliere le metriche e i trap snmp di StorageGRID.

Configurare Datadog

Datadog € una soluzione di monitoraggio che fornisce metriche, visualizzazioni e avvisi. La seguente
configurazione € stata implementata con I'agente linux versione 7.43.1 su un host Ubuntu 22.04.1 distribuito
localmente nel sistema StorageGRID.

Profilo Datadog e file trap generati dal file MIB StorageGRID

Datadog fornisce un metodo per convertire i file MIB del prodotto in file di riferimento datadog necessari per
mappare i messaggi SNMP.

Questo file yaml di StorageGRID per la mappatura della risoluzione del trap Datadog generato in base alle
istruzioni trovate "qui". + inserire questo file in /etc/datadog-Agent/conf.d/snmp.d/trap_db/ +
* "Scaricare il file yaml trap" +
o checksum md5 42e27e4210719945a46172b98c379517 +
> sha256 checksum d0fe5c8e6ca3c902d054f854b70a85f928cba8b7c76391d356f05d2cf73b6887 +
Questo file yaml del profilo StorageGRID per la mappatura delle metriche Datadog generato in base alle
istruzioni trovate "qui". + inserire questo file in /etc/datadog-Agent/conf.d/snmp.d/profiles/ +
» "Scarica il file yaml del profilo" +
o checksum md5 72b7784f4801adda4e0c3ea77df19aa +
> sha256 checksum b6b7fadd33063422a8bb8e39b3ead8ab38349ee02229926eadc8585f0087b8cee +

Configurazione Datadog SNMP per metriche

La configurazione di SNMP per le metriche pud essere gestita in due modi. E possibile configurare il
rilevamento automatico fornendo un intervallo di indirizzi di rete contenente i sistemi StorageGRID o definendo
gli IP dei singoli dispositivi. La posizione della configurazione € diversa in base alla decisione presa. lI
rilevamento automatico viene definito nel file yaml dell’agente datadog. Le definizioni esplicite dei dispositivi
vengono configurate nel file yaml di configurazione snmp. Di seguito sono riportati alcuni esempi di ciascuno
per lo stesso sistema StorageGRID.

Rilevamento automatico

la configurazione si trova in /etc/datadog-agent/datadog.yaml
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listeners:
- name: snmp
snmp listener:
workers: 100 # number of workers used to discover devices concurrently
discovery interval: 3600 # interval between each autodiscovery in
seconds
loader: core # use core check implementation of SNMP integration.
recommended
use device id as hostname: true # recommended
configs:
- network address: 10.0.0.0/24 # CIDR subnet
snmp version: 2
port: 161
community string: 'stOr@gegrid' # enclose with single quote
profile: netapp-storagegrid

Singoli dispositivi

/etc/datadog-agent/conf.d/snmp.d/conf.yaml

init config:
loader: core # use core check implementation of SNMP integration.
recommended
use device id as hostname: true # recommended
instances:
- ip address: '10.0.0.1"
profile: netapp-storagegrid
community string: 'stOr@gegrid' # enclose with single quote
- ip address: '10.0.0.2'
profile: netapp-storagegrid
community string: 'stOr@gegrid'
- ip address: '10.0.0.3"'
profile: netapp-storagegrid
community string: 'stOr@gegrid'
- ip address: '10.0.0.4"
profile: netapp-storagegrid
community string: 'stOr@gegrid'

Configurazione SNMP per i trap

La configurazione per i trap SNMP & definita nel file yaml di configurazione del datadog /etc/datadog-
Agent/datadog.yaml
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network devices:
namespace: # optional, defaults to “default”.
snmp traps:
enabled: true
port: 9162 # on which ports to listen for traps
community strings: # which community strings to allow for v2 traps

- stOrQgegrid

Esempio di configurazione SNMP StorageGRID

L’agente SNMP nel sistema StorageGRID si trova nella scheda di configurazione, colonna Monitoring
(monitoraggio). Attivare SNMP e immettere le informazioni desiderate. Se si desidera configurare i trap,
selezionare "Destinations trap" (Destinazioni trap) e creare una destinazione per I'host dell’agente Datadog
contenente la configurazione trap.

SNMP Agent

You can configure SNMP for read-only MIB access and notifications. SNMPvL, SNMPv2e, SNMPv3 are supported. For SNMPv3, only User Security Model [LSM)
authentication is supported. All nodes in the grid share the same SNMP configuration,

Enable SNMP @

System Contact @
System Location @ lab

Enable SNMP Agent Notifications @
Enable Authentication Traps @ [
Community Strings

Default Trap Community @ stOr@gegrid

Read-Only Community 8

String 1 stOr@gegrid +
Other Configurations
Agent Addresses (0) USM Users (0) Trap Destinations (1)
._-.Ij_Creatz j
Version Type Hast Part Protocsl fl::r:rrwnitjl{usﬂ
SHMPVIE inform 10,193 52.241 8162 upP DA Comimunity:

stiniEgegrid
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Utilizzare rclone per migrare, INSERIRE ed ELIMINARE
oggetti su StorageGRID

Di Siegfried Hepp e Aron Klein

Rclone & un tool e client a riga di comando gratuito per le operazioni S3. E possibile utilizzare rclone per
migrare, copiare ed eliminare i dati degli oggetti su StorageGRID. rclone include la possibilita di eliminare i
bucket anche quando non sono vuoti con una funzione di "purge”, come illustrato nell’esempio riportato di
seguito.

Installare e configurare rclone

Per installare rclone su una workstation o su un server, scaricarlo da "rclone.org".

Fasi iniziali della configurazione

1. Creare il file di configurazione rclone eseguendo lo script di configurazione o creando manualmente il file.

2. In questo esempio userd sgdemo come nome dell’endpoint remoto di StorageGRID S3 nella
configurazione rclone.

a. Creare il file di configurazione ~/.config/rclone/rclone.conf

[sgdemo]

type = s3

provider = Other

access key id = ABCDEFGH123456789JKL

secret access key = 123456789ABCDEFGHIJKLMNO0123456789PQRST+V

endpoint = sgdemo.netapp.com

b. Eseguire rclone config
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config. rclone

2023/04/13 14:22:45 NOTICE: Config file
"/root/.config/rclone/rclone.conf" not found - using defaults
No remotes found - make a new one

n) New remote

s) Set configuration password

g) Quit config

n/s/g> n

name> sgdemo

Option Storage.

Type of storage to configure.

Enter a string value. Press Enter for the default ("").

Choose a number from below, or type in your own value.
1 / 1Fichier

\ "fichier"

2 / Alias for an existing remote
\ "alias"

3 / Amazon Drive
\

"amazon cloud drive"

4 / Amazon S3 Compliant Storage Providers including AWS,
Alibaba, Ceph, Digital Ocean, Dreamhost, IBM COS, Minio,
SeaweedFS, and Tencent COS

\ "s3"

5 / Backblaze B2
\ "b2"

6 / Better checksums for other remotes
\ "hasher"

7 / Box
\ "box"

8 / Cache a remote
\ "cache"

9 / Citrix Sharefile
\ "sharefile"

10 / Compress a remote
\ "compress"

11 / Dropbox
\ "dropbox"

12 / Encrypt/Decrypt a remote
\ "crypt"

13 / Enterprise File Fabric
\ "filefabric"

14 / FTP Connection
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15

16

17

18

19

20

21

22

23

24

25

26

27

28

31

32

33

34

35

36

PN N N N U N N N O N N N N N N N - N N N

" ftp"

Google Cloud Storage (this is not Google Drive)

"google cloud storage"
Google Drive

"drive"

Google Photos

"google photos"

Hadoop distributed file system
"hdfs"

Hubic

"hubic"

In memory object storage system.
"memory"

Jottacloud

"jottacloud"

Koofr

"koofr"

Local Disk

"local"

Mail.ru Cloud

"mailru"

Mega

"mega"

Microsoft Azure Blob Storage
"azureblob"

Microsoft OneDrive
"onedrive"

OpenDrive

"opendrive"

OpenStack Swift (Rackspace Cloud Files,

"swift"

Pcloud

"pcloud"

Put.io

"putio"

QingCloud Object Storage
"gingstor"

SSH/SFTP Connection
"sftp"

Sia Decentralized Cloud
"sia"

Sugarsync

"sugarsync"

Tardigrade Decentralized Cloud Storage
"tardigrade"

Memset Memstore,
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37

38

39

40

41

42

43

44

45

PN N N N N N N

Transparently chunk/split
"chunker"

Union merges the contents
"union"

Uptobox

"uptobox"

Webdav

"webdav"

Yandex Disk

"yandex"

Zoho

"zoho"

http Connection

i e ™

premiumize.me
"premiumizeme"

seafile

"seafile"

Storage> 4

large files

of several upstream fs



Option provider.

Choose your S3 provider.

Enter a string value.

1

10

11

12

13

14

/

N 7N N N N N N N N N N N N o

~

Amazon Web Services (AWS) S3
"AWS"

Alibaba Cloud Object Storage System
"Alibaba"

Ceph Object Storage

"Ceph"

Digital Ocean Spaces
"DigitalOcean"

Dreamhost DreamObjects
"Dreamhost"

IBM COS S3

"IBMCOS"

Minio Object Storage

"Minio"

Netease Object Storage (NOS)
"Netease"

Scaleway Object Storage
"Scaleway"

SeaweedFS S3

"SeaweedFS"

StackPath Object Storage
"StackPath"

Tencent Cloud Object Storage (COS)
"TencentCOS"

Wasabi Object Storage

"Wasabi"

Any other S3 compatible provider
"Other"

provider> 14

(0SS)

Press Enter for the default ("").

Choose a number from below, or type in your own value.

formerly Aliyun
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Option env_auth.

Get AWS credentials from runtime (environment variables or

EC2/ECS meta data if no env vars).

Only applies if access_key id and secret access_ key is blank.

Enter a boolean value (true or false). Press Enter for the

default ("false").

Choose a number from below, or type in your own value.

1 / Enter AWS credentials in the next step.

\ "false"

2 / Get AWS credentials from the environment (env vars or IAM).
\ "true"

env_auth> 1

Option access key id.

AWS Access Key ID.

Leave blank for anonymous access or runtime credentials.
Enter a string value. Press Enter for the default ("").
access key id> ABCDEFGH123456789JKL

Option secret access key.

AWS Secret Access Key (password).

Leave blank for anonymous access or runtime credentials.
Enter a string value. Press Enter for the default ("").
secret access key> 123456789ABCDEFGHIJKLMN0123456789PQRST+V

Option region.

Region to connect to.

Leave blank if you are using an S3 clone and you don't have a
region.

Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value.

/ Use this if unsure.

1 | Will use v4 signatures and an empty region.
\ mwn
/ Use this only if v4 signatures don't work.
2 | E.g. pre Jewel/v10 CEPH.

\ "other-v2-signature"
region> 1
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Option endpoint.

Endpoint for S3 API.

Required when using an S3 clone.

Enter a string value. Press Enter for the default ("").
endpoint> sgdemo.netapp.com

Option location constraint.

Location constraint - must be set to match the Region.

Leave blank if not sure. Used when creating buckets only.

Enter a string value. Press Enter for the default ("").

location constraint>
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Option acl.
Canned ACL used when creating buckets and storing or copying
objects.
This ACL is used for creating objects and if bucket acl isn't
set, for creating buckets too.
For more info wvisit
https://docs.aws.amazon.com/AmazonS3/latest/dev/acl-
overview.html#canned-acl
Note that this ACL is applied when server-side copying objects as
S3
doesn't copy the ACL from the source but rather writes a fresh
one.
Enter a string value. Press Enter for the default ("").
Choose a number from below, or type in your own value.

/ Owner gets FULL CONTROL.

1 | No one else has access rights (default).
\ "private"
/ Owner gets FULL CONTROL.
2 | The AllUsers group gets READ access.
\ "public-read"
/ Owner gets FULL CONTROL.
3 | The AllUsers group gets READ and WRITE access.
| Granting this on a bucket is generally not recommended.
\ "public-read-write"
/ Owner gets FULL CONTROL.
4 | The AuthenticatedUsers group gets READ access.
\ "authenticated-read"
/ Object owner gets FULL CONTROL.
5 | Bucket owner gets READ access.
|

If you specify this canned ACL when creating a bucket,
Amazon S3 ignores it.

\ "bucket-owner-read"

/ Both the object owner and the bucket owner get FULL CONTROL
over the object.

6 | If you specify this canned ACL when creating a bucket,

Amazon S3 ignores it.

\ "bucket-owner-full-control"
acl>

Edit advanced config?

y) Yes
n) No (default)
y/n> n
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[sgdemo]
type = s3
provider = Other

access key id = ABCDEFGH123456789JKL
123456789ABCDEFGHIJKLMNO0123456789PQRST+V
endpoint = sgdemo.netapp.com:443

secret access key =

y) Yes this is OK (default)

e) Edit this remote

d) Delete this remote

y/e/d>

Current remotes:

Name

sgdemo

e) Edit existing remote

n) New remote

d) Delete remote

r) Rename remote

c) Copy remote

s) Set configuration password
g) Quit config

e/n/d/x/c/s/q> g

Esempi di comandi di base

* Creare un bucket:

rclone mkdir remote:bucket

mkdir sgdemo:test01

@ Utilizzare --no-check-certificate se si desidera ignorare i certificati SSL.

* Elenca tutti i bucket:
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rclone 1lsd remote:

1. rclone Isd sgdemo:

» Elenca oggetti in un bucket specifico:

rclone 1ls remote:bucket

rclone Is sgdemo:test01

65536 TestObject.O
65536 TestObject.l
65536 TestObject.10
65536 TestObject.1l2
65536 TestObject.13
65536 TestObject.14
65536 TestObject.1l5
65536 TestObject.1l6
65536 TestObject.1l7
65536 TestObject.18
65536 TestObject.2
65536 TestObject.
65536 TestObject.
65536 TestObject.
65536 TestObject.
65536 TestObject.
65536 TestObject.
33554432 bigob]
102 key.Jjson
47 lockedOl.txt
4294967296 sequential-read.0.0
15 test.txt
116 version.txt

O 0 J o U1 W

¢ Eliminare un bucket:

rclone rmdir remote:bucket

rclone rmdir sgdemo:test02

* Mettere un oggetto:

rclone copy filename remote:bucket
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~/test/testfile.txt sgdemo:test01

» Ottenere un oggetto:

rclone copy remote:bucket/objectname filename

~/testfile.txt test/testfileS3.txt

* Elimina un oggetto:

rclone delete remote:bucket/objectname

rclone delete sgdemo:test01/testfile.txt

* Migrare oggetti in un bucket
rclone sync source:bucket destination:bucket --progress

rclone sync source directory destination:bucket --progress

rclone sync sgdemo:test01 sgdemo:clone01 --progress

Transferred: 4.032 GiB / 4.032 GiB, 100%, 95.484 KiB/s, ETA
Os
Transferred: 22 / 22, 100%
Elapsed time: 1lm4.2s
@ Utilizzare --Progress o -P per visualizzare 'avanzamento dell’attivita. In caso contrario, non
viene visualizzato alcun output.

« Elimina un bucket e tutti i contenuti degli oggetti

rclone purge remote:bucket --progress
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rclone purge sgdemo:test01 --progress

Transferred: OB/ 0B, -, 0B/s, ETA -
Checks: 46 / 46, 100%

Deleted: 23 (files), 1 (dirs)

Elapsed time: 10.2s

rclone Is sgdemo:test01

2023/04/14 09:40:51 Failed to ls: directory not found

Best practice di StorageGRID per I'implementazione con
Veeam Backup and Replication

Di Oliver Haensel e Aron Klein

Questa guida si concentra sulla configurazione di NetApp StorageGRID e, in parte, su Veeam Backup and
Replication. Questo documento & stato scritto per gli amministratori di storage e rete che hanno familiarita con
i sistemi Linux e hanno il compito di mantenere o implementare un sistema NetApp StorageGRID in
combinazione con Veeam Backup and Replication.

Panoramica

Gli amministratori dello storage cercano di gestire la crescita dei propri dati con soluzioni che soddisfino la
disponibilita, gli obiettivi di recovery rapido, scalino per soddisfare le loro esigenze e automatizzino la policy
per la conservazione dei dati a lungo termine. Queste soluzioni devono anche fornire protezione da perdite o
attacchi dannosi. Insieme, Veeam e NetApp hanno avviato una partnership per creare una soluzione di data
Protection che combina Veeam Backup & Recovery con NetApp StorageGRID per lo storage a oggetti on-
premise.

Veeam e NetApp StorageGRID offrono una soluzione facile da utilizzare che lavorano insieme per contribuire a
soddisfare le richieste di una rapida crescita dei dati e di maggiori normative in tutto il mondo. Lo storage a
oggetti basato sul cloud € celebre per la sua resilienza, la sua capacita di scalare, le efficienze operative e i
costi che lo rendono la scelta naturale come destinazione dei backup. Questo documento fornira linee guida e
consigli per la configurazione della soluzione Veeam Backup e del sistema StorageGRID.

Il workload a oggetti di Veeam crea un elevato numero di operazioni simultanee di PUT, DELETE ed LIST di
piccoli oggetti. L'attivazione dellimmutabilita aumenta il numero di richieste all’archivio oggetti per
impostazione della conservazione e dell’elenco delle versioni. Il processo di un processo di backup include la
scrittura degli oggetti per la modifica giornaliera, quindi, una volta completate le nuove scritture, il processo
eliminera tutti gli oggetti in base al criterio di conservazione del backup. La pianificazione dei processi di
backup si sovrappone quasi sempre. Questa sovrapposizione risultera in un’ampia parte della finestra di
backup che consiste in un carico di lavoro PUT/DELETE di 50/50 KB sull'archivio di oggetti. Rettificare in
Veeam il numero di operazioni simultanee con I'impostazione dello slot di attivita, aumentando la dimensione
dell’'oggetto aumentando la dimensione del blocco di lavoro di backup, riducendo il numero di oggetti nelle
richieste di eliminazione multioggetto, inoltre, la scelta della finestra temporale massima per il completamento
dei lavori ottimizzera la soluzione in termini di prestazioni e costi.
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Assicurati di leggere la documentazione del prodotto per "Backup e replica di Veeam" E "StorageGRID" prima
di iniziare. Veeam fornisce calcolatori per comprendere il dimensionamento dell'infrastruttura Veeam e i
requisiti di capacita da utilizzare prima di dimensionare la soluzione StorageGRID . Si prega di controllare
sempre le configurazioni convalidate Veeam- NetApp sul sito Web del programma Veeam Ready per "Veeam
Ready Object, immutabilita degli oggetti e Repository" .

Configurazione Veeam

Versione consigliata

Si consiglia sempre di restare aggiornati e di applicare gli aggiornamenti rapidi piu recenti per il sistema Veeam
Backup & Replication 12 0 12,1. Attualmente consigliamo almeno di installare Veeam 12 patch P20230718.

S3 Configurazione del repository

Un repository di backup scale-out (SOBR) ¢ il Tier di capacita dello storage a oggetti S3. Il Tier di capacita
un’estensione del repository primario che offre periodi di conservazione dei dati piu lunghi e una soluzione di
storage a costi inferiori. Veeam offre la possibilita di fornire immutabilita tramite ’API S3 Object Lock. Veeam
12 pud utilizzare bucket multipli in un repository scale-out. StorageGRID non ha un limite per il numero di
oggetti o la capacita in un singolo bucket. L'utilizzo di bucket multipli pud migliorare le performance durante il
backup di set di dati molto grandi, dove i dati di backup possono raggiungere la scalabilita di petabyte in
oggetti.

In base al dimensionamento della soluzione e ai requisiti specifici, potrebbe essere necessario limitare le
attivita simultanee. Le impostazioni predefinite specificano uno slot di attivita del repository per ogni core della
CPU e per ogni slot di attivita un limite di 64 slot di attivita simultanei. Ad esempio, se il server dispone di 2
core CPU, per l'archivio oggetti verra utilizzato un totale di 128 thread simultanei. Questo include PUT, GET e
Batch Delete. Si consiglia di selezionare un limite conservativo agli slot di attivita da utilizzare per iniziare e
regolare questo valore una volta che i backup Veeam hanno raggiunto lo stato stabile dei nuovi backup e dei
dati di backup in scadenza. Collabora con I'account team di NetApp per dimensionare il sistema StorageGRID
in modo appropriato e soddisfare le finestre temporali e le performance desiderate. Per fornire la soluzione
ottimale, potrebbe essere necessario regolare il numero di slot di attivita e il limite di attivita per slot.

Configurazione del processo di backup

| job di backup Veeam possono essere configurati con diverse opzioni di dimensione del blocco che devono
essere prese in considerazione con attenzione. Le dimensioni predefinite del blocco sono di 1MB KB e, grazie
all'efficienza dello storage, Veeam offre funzionalita di compressione e deduplica crea dimensioni degli oggetti
di circa 500KB KB per il backup completo iniziale e oggetti 100-200kB per i job incrementali. Possiamo
aumentare enormemente le performance e ridurre i requisiti per I'archivio di oggetti scegliendo una dimensione
maggiore dei blocchi di backup. Sebbene le dimensioni maggiori dei blocchi apportino notevoli miglioramenti
nelle performance dell’archivio di oggetti, si presenta al costo di potenzialmente aumentare i requisiti di
capacita dello storage primario grazie alle ridotte performance di efficienza dello storage. Si consiglia di
configurare i processi di backup con una dimensione blocco di 4MB KB che crea circa 2MB oggetti per i
backup completi e dimensioni oggetto di 700kB-1MB KB per i backup incrementali. | clienti possono prendere
in considerazione anche la configurazione dei lavori di backup utilizzando blocchi di 8 MB, che possono essere
abilitati con 'assistenza del supporto Veeam.

L'implementazione di backup immutabili utilizza S3 Object Lock nell’archivio oggetti. L'opzione immutabilita
genera un numero maggiore di richieste all’archivio oggetti per I'elenco e la conservazione degli aggiornamenti
sugli oggetti.

Alla scadenza delle trattenute di backup, i lavori di backup elaboreranno I'eliminazione degli oggetti. Veeam
invia le richieste di eliminazione all’archivio oggetti nelle richieste di eliminazione di piu oggetti di 1000 oggetti
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per richiesta. Per le soluzioni di piccole dimensioni, potrebbe essere necessario regolarle per ridurre il numero
di oggetti per richiesta. La riduzione di questo valore avra il vantaggio di distribuire in modo piu uniforme le
richieste di eliminazione tra i nodi nel sistema StorageGRID. Si consiglia di utilizzare i valori nella tabella
seguente come punto di partenza per configurare il limite di eliminazione di piu oggetti. Moltiplicare il valore
nella tabella per il numero di nodi per il tipo di appliance scelto per ottenere il valore per 'impostazione in
Veeam. Se questo valore € uguale o superiore a 1000 non & necessario regolare il valore predefinito. Se
questo valore deve essere modificato, si prega di collaborare con il supporto di Veeam per apportare la
modifica.

Modello di appliance S3MultiObjectDeleteLimit per nodo
SG5712 34

SG5760 75

SG6060 200

Contatta il tuo account team NetApp per ottenere la configurazione consigliata in base alle tue
esigenze specifiche. Le raccomandazioni sulle impostazioni di configurazione di Veeam
includono:

@ » Dimensione blocco processo di backup = 4MB
* Limite slot attivita SOBR= 2-16

* Limite eliminazione oggetti multipli = 34-1000

Configurazione StorageGRID

Versione consigliata

Per le distribuzioni Veeam sono consigliate le versioni NetApp StorageGRID 11.9 0 12.0 con I'ultimo hotfix. Si
consiglia sempre di rimanere aggiornati e di applicare gli ultimi hotfix per il sistema StorageGRID .

Bilanciamento del carico e configurazione dell’endpoint S3

Veeam richiede che I'endpoint sia connesso solo tramite HTTPS. Una connessione non crittografata non &
supportata da Veeam. Il certificato SSL pud essere un certificato autofirmato, un’autorita di certificazione
privata attendibile o un’autorita di certificazione pubblica attendibile. Per garantire un accesso continuo al
repository S3, si consiglia di utilizzare almeno due bilanciatori del carico in una configurazione ha. | bilanciatori
del carico possono essere un servizio di bilanciamento del carico integrato fornito da StorageGRID situato in
ogni nodo amministrativo e nodo gateway o soluzione di terze parti come F5, Kemp, HAproxy,
Loadbalancer.org, ecc. L'utilizzo di un bilanciatore del carico StorageGRID fornira la possibilita di impostare
classificatori di traffico (regole QoS) che possono dare priorita al workload Veeam, o limitare Veeam a non
influire sui carichi di lavoro a priorita piu alta sul sistema StorageGRID.

Bucket S3

StorageGRID ¢ un sistema di archiviazione multi-tenant sicuro. Si consiglia di creare un tenant dedicato per il
carico di lavoro Veeam. Facoltativamente, & possibile assegnare una quota di archiviazione. Come buona
pratica, abilitare "utilizza la propria fonte di identita". Proteggere 'utente di gestione root del tenant con una
password appropriata. Veeam Backup 12 richiede una forte coerenza per i bucket S3. StorageGRID offre
molteplici opzioni di coerenza configurate a livello di bucket. Per distribuzioni multi-sito con Veeam che accede
ai dati da piu posizioni, selezionare "strong-global”. Se i backup e i ripristini Veeam vengono eseguiti solo in un
singolo sito, il livello di coerenza deve essere impostato su "strong-site". Per ulteriori informazioni sui livelli di
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coerenza del bucket, consultare "documentazione" . Per utilizzare StorageGRID per i backup di immutabilita di
Veeam, S3 Object Lock deve essere abilitato globalmente e configurato sul bucket durante la creazione del
bucket.

Gestione del ciclo di vita

StorageGRID supporta la replica e I'erasure coding per la protezione a livello di oggetto in siti € nodi
StorageGRID. L’erasure coding richiede almeno una dimensione dell’oggetto di 200kB KB. Le dimensioni
predefinite dei blocchi per Veeam di 1MB producono dimensioni degli oggetti che possono spesso essere
inferiori a questa dimensione minima consigliata di 200kB KB dopo le efficienze di storage di Veeam. Per le
performance della soluzione, non € consigliabile utilizzare un profilo di erasure coding su piu siti, a meno che
la connettivita tra i siti non sia sufficiente per non aggiungere latenza o limitare la larghezza di banda del
sistema StorageGRID. In un sistema StorageGRID multisito, la regola ILM puo essere configurata per
memorizzare una singola copia in ciascun sito. Per garantire la massima durata, & possibile configurare una
regola per memorizzare una copia con erasure coding in ogni sito. L'utilizzo di due copie locali nei server
Veeam Backup € I'implementazione piu consigliata per questo workload.

Elimina le prestazioni

Veeam fornisce la regolazione della frequenza delle richieste di eliminazione e la pianificazione del processo di
eliminazione del backup. Per ottimizzare ulteriormente le prestazioni di eliminazione, € possibile disabilitare le
eliminazioni sincrone e lasciare che lo scanner ILM gestisca I'eventuale eliminazione degli oggetti.

Passaggi per disabilitare le eliminazioni sincrone

1. Aprire StorageGRID Grid Manager.

Nell’angolo in alto a destra, seleziona il punto interrogativo e poi Documentazione API.
Nell’'angolo in alto a destra, fare clic sul collegamento alla pagina Documentazione API privata.
Espandi ilm-advanced.

Selezionare OTTIENI ilm-advanced.

Selezionare Provalo, quindi Esegui.

N o ok~ 0 DN

Controllare il risultato della risposta.

a. Se i valori sono nulli, significa che sono in uso i valori ilm-advanced predefiniti.

b. Se i valori non sono nulli, significa che sono in uso valori avanzati ILM personalizzati. Copia tutto
I'output dopo "data":, iniziando con { fino al penultimo }.

i. Salvalo in un editor di testo.

Esempio di risposta:
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Response body

"responseTime”: "2025-09-19T715:01:28.142Z",
"status": "success",
"apiVersion": "4.2",
"data": {
"deletes": {
"synchronous"”: null,
"deleteQueueWorkers": null,
"asynchronousQueueRatio"”: null,
"synchronousTimeout”: null,
"asyncILMDeletes": null,
"maxConcurrentUnlinkTruncateOps": null
},
"scanner": {
"ignoreTimeSinceLastClientOp": null,
"ignoreTimeSinceLastILMOp": null,
"scanRate": null,
"leakedUUIDCheckRatio”: null,
"leakedUUIDMaxConcurrentWorkers": null,
"leakedUUIDIgnoreTimeSincelLastEvent": null,
"bucketDeleteObjectsMaxConcurrentWorkers"”: null

8. Selezionare PUT ilm-advanced.
9. Seleziona Provalo per iniziare a modificare il corpo dell’API.

a. Per impostazione predefinita, il corpo dell’API conterra valori predefiniti € non valori personalizzati
configurati in precedenza. Ecco perché € MOLTO importante eseguire i passaggida5a 7.

10. Se nei passaggi da 5 a 7 vengono rilevati valori non predefiniti, sostituire il corpo del’API con I'output
salvato nel passaggio 7. . Altrimenti, se i valori erano nulli nei passaggi 5-7, lasciare il corpo dell’API cosi
com’é.

11. Regola i seguenti parametri nella casella del corpo dell’API:

a. Impostare il valore sincrono su falso.

Esempio di testo del corpo dell’API:
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Edit Value Model

"deletes": {
“synchronous": false|,
"deleteQueueWorkers": null,
"asynchronousQueueRatio": 10,
"synchronousTimeout": 30,
"asyncILMDeletes": null,
"maxConcurrentUnlinkTruncateOps": null

},

"scanner": {
"ignoreTimeSincelLastClientOp": 3600,
"ignoreTimeSinceLastILMOp": 10800,
"scanRate": null,
"leakedUUIDCheckRatio": 10,
"leakedUUIDMaxConcurrentWorkers": 64,
"leakedUUIDIgnoreTimeSincelLastEvent": 3600,
"bucketDeleteObjectsMaxConcurrentWorkers": 64

12. Una volta completato, seleziona Esegui

Punti chiave di implementazione

StorageGRID

Assicurarsi che blocco oggetti sia attivato sul sistema StorageGRID se € necessaria 'immutabilita. Individuare
'opzione nell’interfaccia utente di gestione in Configurazione/blocco oggetti S3.

Configuration = S3 Object Lock

S3 Object Lock

o 53 Object Lock has been enabled for the grid and cannot be disabled.

Enable $3 Object Lock for your entire StorageGRID system if 53 tenant accounts need to satisfy regulatory compliance requirements when saving object data. After this setting is enabled, it cannot be
disabled.

Before enabling S3 Object Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with 53 Object Lock enabled.
It must create at least two replicated object copies or one erasure-coded copy.
These copies must exist on Storage Nodes for the entire duration of each line in the placement instructions.
Object copies cannot be saved in a Cloud Storage Pool.
Object copies cannot be saved on Archive Nodes.
At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.
At least one line of the placement instructions must be "forever".
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Quando si crea il bucket, selezionare "Enable S3 Object Lock" (attiva blocco oggetti 3D) se questo bucket
deve essere utilizzato per i backup di immutabilita. In questo modo si attiva automaticamente la versione
bucket. Lasciare disattivata la conservazione predefinita poiché Veeam impostera esplicitamente la
conservazione degli oggetti. Versioning e blocco oggetto S3 non devono essere selezionati se Veeam non sta
creando backup immutabili.

Manage object settings optional

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an
object as needed.

ﬂ Object versioning has been enabled automatically because this bucket has 53 Object Lock enabled.

53 Object Lock

53 Object Lock allows you to specify retention and legal hold settings for the objects ingested into a bucket. If you want to use 53
Object Lock, you must enable this setting when you create the bucket. You cannot add or disable S3 Object Lock after a bucket is
created.

If S3 Object Lock is enabled, object versioning is enabled for the bucket automatically and cannot be suspended.

Enable S3 Object Lock

Default retention @

Automatically protect new objects put into this bucket from being deleted or overwritten.

@) Disable

Enable

Una volta creato il bucket, andare alla pagina dei dettagli del bucket creato. Selezionare il livello di coerenza.
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Buckets = veeam12
veeam12

Region:
S3 Object Lock:
Date created:

Object count:

us-east-1

Enabled

2023-09-21 08:01:38 GMT
0

View bucket contents in Experimental 53 Console [4]

Delete objects in bucket | | Delete bucket

Consistency level

Last access time updates

Object versioning

S3 Object Lock

Bucket options Bucket access Platform services

Read-after-new-write (default)

Disabled

Enabled

Enabled

Veeam richiede una forte coerenza per i bucket S3. Quindi, per implementazioni multi-sito con Veeam che

accede ai dati da posizioni multiple, seleziona "strong-Global". Se Veeam effettua backup e ripristini solo su un

singolo sito, dovrebbe essere impostato su "strong-site". Salvare le modifiche.

Bucket options

Consistency level

Storage Nodes and sites.

All

@ Strong-global

Strong-site

Available

Bucket access Platform services

Read-after-new-write (default)

Change the consistency control for operations performed on the objects in the bucket. Consistency levels provide a balance between the availability of objects and the consistency of those objects across different

In general, use the Read-after-new-write consistency level for your buckets. Then, if objects do not meet availability or consistency requirements, change the client application's behavior, or set the Consistency-
Control header for an individual API request, which overrides the bucket setting.

Provides the highest guarantee of consistency. All nodes receive the data immediately, or the request will fall.

Guarantees read-after-write consistency for all client requests across all sites.

Guarantees read-after-write consistency for all client requests within a site.

Read-after-new-write (default)

Provides read-after-write consistency for new objects and eventual consistency for object updates. Offers high availability and data protection guarantees. Recommended for most cases.

Provides eventual consistency for both new objects and object updates. For 53 buckets, use anly as required (for example, for a bucket that contains log values that are rarely read, or for HEAD or GET
operations on keys that do not exist). Not supported for FabricPool buckets.

Last access time updates Disabled

StorageGRID fornisce un servizio di bilanciamento del carico integrato in ogni nodo amministrativo e nodo di
gateway dedicato. Uno dei numerosi vantaggi dell’utilizzo di questo bilanciamento del carico € la possibilita di
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configurare i criteri di classificazione del traffico (QoS). Sebbene vengano utilizzati principalmente per limitare
l'impatto di un’applicazione su altri carichi di lavoro dei client o per assegnare priorita a un carico di lavoro
rispetto ad altri, forniscono anche un bonus di raccolta di metriche aggiuntive per agevolare il monitoraggio.

Nella scheda di configurazione, selezionare "Traffic Classification" (classificazione traffico) e creare una nuova
policy. Assegnare un nome alla regola e selezionare il bucket o il tenant come tipo. Immettere i nomi dei bucket
o locatario. Se la QoS & necessaria, impostare un limite, ma per la maggior parte delle implementazioni, &
sufficiente aggiungere i vantaggi di monitoraggio che questo fornisce, quindi non impostare un limite.

Create a traffic classification policy

You can create traffic classification policies to monitor the network traffic for specific buckets, tenants, IP
addresses, subnets, or load balancer endpoints. You can optionally limit this traffic based on bandwidth,
number of concurrent requests, or the request rate.

@ Enter policy name —— @ Add matching rules —— @ Set limits —— o Review the policy
Review the policy

Policy Veeam

name:

Description:Policy to monitor
Veeam bucket
traffic

Matching rules

Type Inverse
Match value @
(7] v match @
Bucket test No
Veeam

A seconda del modello e della quantita di appliance StorageGRID, potrebbe essere necessario selezionare e
configurare un limite al numero di operazioni simultanee nel bucket.
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Name
Type in a name and description for this object storage repository,

MName:
|0bject storage repository 1|

Account _
Description:

HNEEer Created by SRVI2\Administrator at 2/3/2021 8:15 AM.

Summary

[+ Limit concurrent tasks to: E

Use this setting to limit the maximum number of tasks that can be processed concurrently in cases
when your object storage is overloaded or cannot keep up with the number of API requests issued by
multiple object storage offload tasks.

< Previous || MNext > || Finish || Cancel |

Seguite la documentazione Veeam sulla configurazione del lavoro di backup nella console Veeam per avviare
la procedura guidata. Dopo aver aggiunto le VM, selezionare il repository SOBR.

Edit Backup Job v backup dmb b4

w Storage
- Specify processng proxy server to be used for source data refrieval, backup repositony to store the backup files produced by
m this joir and customize advanced job settings if requiired,

Hame Backup peoon )
| Bmiomatic seleckion | | Choose..
Yirnual Machines v
Backup repositony:
_ | bar=metal 4mb [Created by MUCCEC chaensel st 1403.2023 15:21) w
Gutst Processing é WA Mep beckup
Retention policy: [ 30 2 -
S policy: | 3 ~ | [days
¥} Keep certain full backups longer for archival purposes | Configure..
Summary

G weekly, 3 monthly

I Configure secandary destinasions for this job
Capy backups produced by this job to another batkup repository, or lape. We recommend to make
at least ons copy of your backups to & different storage devace that is located ofi-site.

Advanced job settings inchude backup mode, cormprassion and deduplication. block
size, notification settngs, automated post-iob acbivity and other settings, i e e

| <Previows [ MNem» || Fmisn || Concal
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Fare clic su Impostazioni avanzate e modificare le impostazioni di ottimizzazione dell'archiviazione a 4 MB o
piu. Compressione e deduplica devono essere abilitate. Modificare le impostazioni guest in base ai requisiti e
configurare la pianificazione del processo di backup.

Advanced Settings 4

Backup | Mainteriznce | Storage | Motifications | viphere | Infegration | Scripts

Data reduction
¥| Exclude swap file blocks [recommended)
i| Exclude deleted file blocks (recommended)
Compression levek
| Optimel {recommended) ~ |

Provides for the best -:Gmpue-s.;.u.:m to p-:ﬁ-_m.'."al'n:e ratia, lowest backup |.:~r:..x_\.-
CPU usage snd fastest restore

';h-:mgu- aptimiration:
AWE o

Required far processing rrachines with disks farger than 1007T8. Reduces
dedupe rabo and increasss the size of incrermental backups

Encrypteon

| Enable backup file encrypbicn

Save As Delault DK, Cancel

Monitoraggio di StorageGRID

Per avere un quadro completo delle prestazioni congiunte di Veeam e StorageGRID, devi attendere la
scadenza del tempo di conservazione dei primi backup. Fino a questo punto il workload Veeam € costituito
principalmente da operazioni PUT e non si sono verificati eliminazioni. Una volta che i dati di backup stanno
per scadere e le operazioni di pulizia sono in corso, & ora possibile vedere I'utilizzo completo e coerente
nell’archivio oggetti e regolare le impostazioni in Veeam, se necessario.

StorageGRID fornisce utili grafici per monitorare il funzionamento del sistema nella pagina metriche della
scheda supporto. | dashboard principali da esaminare saranno S3 Overview, ILM e Traffic Classification Policy,
se é stato creato un criterio. Nel dashboard Panoramica di S3 sono disponibili informazioni su velocita
operative, latenze e risposte delle richieste di S3.

Osservando le velocita S3 e le richieste attive & possibile visualizzare la quantita di carico gestita da ciascun
nodo e il numero complessivo di richieste in base al tipo.
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Summarized Rates

600 ops/s 2.50K ops/s

400 ops/s Eiopse

200 ops/s | 1.50K ops/s
1K ops/s
0ops/s
12:00 14:00 16:00 18:00 20:00 22:.00 00:00 02:00 04:00 06:00 500 ops/s
== 505712-tme-13 delete_object == sg5712-tme-13 get_object == sg5712-tme-13 get_usage
== 505712:tme-13 put_object == $g5712-tme-14 delete_object == sg5712-tme-14 get_object °°"5/fz£ B e e e o
$g5712-tme-14 put_object $g5712-tme-15 delete_object $g5712-tme-15 get_object

== $05712-tme-15 put_object $05712-tme-16 delete_obiject $a5712-tme-16 get_object == Sitel delete_object == Sitel get_object == Sitel get usage == Site1 put_object

Active Requests Summarized Active Requests

30K
25K

4K 20K
15K

2K
10K

0

12:00 14:00 16:00 18:00 20:00 22:00 00:00 02:00 04:00 5K

0

== 5g5712-tme-13 delete_object == $g5712-tme-13 put_object == sg5712-tme-14 delete_object
12:00 14:.00 16:00 18:00 20:00 22:00 00:00 02:00 04:00

== $05712-tme-14 put_object $g5712-tme-15 delete_object 5g5712-tme-15 put_object
$95712-tme-16 delete_object $g5712-tme-16 put_object == Site1 delete_object == Site1 put_object

Il grafico durata media mostra il tempo medio impiegato da ciascun nodo per ciascun tipo di richiesta. Questa
e la latenza media della richiesta e potrebbe essere un buon indicatore che potrebbe essere necessaria una
regolazione aggiuntiva o che il sistema StorageGRID pud assumere piu carico.

Average Duration

11:30 12:00 12:30 13:00 13:30 14:00 14:30 15:00 15:30 16:00 16:30 17:00 17:30 18:00 18:30

== $g6060-tme-09 delete_object == sg6060-tme-09 put_object == $g6060-tme-10 delete_object == sg6060-tme-10 put_object $g6060-tme-11 delete_object $g6060-tme-11 put_object $g6060-tme-14 delete_object

Nel grafico Total Completed Requests (Richieste totali completate), & possibile visualizzare le richieste per tipo
e codici di risposta. Se si visualizzano risposte diverse da 200 (OK) per le risposte, questo potrebbe indicare
un problema come il sistema StorageGRID sta caricando pesantemente inviando 503 risposte (rallentando) e
potrebbe essere necessario un ulteriore tuning, o € arrivato il momento di espandere il sistema per il carico
aumentato.

Total Completed Requests

300 Mmil

200 Mil

100 Mil

09/20 09/23 09/26 09/29 10/02

== 200 delete_bucket == 200 delete_object == 200 get_object == 200 head_bucket 200 list_buckets
200 other 200 put_bucket 200 put_object 404 other == 404 put_object 405 put_object
500 delete_object 503 delete_object 503 head_bucket 503 put_object

Nel dashboard ILM & possibile monitorare le prestazioni di eliminazione del sistema StorageGRID.
StorageGRID utilizza una combinazione di eliminazioni sincrone e asincrone su ciascun nodo per provare e




ottimizzare le performance complessive per tutte le richieste.

Average Delete Times

s
15:00 15110 15:20 15:30 15:40 15:50 16:00 16:10 16:20 16:30 16:40 16:50

$g6060-tme-09 delete metadata == sg6060-tme-10 delete metadata == sg6060-tme-11 delete metadata
$g6060-tme-14 delete metadata $g6060-tme-09 cloc remove
$g6060-tme-11 cloc remove $g6060-tme-14 cloc remove
$q6060-tme-11 total $06060-tme-14 total

$96060-tme-10 cloc remove
$g6060-tme-09 total == $g6060-tme-10 total

Rate of Client Driven Deletes

400 ops/s

300 ops/s

200 ops/s

100 ops/s

0 ops/s

1500 1510 1520 1530 1540 1550 16:00 1610 16:20 16:30 16:40 16:50

== 5g6060-tme-09 sync == $g6060-tme-10 sync == $g6060-tme-11 sync == $g6060-tme-14 sync

$g6060-tme-09 async $g6060-tme-10 async $g6060-tme-11 async $96060-tme-14 async
$g6060-tme-09 sync timed out == sg6060-tme-10 sync timed out $g6060-tme-11 sync timed out
$q6060-tme-14 sync timed out

Active Deletes

oL L Al

1500 1510 1520 1530 1540 1550 1600 1610 16:220 16:30 16:40 16:50

w= 506060-tme-09 common == $g6060-tme-10 common = sg6060-tme-11 common
== $96060-tme-14 common

Rate of ILM Driven Deletes

500 ops/s
400 ops/s
300 ops/s
200 ops/s

100 /! 3
ops/s ‘ j—\\‘

0 ops/s
1510 1520 1530 15:40

15:00

== 506060-tme-09 queue == 5g6060-tme-10 queue == $g6060-tme-11 queue == sg6060-tme-14 queue
$g6060-tme-09 MD purge $g6060-tme-10 MD purge $g6060-tme-11 MD purge
$g6060-tme-14 MD purge

Con una Traffic Classification Policy, possiamo visualizzare le metriche sul carico bilanciatore richiesta
ghput, tassi, durata, cosi come le dimensioni oggetto che Veeam sta inviando e ricevendo.
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Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:
+ "Documentazione del prodotto NetApp StorageGRID"

» "Backup e replica di Veeam"

Configurare I’origine dati Dremio con StorageGRID
Di Angela Cheng

Dremio supporta una varieta di origini dati, incluso lo storage a oggetti on-premise o basato su cloud. E
possibile configurare Dremio in modo che utilizzi StorageGRID come origine dati dello storage a oggetti.

Configurare I'origine dati Dremio

Prerequisiti

* Un URL dell’endpoint StorageGRID S3, un ID della chiave di accesso tenant S3 e una chiave di accesso
segreta.

» Raccomandazione per la configurazione di StorageGRID: Disattivare la compressione (disattivata per
impostazione predefinita).
Dremio utilizza I'intervallo di byte GET per recuperare contemporaneamente diversi intervalli di byte
dall'interno dello stesso oggetto durante la query. Le dimensioni tipiche per le richieste di intervalli di byte
sono 1MB. L'oggetto compresso riduce le prestazioni di LETTURA DELL'intervallo di byte.

Guida di Dremio

"Connessione ad Amazon S3 - Configurazione dell’archiviazione compatibile con S3".

Istruzioni

1. Nella pagina Datasets di Dremio, fare clic sul segno + per aggiungere un’origine, selezionare "Amazon
S3".

2. Immettere un nome per la nuova origine dati, I'ID della chiave di accesso tenant StorageGRID S3 e la
chiave di accesso segreta.

3. Selezionare la casella 'Crittografa connessione' se si utilizza https per la connessione all’endpoint
StorageGRID S3.
Se si utilizza un certificato CA autofirmato per questo endpoint S3, seguire la procedura della guida Dremio
per aggiungere questo certificato CA a <JAVA_HOME>/jre/lib/Security + del server Dremio
Esempio di screenshot
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https://docs.netapp.com/us-en/storagegrid/
https://www.veeam.com/documentation-guides-datasheets.html?productId=8&version=product%3A8%2F221
https://docs.dremio.com/current/sonar/data-sources/object/s3/

5. In Proprieta di connessione, fare clic su + Aggiungi proprieta e aggiungere queste S3A proprieta.
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Advanced Options

Reflection Refresh

Metadata

Privileges

Name

Authentication

ECZ Metadata AWS Profile

© AWS Access Key

IAM Role to Assume

Enerypt connection

Public Buckets

Buckets

(#) Add bucket

No Authentication

Fare clic su "Opzioni avanzate" e selezionare "attiva modalita di compatibilita”

fs.s3a.connection.il valore massimo predefinito € 100. Se i set di dati S3 includono file Parquet di grandi
dimensioni con 100 o piu colonne, € necessario immettere un valore maggiore di 100. Per questa

impostazione, fare riferimento alla guida Dremio.

Nome

fs.s3a.endpoint

fs.s3a.path.style.access

fs.s3a.connection.maximum

Esempio di screenshot

Valore

<StorageGRID S3 endpoint:porta>

vero

<un valore maggiore di 100>

iable.



General Enable asynchronous access when possibla

Apply requaster-pays to 53 requasts
Reflection Refresh
= Enable file status check
Metadata Enable partition column inference

Privileges Root Path

!

Server side encryption key ARN

Default CTAS Format

PARQUET

Connection Properties

Name Walua
fs.s3a.path.style.access true

MName Walua
fs.53a. endpoint sgdemo.netapp.com

Mame Value
fs.53a.connection.maximum 1000

(¥ Add property

Allowlisted buckats

& Add bucket

Cache Options

Enable local caching when possible
Max percent of total available cache space to use whan possible

100

. Configurare altre opzioni Dremio in base ai requisiti dell’organizzazione o delle applicazioni.
. Fare clic sul pulsante Salva per creare questa nuova origine dati.

. Una volta aggiunta correttamente l'origine dati StorageGRID, viene visualizzato un elenco di bucket sul
pannello di sinistra.
Esempio di screenshot
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Datasets StorageGRID
(A hdp-user wame 4
v Spaces (0) @ [ apache-hive
[ cdp-cluster
[ cdp-tera
No spaces yet [ databrick-tpcds
Add space
[ delta-lake
] dicluster-tpeds
Sources E") - g

@ StorageGRID 0 [ dremio-csv

NetApp StorageGRID con GitLab
Di Angela Cheng

NetApp ha testato StorageGRID con GitLab. Vedere I'esempio di configurazione GitLab riportato di seguito.
Fare riferimento a. "Guida alla configurazione dello storage a oggetti GitLab" per ulteriori informazioni.

Esempio di connessione allo storage a oggetti
Per le installazioni dei pacchetti Linux, questo € un esempio di connection impostazione nel modulo

consolidato. Modifica /etc/gitlab/gitlab.rb e aggiungere le seguenti righe, sostituendo i valori
desiderati:

194


https://docs.gitlab.com/ee/administration/object_storage.html

# Consolidated object storage configuration

gitlab rails['object store']['enabled'] = true
gitlab rails['object store']['proxy download'] = true
gitlab rails['object store']['connection'] = {

'provider' => 'AWS',
'region' => 'us-east-1',
'endpoint' => 'https://<storagegrid-s3-endpoint:port>',
'path stype' => 'true',
'aws access key id' => '<AWS ACCESS KEY ID>',
'aws secret access key' => '<AWS SECRET ACCESS KEY>'
}
# OPTIONAL: The following lines are only needed if server side encryption
is required
gitlab rails['object store']['storage options'] = {
'server side encryption' => 'AES256'

}

gitlab rails['object store']['objects']['artifacts']['bucket'] = 'gitlab-
artifacts'

gitlab rails['object store']['objects']['external diffs']['bucket'] =
'gitlab-mr-diffs'

gitlab rails['object store']['objects']['lfs']['bucket'] = 'gitlab-1fs'
gitlab rails['object store']['objects']['uploads']['bucket'] = 'gitlab-
uploads'

gitlab rails['object store']['objects']['packages']['bucket'] = 'gitlab-
packages'

gitlab rails['object store']['objects']['dependency proxy']['bucket'] =
'gitlab-dependency-proxy'

gitlab rails['object store']['objects']['terraform state']['bucket'] =
'gitlab-terraform-state'

gitlab rails['object store']['objects']['pages']['bucket'] = 'gitlab-
pages'
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Procedure ed esempi di API

Testare e dimostrare le opzioni di crittografia S3 su
StorageGRID

Di Aron Klein

StorageGRID e I'API S3 offrono diversi modi per crittografare i dati inattivi. Per ulteriori informazioni, vedere
"Esaminare i metodi di crittografia StorageGRID".

Questa guida illustra i metodi di crittografia del’API S3.

Server Side Encryption (SSE)

SSE consente al client di memorizzare un oggetto e di crittografarlo con una chiave univoca gestita da
StorageGRID. Quando I'oggetto viene richiesto, 'oggetto viene decrittografato dalla chiave memorizzata in
StorageGRID.

Esempio SSE

* METTI un oggetto con SSE

aws s3api put-object --bucket <bucket> --key <file> --body "<file>"
--server-side-encryption AES256 --endpoint-url https://s3.example.com

» TESTA 'oggetto per verificare la crittografia

aws s3api head-object --bucket <bucket> --key <file> --endpoint-url
https://s3.example.com

"AcceptRanges": "bytes",

"LastModified": "2022-05-02T19:03:03+00:00",
"ContentLength": 47,

"ETag": "\"82e8bfb872e778a4687a26e6c0bl36bcl\"",
"ContentType": "text/plain",
"ServerSideEncryption": "AES256",

"Metadata": {}

* OTTIENI 'oggetto

196


https://docs.netapp.com/us-en/storagegrid-116/admin/reviewing-storagegrid-encryption-methods.html

aws s3api get-object --bucket <bucket> --key <file> <file> --endpoint
-url https://s3.example.com

Crittografia lato server con chiavi fornite dal cliente (SSE-C)

SSE consente al client di memorizzare un oggetto e di crittografarlo con una chiave univoca fornita dal client
con I'oggetto. Quando 'oggetto viene richiesto, & necessario fornire la stessa chiave per decrittare e restituire
'oggetto.

Esempio SSE-C.

* A scopo di test o dimostrazione, € possibile creare una chiave di crittografia

> Creare una chiave di crittografia

openssl enc -aes-128-cbc -pass pass:secret -P°

salt=ESDBB6603C7B3D2A
key=23832BAC16516152E560F933F261BF03
iv =71E87COF6EC3C45921C2754BA131A315

* Inserire un oggetto con la chiave generata

aws s3apil put-object --bucket <bucket> --key <file> --body "file" --sse
-customer-algorithm AES256 --sse-customer-key
23832BAC16516152E560F933F261BF03 --endpoint-url https://s3.example.com

» Testa 'oggetto

aws s3apl head-object --bucket <bucket> --key <file> --sse-customer
-algorithm AES256 --sse-customer-key 23832BACl16516152E560F933F261BF03
--endpoint-url https://s3.example.com
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"AcceptRanges": "bytes",

"LastModified": "2022-05-02T19:20:02+00:00",
"ContentLength": 47,

"ETag": "\"f92ef20ab87e0e13951d9%ee862e9£9a\"",
"ContentType": "binary/octet-stream",
"Metadata": {},

"SSECustomerAlgorithm": "AES256",
"SSECustomerKeyMD5" : "rjGuMdjLpPVleRuotNaPMQ=="

(D Se non si fornisce la chiave di crittografia, viene visualizzato il messaggio di errore "si €
verificato un errore (404) durante la chiamata dell’'operazione HeadObject: Non trovata"

« Ottieni I'oggetto

aws s3apl get-object --bucket <bucket> --key <file> <file> --sse
-customer-algorithm AES256 --sse-customer-key
23832BAC16516152E560F933F261BF03 --endpoint-url https://s3.example.com

Se non si fornisce la chiave di crittografia, viene visualizzato I'errore "si € verificato un errore

@ (InvalidRequest) durante la chiamata dell'operazione GetObject: L’'oggetto € stato memorizzato
utilizzando un modulo di Server Side Encryption. Per recuperare 'oggetto, &€ necessario fornire i
parametri corretti."

Crittografia lato server bucket (SSE-S3)

SSE-S3 consente al client di definire un comportamento di crittografia predefinito per tutti gli oggetti
memorizzati in un bucket. Gli oggetti vengono crittografati con una chiave univoca gestita da StorageGRID.
Quando I'oggetto viene richiesto, I'oggetto viene decrittografato dalla chiave memorizzata in StorageGRID.

Esempio di bucket SSE-S3

» Creare un nuovo bucket e impostare una policy di crittografia predefinita

o Creare un nuovo bucket

aws s3api create-bucket --bucket <bucket> --region us-east-1
--endpoint-url https://s3.example.com

o Metti la crittografia bucket
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aws s3apl put-bucket-encryption --bucket <bucket> --server-side
-encryption-configuration '{"Rules":
[{"ApplyServerSideEncryptionByDefault": {"SSEAlgorithm":
"AES256"}}]}' --endpoint-url https://s3.example.com

* Metti un oggetto nel bucket

aws s3api put-object --bucket <bucket> --key <file> --body "file"
--endpoint-url https://s3.example.com

« Testa 'oggetto

aws s3api head-object --bucket <bucket> --key <file> --endpoint-url
https://s3.example.com

{

"AcceptRanges": "bytes",

"LastModified": "2022-05-02T20:16:23+00:00",
"ContentLength": 47,

"ETag": "\"82e8bfb872e778a4687a26e6c0b36bcl\"",
"ContentType": "binary/octet-stream",
"ServerSideEncryption": "AES256",

"Metadata": {}

}

* OTTIENI 'oggetto

aws s3apl get-object --bucket <bucket> --key <file> <file> --endpoint
-url https://s3.example.com

Testare e dimostrare il blocco di oggetti S3 su StorageGRID
Di Aron Klein

Object Lock fornisce un modello WORM per impedire 'eliminazione o la sovrascrittura degli oggetti.
L'implementazione StorageGRID del blocco degli oggetti viene valutata da Cohasset per soddisfare i requisiti
normativi, supportare la modalita di conservazione legale e di conformita per la conservazione degli oggetti e
le policy di conservazione predefinite dei bucket.

Questa guida illustra 'API S3 Object Lock.
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Conservazione a fini giudiziari

» Object Lock legal hold &€ un semplice stato on/off applicato a un oggetto.

aws s3api put-object-legal-hold --bucket <bucket> --key <file> --legal
-hold Status=ON --endpoint-url https://s3.company.com

* Verificarlo con un’operazione GET.
aws s3api get-object-legal-hold --bucket <bucket> --key <file>

--endpoint-url https://s3.company.com

"LegalHold": {
"Status": "ON"

* Disattivare la sospensione legale

aws s3api put-object-legal-hold --bucket <bucket> --key <file> --legal
-hold Status=0FF --endpoint-url https://s3.company.com

* Verificarlo con un’operazione GET.

aws s3api get-object-legal-hold --bucket <bucket> --key <file>
--endpoint-url https://s3.company.com

"LegalHold": {
"Status": "OFF"

Modalita compliance

» La conservazione degli oggetti viene eseguita con un periodo di conservazione fino a data e ora.

200



aws s3api put-object-retention --bucket <bucket> --key <file>
--retention '{"Mode":"COMPLIANCE", "RetainUntilDate": "2025-06-
10T16:00:00"}"' --endpoint-url https://s3.company.com

» Verificare lo stato di conservazione

aws s3apl get-object-retention --bucket <bucket> --key <file> --endpoint
-url https://s3.company.com
+

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2025-06-10T16:00:00+00:00"

Conservazione predefinita

» Impostare il periodo di conservazione in giorni e anni rispetto alla data di conservazione definita con I'api
per oggetto.

aws s3api put-object-lock-configuration --bucket <bucket> --object-lock
-configuration '{"ObjectLockEnabled": "Enabled", "Rule": ({
"DefaultRetention": { "Mode": "COMPLIANCE", "Days": 10 }}}'

--endpoint
-url https://s3.company.com

» Verificare lo stato di conservazione

aws s3api get-object-lock-configuration --bucket <bucket> --endpoint-url
https://s3.company.com
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"ObjectLockConfiguration": {
"ObjectLockEnabled": "Enabled",
"Rule": {

"DefaultRetention": {
"Mode": "COMPLIANCE",
"Days": 10

* Metti un oggetto nel bucket

aws s3api put-object --bucket <bucket> --key <file> --body "file"
--endpoint-url https://s3.example.com

» La durata di conservazione impostata sul bucket viene convertita in un indicatore data e ora di
conservazione sull’'oggetto.

aws s3apl get-object-retention --bucket <bucket> --key <file> --endpoint
-url https://s3.company.com

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2022-03-02T15:22:47.202000+00:00"

Verificare I'’eliminazione di un oggetto con una conservazione definita

Il blocco degli oggetti si basa sul controllo delle versioni. La conservazione viene definita su una versione
dell’'oggetto. Se si tenta di eliminare un oggetto con una conservazione definita e non viene specificata alcuna
versione, viene creato un indicatore di eliminazione come versione corrente dell'oggetto.

 Eliminare I'oggetto con la conservazione definita

aws s3api delete-object --bucket <bucket> --key <file> --endpoint-url
https://s3.example.com
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 Elencare gli oggetti nel bucket

aws s3api list-objects —--bucket <bucket> --endpoint-url
https://s3.example.com

> Notare che I'oggetto non ¢ elencato.

 Elencare le versioni per visualizzare il marker di eliminazione e la versione originale bloccata

aws s3api list-object-versions --bucket <bucket> --prefix <file>
--endpoint-url https://s3.example.com

"Versions": [

{
"ETag": "\"82e8bfb872e778a4687a26e6c0b36bcl\"",

"Size": 47,

"StorageClass": "STANDARD",
"Key": "file.txt",
"VersionId":

"RDVDMj YWMTQtQkNDQSOxMUVDLThGOEUtN]jQ3NTAWQzAxXQTk1",
"IsLatest": false,
"LastModified": "2022-04-15T14:46:29.734000+00:00",

"Owner": {
"DisplayName": "TenantOl",
"ID": "56622399308951294926"
}
}
1,
"DeleteMarkers": [
{
"Owner": {
"DisplayName": "TenantOl",

"ID": "56622399308951294926"
by
"Key": "fileOl.txt",
"VersionId":
"QjVDQzgzOTAtQOFGNiOxMUVDLThFMzgtQORGMIJAWQjkOMjML",
"IsLatest": true,
"LastModified": "2022-05-03T15:35:50.248000+00:00"
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 Eliminare la versione bloccata dell'oggetto

aws s3api delete-object --bucket <bucket> --key <file> --version-id
"<VersionId>" --endpoint-url https://s3.example.com

An error occurred (AccessDenied) when calling the DeleteObject

operation: Access Denied

Criteri e autorizzazioni in StorageGRID

Di seqguito sono riportati alcuni criteri e autorizzazioni di esempio in StorageGRID S3.

La struttura di una politica

In StorageGRID, le policy di gruppo sono le stesse delle policy di servizio dell’'utente AWS (IAM) S3.

| criteri di gruppo sono necessari in StorageGRID. Un utente con S3 chiavi di accesso ma non assegnato a un
gruppo di utenti o assegnato a un gruppo senza un criterio che concede alcune autorizzazioni, non potra
accedere a nessun dato.

| criteri bucket e gruppo condividono la maggior parte degli stessi elementi. Le policy vengono create in
formato json e possono essere generate utilizzando "Generatore di policy AWS"

Tutti i criteri definiscono I'effetto, le azioni e le risorse. | criteri bucket definiranno anche un’entita.
Il effetto sara quello di consentire o negare la richiesta.
Il Principal

« Valido solo per le politiche bucket.
» L'entita € costituita dagli account/utenti ai quali vengono concesse o negate le autorizzazioni.
* Puo essere definito come:

o Un carattere jolly "*"

"Principal":"*"

"Principal™: {"AWS":"*"}
> Un ID tenant per tutti gli utenti in un tenant (equivalente all'account AWS)

"Principal": { "AWS": "27233906934684427525" }

204


https://awspolicygen.s3.amazonaws.com/policygen.html

> Un utente (locale o federato dall’interno del tenant in cui risiede il bucket o un altro tenant nella griglia)

"Principal": { "AWS":
"arn:aws:iam::76233906934699427431 :user/tenantluserl" }

"Principal": { "AWS": "arn:aws:iam::27233906934684427525:federated-
user/tenant2userl"™ }

o Un gruppo (locale o federato dall'interno del tenant in cui risiede il bucket o un altro tenant nella griglia).

"Principal": { "AWS":
"arn:aws:iam::76233906934699427431 :group/DevOps"  }

"Principal": { "AWS": "arn:aws:iam::27233906934684427525:federated-
group/Managers" }
La azione € l'insieme di operazioni S3 concesse o negate agli utenti.

@ Per i criteri di gruppo, I'azione S3:ListBucket Allowed & necessaria per consentire agli utenti di
eseguire qualsiasi azione S3.

La risorsa ¢ il bucket o i bucket a cui sono stati concessi 0 negati i principi di eseguire le azioni su.
Facoltativamente, puo essere presente una condizione * per quando I'azione del criterio € valida.

Il formato del criterio JSON sara il seguente:
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"Statement": |

{

"Sid": "Custom name for this permission",
"Effect": "Allow or Deny",
"Principal": {

"AWS": [

"arn:aws:iam::tenant ID::user/User Name",
"arn:aws:iam::tenant ID::federated-user/User Name",
"arn:aws:iam::tenant ID:group/Group Name",
"arn:aws:iam::tenant ID:federated-group/Group Name",
"tenant ID"

]

b

"Action": [
"s3:ListBucket",
"s3:0ther Action"

I

"Resource": |
"arn:aws:s3:::Example Bucket",
"arn:aws:s3:::Example Bucket/*"

1,

Utilizzo del generatore di policy AWS

AWS Policy generator € un ottimo tool per aiutare a ottenere il codice json con il formato e le informazioni
corrette che stai cercando di implementare.

Per generare le autorizzazioni per un criterio di gruppo StorageGRID: * Scegliere il criterio IAM per il tipo di
criterio. * Selezionare il pulsante per I'effetto desiderato - Allow (Consenti) o Deny (Nega). E buona norma
avviare i criteri con le autorizzazioni di negazione e quindi aggiungere le autorizzazioni di autorizzazione * nel
menu a discesa azioni fare clic sulla casella accanto a tutte le S3 azioni che si desidera includere in questa
autorizzazione o nella casella "tutte le azioni". * Digitare i percorsi bucket nella casella Amazon Resource
Name (ARN). Includere "arn:aws:S3:::" prima del nome bucket. Es. "arn:aws:s3:::example_bucket"
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AWS Policy Generator

The AWS Policy Generatar is a toal that enables you to create policies that control access to Amazon Web Services [AWS) products and resources. For more information about
creating policies, see key concepts in Using AWS ldentity and Access Management. Here are sample policies.

Step 1: Select Policy Type
A Policy Is a container for permissions. The different types of policies you can create are an 1AM Policy, an 53 Bucket Policy, an SNS Togic Policy, a VPC Endpoint Policy, and an 5QS

Queue Policy.

Select Type of Policy | 1AM Policy w| d——— For qroun policy.choose 1AM Policy

Step 2: Add Statement(s)

A statement ks the formal description of a single permission. See a description of elements that you can use In statements.

Effect ) Allow @ Deny

AWS Service |_»‘!_T_ﬂg§l[‘__53 | ": All Services ['*')
Use multiple stabemants 10 add permisssons for more than one servion Choose Amazon 53 service
Actlons - Salect Actions - & 1Al Actions (') g Selsct the $3 actions to dllow or duny

Amazon Resource Name (ARN) [ | o sngwsisdiBucker Name

ARN sha Tall P 3 rats a3 BucketNama } i {Mey Mame }

Add Conditions (Optional)

Add Staterment No Action selected. You must select at least one Action

Step 3: Generate Policy
A poficy is a document (written in the Access Policy Language) that acts as a container for one or more statements,

Add one or more statements above to genarate a policy.

Per generare le autorizzazioni per un criterio bucket: * Scegliere il criterio bucket S3 per il tipo di criterio. *
Selezionare il pulsante per I'effetto desiderato - Allow (Consenti) o Deny (Nega). E buona norma avviare i
criteri con le autorizzazioni di negazione e quindi aggiungere il tipo Consenti autorizzazioni * nelle informazioni
relative all’'utente o al gruppo per il principale. * Nell’elenco a discesa azioni, fare clic sulla casella accanto a
tutte le S3 azioni che si desidera includere in questa autorizzazione o nella casella "tutte le azioni". * Digitare i
percorsi bucket nella casella Amazon Resource Name (ARN). Includere "arn:aws:S3:::" prima del nome
bucket. Es. "arn:aws:s3:::example_bucket"
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products and resources, For more information about

creating palicies, see key concepts in Using AWS Identity and Access Management, Here are sample policies,

Step 1: Select Policy Type

A Policy |s a container for permissions, The different types of policles you can create are an TAM Policy, an 53 Bucket Policy, an SNS Topic Policy, a WPC Endpoint Policy, and an 5QS

Cuewe Palicy.

Select Type of Policy 4—— Eor buckst policy choose S3 Buckel Policy

Step 2: Add Statement(s)

A statement ks the formal description of a single permission. See a deseription of elements that you can use [n statements.

Effact @ Allow O Deny
Principal | | ——————— griaws:iam: Tenanl \D:user/User Name
L @ COMET TO SARaatE muiltiphe vkl
AWS Service  pmaron 53 . Al Services ('*')
Use mudtipie staternents (o add permissions far more than one service
Actlons .. Select Actions - # [ All Actions (**') #—————— Saloct the 83 sctions lo allow or dony
Amazon Resource Name (ARN) |_ | — arniaws:sd:Bucket Name

ARMN whowid follow &
Lisa @ comma o ey

mat] arn;awe: s §{BucketMama )/ § { KeyName}
vaslisms

Add Conditions (Optianal)

Step 3: Generate Policy
A policy s & document (written In the Access Policy Language) that acts as a contalner for one or more statements,

Add one or more statements above to generate a policy.

Ad esempio, se si desidera generare un criterio bucket per consentire a tutti gli utenti di eseguire operazioni
GetObject su tutti gli oggetti nel bucket, mentre solo gli utenti appartenenti al gruppo "Marketing" nell’account

specificato possono accedere completamente.

» Selezionare S3 criterio bucket come tipo di criterio.

» Scegliere I'effetto Consenti

* Inserisci le informazioni del gruppo Marketing - arn:aws:iam::95390887230002558202:Federated-

group/Marketing

e Fare clic sulla casella "tutte le azioni"

* Inserisci le informazioni del bucket - arn:aws:S3:::example_bucket,arn:aws:S3:::example_bucket/*
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AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products an
creating policies, see key concepts in Using AWS Identity and Access Management. Here are sample policies.
Step 1: Select Policy Type

A Policy is a container for permissions. The different types of policies you can create are an IAM Policy, an S3 Bucket Policy, an SNS To
Queue Policy.

Select Type of Policy |53 BucketPolicy |

Step 2: Add Statement(s)

A statement is the formal description of a single permission. See a description of elements that you can use in statements.

Effect @ Allow ) Deny

Principal |amn:aws:iam::95390887; €— arn:aws:iam::95390887230002558202:federated-group/Marketing

Use a comma to separate multiple values.

AWS Service Amazon 53 ~ All Services (I*I)

Use multiple statements to add permissions for more than one service,

Actions - All Actions ('*')

Amazon Resource Name (ARN) |am:aws:s3::examplebu| #— arn:aws:s3:;:.examplebucket arn:aws:s3: :examplebucket/*

ARN should follow the following format: am:aws:s3:::${BucketName}/s{KeyName}.
Use a comma to separate multiple values.

Add Conditions (Optional)

* Fare clic sul pulsante "Aggiungi dichiarazione"

You added the following statements. Click the button below to Generate a policy.
Principal(s) Effact Action Resource Conditions

« arn:aws:lam::95390887230002558202: federated-group,/Marketing Allow 53:= = arn:aws:s3::examplebucket None
= arniaws:s3iiexamplebucket/*

» Scegliere I'effetto Consenti
* Inserisci l'asterisco * per tutti

* Fare clic sulla casella accanto alle azioni GetObject e ListBucket"
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1 Action(s) Selected
(] GetMultiRegionAccessPointRoutes

L L

GetObject
[ GetObjectAcl %
() GetObjectAttributes

/ (] GetObjectLegalHold
(] GetObjectRetention ali
(] GetObjectTagging
[] GetObjectTorrent

L L]

2 Action(s) Selected

() ListAccessPointsForObjectLambda
(] ListAllMyBuckets
ListBucket

/ [ ListBucketMultipartUploads
(] ListBucketVersions X
() ListCallerAccessGrants

C] ListJobs

* Inserisci le informazioni del bucket - arn:aws:S3:::example_bucket,arn:aws:S3:::example_bucket/*

210



WEWT
WiSF amazon
5% webservices

AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that control access to Amazon Web Services (AWS) products an
creating policies, see key concepts in Using AWS Identity and Access Management, Here are sample policies.

Step 1: Select Policy Type

A Policy is a container for permissions. The different types of policies you can create are an 1AM Policy, an S3 Bucket Policy, an SNS Tt
Queue Policy.

Select Type of Policy [53 Bucket Policy V]

Step 2: Add Statement(s)

A statement is the formal description of a single permission. See a description of elements that you can use in statements,

Effect @ Allow () Deny

Principal [ ]

Use a comma to separate multiple values.

AWS Service Amazon 53 ! All Services (.*.)

Use multiple statements to add permissions for more than ane service.

Actions 2 Action(s) Selected ¢ [ All Actions ("*')

Amazon Resource Name (ARN) [arn:aws:sa'_::examplebu] a— arn:aws:s3:;examplebuckel, arn:aws:s3: cexamplebucket/*

ARN should follow the following format: arm:aws:s3: 18 {BucketName}/${KeyMame}.
Use a comma to separate multiple values.

Add Conditions (Optional)

* Fare clic sul pulsante "Aggiungi dichiarazione"

You added the followlng statements. Click the button below to Generate a policy,

Principal(s) Effect Action Resource Conditions

= arn:aws:iam::953%0887230002558202 federated-group/ Marketing Allow 53:% = arn:aws:s3:examplebucket Mone
= armiawsis3:examplebucket/™

a Allow » £3:GetObject = arnaws:s3:examplebucket None
+ s3:ListBucket + arniaws:s3:examplebucket/*

* Fare clic sul pulsante "genera criterio" per visualizzare una finestra a comparsa con la policy generata.
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Policy JSON Document

Click below to edit. To save the policy, copy the text below to a text editor.
Changes made below will not be reflected in the policy generator tool,

{

“Id": "Policyl744399292233",

“"Version": "2812-10-17",

"Statement": [

{

"Sid": "Stmt1744399152838",
“Action": “s3:%",
"Effect": "Allow",
"Resource": [

"arn:aws:s3:::examplebucket”,
“arn:aws:s3:::examplebucket/*"
1
"Principal": {
"Aws": [

"Sid": "Stmt1744399288838",
"Action": [

» Copiare il testo json completo che dovrebbe avere I'aspetto seguente:
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"Id": "Policyl1744399292233",
"Version": "2012-10-17",
"Statement": [

{

"Sid": "Stmtl1744399152830",

"Action": "s3:*",

"Effect": "Allow",

"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": {
"AWS": [

"arn:aws:iam::95390887230002558202

"Sid": "Stmt1744399280838",
"Action": [
"s3:GetObject",
"s3:ListBucket"

1,

"Effect": "Allow",

"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": "*"

:federated-group/Marketing"

Questo json puo essere utilizzato cosi com’e, oppure € possibile rimuovere le righe ID e Version sopra la riga
"Statement" e personalizzare il Sid per ogni autorizzazione con un titolo piu significativo per ogni

autorizzazione o anche questi possono essere rimossi.

Ad esempio:
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"Statement": |
{

"Sid": "MarketingAllowFull",

"Action": "s3:*",

"Effect": "Allow",

"Resource": |
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": ({

"AWS": [
"arn:aws:iam::95390887230002558202: federated-group/Marketing"

"Sid": "EveryoneReadOnly",
"Action": [
"s3:GetObject",
"s3:ListBucket"
I
"Effect": "Allow",
"Resource": [
"arn:aws:s3:::example bucket",
"arn:aws:s3:::example bucket/*"

1,

"Principal": "*"

Policy di gruppo (IAM)

Accesso bucket stile home directory

Questo criterio di gruppo consente solo agli utenti di accedere agli oggetti nel bucket denominato username.
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{

"Statement": |

{
"Sid": "AllowListBucketOfASpecificUserPrefix",

"Effect": "Allow",

"Action": "s3:ListBucket",
"Resource": "arn:aws:s3:::home",
"Condition": {

"StringLike": {

"s3:prefix": "S${aws:username}/*"

"Sid": "AllowUserSpecificActionsOnlyInTheSpecificUserPrefix",

"Effect": "Allow",
"Action": "s3:*Object",
"Resource": "arn:aws:s3:::home/?/?/S${aws:username}/*"

Negare la creazione del bucket di blocco degli oggetti

Questo criterio di gruppo limitera gli utenti a creare un bucket con il blocco degli oggetti attivato nel bucket.

@ Questo criterio non viene applicato nell’'interfaccia utente di StorageGRID, ma viene applicato
solo dall’API S3.
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"Statement": |

{

"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::*"
by
{
"Action": [

"s3:PutBucketObjectLockConfiguration",
"s3:PutBucketVersioning"

1,

"Effect": "Deny",

"Resource": "arn:aws:s3:::*"

Limite di conservazione del blocco degli oggetti

Questa policy di bucket limitera la durata della conservazione del blocco oggetto a 10 giorni 0 meno

{
"Version":"2012-10-17",
"Id":"CustSetRetentionLimits",
"Statement": |
{
"Sid":"CustSetRetentionPeriod",
"Effect":"Deny",
"Principal":"*",
"Action": [
"s3:PutObjectRetention"
1,

"Resource":"arn:aws:s3:::testlock-01/*",
"Condition": {
"NumericGreaterThan": {

"s3:0bject-lock-remaining-retention-days":"10"
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Impedire agli utenti di eliminare gli oggetti in base all’ID versione

Questo criterio di gruppo limita I'eliminazione degli oggetti con versione in base all'ID versione

"Statement": [
{
"Action": [
"s3:DeleteObjectVersion”

1,

"Effect": "Deny",
"Resource": "arn:aws:s3:::*"
b
{
"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::*"

Limitare un gruppo a una singola sottodirectory (prefisso) con accesso in sola lettura

Questo criterio consente ai membri del gruppo di accedere in sola lettura a una sottodirectory (prefisso)

all'interno di un bucket. Il nome del bucket € "studio" e la sottodirectory & "study01".

"Statement": |
{
"Sid": "AllowUserToSeeBucketListInTheConsole",
"Action": [
"s3:ListAl1MyBuckets"
1y
"Effect": "Allow",
"Resource": [

"arn:aws:s3:::*"

"Sid": "AllowRootAndstudyListingOfBucket",
"Action": [
"s3:ListBucket"
1,
"Effect": "Allow",
"Resource": |

"arn:aws:s3::: study"



218

1,
"Condition": {
"StringEquals": {
"s3:prefix": [
"study01/"
1,
"s3:delimiter": [

"/"

"Sid": "AllowListingOfstudyO1l",
"Action": [

"s3:ListBucket"
1,

"Effect": "Allow",
"Resource": |
"arn:aws:s3:::study"

I
"Condition": {
"StringLike": {
"s3:prefix": [
"study0l/*"

"Sid": "AllowAllS3ActionsInstudyOlFolder",
"Effect": "Allow",
"Action": [
"s3:Getobject"
1,
"Resource": [

"arn:aws:s3:::study/study01l/*"



Criteri benna

Limitare il bucket a un singolo utente con accesso in sola lettura

Questo criterio consente a un singolo utente di avere accesso in sola lettura a un bucket e nega esplicitamente
'accesso a tutti gli altri utenti. Il raggruppamento delle istruzioni Nega in cima alla policy € una buona pratica
per una valutazione piu rapida.

"Statement": |
{

"Sid": "Deny non userl",

"Effect": "Deny",

"NotPrincipal": {
"AWS": "arn:aws:iam::34921514133002833665:user/userl"

by

"Action": [
SRR

1,

"Resource": [
"arn:aws:s3:::bucketl",
"arn:aws:s3:::bucketl/*"

"Sid": "Allow userl read access to bucket bucketl",
"Effect": "Allow",
"Principal": ({

"AWS": "arn:aws:iam::34921514133002833665:user/userl"
by
"Action": [

"s3:GetObject",
"s3:ListBucket"

1,

"Resource": [
"arn:aws:s3:::bucketl",
"arn:aws:s3:::bucketl/*"

limita un bucket a pochi utenti con accesso in sola lettura.
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"Statement": [
{
"Sid": "Deny all S3 actions to employees 002-005",
"Effect": "deny",
"Principal": {

"AWS": [
"arn:aws:iam::46521514133002703882:user/employee-002",
"arn:aws:iam::46521514133002703882:user/employee-003",
"arn:aws:iam::46521514133002703882:user/employee-004",
"arn:aws:iam::46521514133002703882:user/employee-005"

]

b

"Action": "*x",

"Resource": [
"arn:aws:s3:::databucketl",
"arn:aws:s3:::databucketl/*"

"Sid": "Allow read-only access for employees 002-005",

"Effect": "Allow",
"Principal": {
"AWS": [

"arn:aws:iam::46521514133002703882:user/employee-002",
"arn:aws:iam::46521514133002703882:user/employee-003",
"arn:aws:iam::46521514133002703882:user/employee-004",
"arn:aws:iam::46521514133002703882:user/employee-005"
]
by
"Action": [
"s3:GetObject",
"s3:GetObjectTagging",
"s3:GetObjectVersion"
I

"Resource": |
"arn:aws:s3:::databucketl",
"arn:aws:s3:::databucketl/*"
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Limita I’eliminazione degli oggetti con versione in un bucket da parte dell’utente

Questo criterio bucket limitera un utente (identificato dall'lD utente "56622399308951294926") a eliminare gli
oggetti con versione in base all'ID versione

"Statement": [
{
"Action": [
"s3:DeleteObjectVersion”
I
"Effect": "Deny",
"Resource": "arn:aws:s3:::verdeny/*",
"Principal": {
"AWS": [
"5662239930895129492¢6"

"Action": "s3:*",
"Effect": "Allow",
"Resource": "arn:aws:s3:::verdeny/*",
"Principal": {
"AWS": [
"56622399308951294926"

Ciclo di vita del bucket in StorageGRID

E possibile creare una configurazione del ciclo di vita S3 per controllare quando oggetti
specifici vengono cancellati dal sistema StorageGRID.

Che cos’é una configurazione del ciclo di vita

Una configurazione del ciclo di vita € un insieme di regole applicate agli oggetti in specifici bucket S3. Ogni
regola specifica quali oggetti sono interessati e quando scadranno (in una data specifica o dopo un certo
numero di giorni).

Ciascun oggetto segue le impostazioni di conservazione di un ciclo di vita bucket S3 o di un criterio ILM.
Quando viene configurato un ciclo di vita del bucket S3, le azioni di scadenza del ciclo di vita sovrascrivono il
criterio ILM per gli oggetti corrispondenti al filtro del ciclo di vita del bucket. Gli oggetti che non corrispondono
al filtro del ciclo di vita del bucket utilizzano le impostazioni di conservazione del criterio ILM. Se un oggetto
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corrisponde a un filtro del ciclo di vita bucket e non sono specificate esplicitamente azioni di scadenza, le
impostazioni di conservazione del criterio ILM non vengono utilizzate ed & implicito che le versioni degli oggetti
vengano mantenute per sempre.

Di conseguenza, un oggetto potrebbe essere rimosso dalla griglia anche se le istruzioni di posizionamento in
una regola ILM sono ancora applicabili all’'oggetto. Oppure, un oggetto potrebbe essere mantenuto sulla griglia
anche dopo che tutte le istruzioni di posizionamento ILM per I'oggetto sono scadute

StorageGRID supporta fino a 1,000 regole del ciclo di vita in una configurazione del ciclo di vita. Ogni regola
puo includere i seguenti elementi XML:

» Scadenza: Consente di eliminare un oggetto quando viene raggiunta una data specificata o quando viene
raggiunto un numero di giorni specificato, a partire dalla data di acquisizione dell’'oggetto.

* NoncurrentVersionExpiration (NoncurrentExpiration versione): Consente di eliminare un oggetto quando
viene raggiunto un numero di giorni specificato, a partire da quando 'oggetto € diventato non corrente.

* Filtro (prefisso, tag)
« Stato *ID

StorageGRID supporta I'utilizzo delle seguenti operazioni bucket per gestire le configurazioni del ciclo di vita:

» DeleteBucketLifecycle
» GetBucketLifecycleConfiguration

* PutBucketLifecycleConfiguration

Struttura di una politica del ciclo di vita

Come primo passo nella creazione di una configurazione del ciclo di vita, € possibile creare un file JSON che
includa una o piu regole. Ad esempio, questo file JSON include tre regole, come segue:

1. La Regola 1 si applica solo agli oggetti che corrispondono al prefisso category1/ e che hanno un valore
key2 pari a tag2. Il parametro Expiration specifica che gli oggetti che corrispondono al filtro scadranno alla
mezzanotte del 22 agosto 2020.

2. La Regola 2 si applica solo agli oggetti che corrispondono al prefisso category?2/. Il parametro Expiration
specifica che gli oggetti che corrispondono al filtro scadranno 100 giorni dopo essere stati acquisiti.

Le regole che specificano un numero di giorni sono relative al momento in cui 'oggetto &

@ stato acquisito. Se la data corrente supera la data di acquisizione piu il numero di giorni,
alcuni oggetti potrebbero essere rimossi dal bucket non appena viene applicata la
configurazione del ciclo di vita.

3. La Regola 3 si applica solo agli oggetti che corrispondono al prefisso categoria3/. Il parametro Scadenza
specifica che tutte le versioni non aggiornate degli oggetti corrispondenti scadranno 50 giorni dopo essere
diventate non aggiornate.
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"Rules": [
{
"ID": "rulel",
"Filter": {
"And": |
"Prefix": "categoryl/",
"Tags": [
{
"Key": "key2",

"Value": "tag2"
}
]
}
by
"Expiration": {
"Date": "2020-08-22T00:00:002"
by
"Status": "Enabled"
}y
{
"ID": "rule2",
"Filter": {

"Prefix": "category2/"
bo
"Expiration™: {
"Days": 100
b
"Status": "Enabled"

"ID": "rule3",

"Filter": {
"Prefix": "category3/"

by

"NoncurrentVersionExpiration": {
"NoncurrentDays": 50

by

"Status": "Enabled"
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Applica la configurazione del ciclo di vita al bucket

Dopo aver creato il file di configurazione del ciclo di vita, applicarlo a un bucket inviando una richiesta
PutBucketLifecycleConfiguration.

Questa richiesta applica la configurazione del ciclo di vita nel file di esempio agli oggetti in un bucket
denominato testbucket.

aws s3apil --endpoint-url <StorageGRID endpoint> put-bucket-lifecycle-
configuration
--bucket testbucket --lifecycle-configuration file://bktjson.json

Per verificare che una configurazione del ciclo di vita sia stata applicata correttamente al bucket, eseguire una
richiesta GetBucketLifecycleConfiguration. Ad esempio:

aws s3api —--endpoint-url <StorageGRID endpoint> get-bucket-lifecycle-
configuration
--bucket testbucket

Esempi di policy del ciclo di vita per bucket standard (senza controllo di versione)

Elimina gli oggetti dopo 90 giorni

Caso d’'uso: questa policy € ideale per la gestione di dati rilevanti solo per un periodo di tempo limitato, come
file temporanei, log o dati di elaborazione intermedi. Vantaggio: riduzione dei costi di archiviazione e garanzia
di un bucket ordinato.

"Rules": [

{
"ID": "Delete after 90 day rule",
"Filtexr": {1},
"Status": "Enabled",
"Expiration™: {
"Days": 90

Esempi di policy del ciclo di vita per bucket con versione

Elimina le versioni non correnti dopo 10 giorni

Caso d’'uso: questa policy aiuta a gestire I'archiviazione di oggetti con versioni non aggiornate, che possono
accumularsi nel tempo e occupare molto spazio. Vantaggio: ottimizza I'utilizzo dello spazio di archiviazione
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mantenendo solo la versione piu recente.

"Rules": [
{
"ID": "NoncurrentVersionExpiration 10 day rule",
"Filter": {},
"Status": "Enabled",
"NoncurrentVersionExpiration": ({
"NoncurrentDays": 10

Mantieni 5 versioni non correnti

Caso d'uso: utile quando si desidera conservare un numero limitato di versioni precedenti a fini di ripristino o
controllo. Vantaggio: conservare un numero sufficiente di versioni non correnti per garantire una cronologia e
punti di ripristino sufficienti.

"Rules": [
{
"ID": "NewerNoncurrentVersions 5 version rule",
"Filter": {},
"Status": "Enabled",
"NoncurrentVersionExpiration": ({
"NewerNoncurrentVersions": 5

Rimuovi i marcatori di eliminazione quando non esistono altre versioni

Caso d'uso: questa policy aiuta a gestire i marcatori di eliminazione rimasti dopo la rimozione di tutte le
versioni non aggiornate, che possono accumularsi nel tempo. Vantaggio: riduzione di elementi superflui.
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"Rules": [

{
"ID": "Delete marker cleanup rule",
"Filtexr": {1},
"Status": "Enabled",
"Expiration": {
"ExpiredObjectDeleteMarker": true
}

Elimina le versioni correnti dopo 30 giorni, elimina le versioni non correnti dopo 60 giorni e rimuovi i
marcatori di eliminazione creati dall’eliminazione della versione corrente quando non esistono altre
versioni.

Caso d’'uso: fornire un ciclo di vita completo per le versioni correnti e non correnti, inclusi i marcatori di
eliminazione. Vantaggio: ridurre i costi di archiviazione e garantire che il bucket sia ordinato, pur mantenendo
un numero sufficiente di punti di ripristino e cronologia.
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"Rules": [

{

"ID": "Delete current version",
"Filtexr": {1},
"Status": "Enabled",
"Expiration": {
"Days": 30
}
by
{
"ID": "noncurrent version retention",
"Filtexr": {1},
"Status": "Enabled",
"NoncurrentVersionExpiration": {
"NoncurrentDays": 60
}
by
{
"ID": "Markers",
"Filter": {1},
"Status": "Enabled",
"Expiration": {

"ExpiredObjectDeleteMarker": true

rimuovere i marcatori di eliminazione che non hanno altre versioni, conservare 4 versioni non correnti
e almeno 30 giorni di cronologia per gli oggetti con il prefisso "accounts_" e conservare 2 versioni e
almeno 10 giorni di cronologia per tutte le altre versioni degli oggetti.

Caso d’'uso: fornire regole univoche per oggetti specifici e per altri oggetti, per gestire I'intero ciclo di vita delle
versioni correnti e non correnti, inclusi i marcatori di eliminazione. Vantaggio: ridurre i costi di archiviazione e
garantire che il bucket sia ordinato, pur mantenendo un numero sufficiente di punti di ripristino e cronologia per
soddisfare una combinazione di requisiti del cliente.
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"Rules": [
{
"ID": "Markers",
"Filtexr": {1},
"Status": "Enabled",
"Expiration": {

"ExpiredObjectDeleteMarker": true

"ID": "accounts version retention",
"Filter": {"Prefix":"account "},
"Status": "Enabled",
"NoncurrentVersionExpiration": {
"NewerNoncurrentVersions": 4,

"NoncurrentDays": 30

"ID": "noncurrent version retention",

"Filtexr": {1},

"Status": "Enabled",

"NoncurrentVersionExpiration": {
"NewerNoncurrentVersions": 2,

"NoncurrentDays": 10

Conclusione

* Rivedere e aggiornare regolarmente le policy del ciclo di vita e allinearle agli obiettivi di ILM e di gestione
dei dati.

» Testare le policy in un ambiente o in un bucket non di produzione prima di applicarle su larga scala per
garantire che funzionino come previsto

« Utilizzare ID descrittivi per le regole per renderle piu intuitive, poiché la struttura logica pud diventare
complessa

* Monitorare l'impatto di queste policy del ciclo di vita dei bucket sull’utilizzo dello storage e sulle prestazioni
per apportare le modifiche necessarie.
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Report tecnici

Introduzione ai report tecnici di StorageGRID

NetApp StorageGRID € una suite di storage a oggetti software-defined che supporta
un’ampia gamma di casi di utilizzo in ambienti multicloud pubblici, privati e ibridi.
StorageGRID offre il supporto nativo per 'APlI Amazon S3 e offre innovazioni leader del
settore come la gestione automatica del ciclo di vita per memorizzare, proteggere,
proteggere e conservare i dati non strutturati in modo conveniente per lunghi periodi.

StorageGRID fornisce documentazione relativa alle Best practice e ai consigli per diverse funzionalita e
integrazioni di StorageGRID.

NetApp StorageGRID e analisi dei big data

Casi d’utilizzo di NetApp StorageGRID

La soluzione di storage a oggetti NetApp StorageGRID offre scalabilita, disponibilita dei dati, sicurezza e
performance elevate. Le organizzazioni di ogni dimensione e settore utilizzano StorageGRID S3 per un’ampia
gamma di casi d’utilizzo. Analizziamo alcuni scenari tipici:

Analisi dei big data: StorageGRID S3 viene spesso utilizzato come data Lake, dove le aziende memorizzano
grandi quantita di dati strutturati e non strutturati per I'analisi utilizzando strumenti come Apache Spark, Splunk
Smartstore e Dremio.

Tiering dati: i clienti NetApp utilizzano la funzionalita FabricPool di ONTAP per spostare automaticamente i
dati tra un Tier locale ad alte prestazioni in StorageGRID. Il tiering libera il costoso storage flash per i dati hot,
mantenendo i dati cold altamente disponibili su storage a oggetti a basso costo. Cid massimizza performance
e risparmi.

Backup dei dati e ripristino di emergenza: le aziende possono utilizzare StorageGRID S3 come soluzione
affidabile e conveniente per il backup dei dati critici e il ripristino in caso di emergenza.

Archiviazione dei dati per le applicazioni: StorageGRID S3 pu0 essere utilizzato come backend di
archiviazione per le applicazioni, consentendo agli sviluppatori di archiviare e recuperare facilmente file,
immagini, video e altri tipi di dati.

Distribuzione dei contenuti: StorageGRID S3 puo essere utilizzato per archiviare e distribuire contenuti
statici di siti web, file multimediali e download di software agli utenti di tutto il mondo, sfruttando la distribuzione
geografica e lo spazio dei nomi globale di StorageGRID per una distribuzione dei contenuti rapida e affidabile.
Archivio dati: StorageGRID offre diversi tipi di storage e supporta il tiering in opzioni di storage pubblico a
lungo termine a basso costo, rendendolo una soluzione ideale per I'archiviazione e la conservazione a lungo
termine dei dati che devono essere conservati per scopi di conformita o cronologici.

Casi di utilizzo dello storage a oggetti
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splunk>

Tra questi, 'analisi dei big data & uno dei casi di utilizzo piu importanti e 'andamento del suo utilizzo sta

aumentando.
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rubrik
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Perché scegliere StorageGRID per i data Lake?

* Maggiore collaborazione - massiccia condivisione multi-sito, multi-tenancy con accesso API standard del

settore

» Costi operativi ridotti: Semplicita operativa di una singola architettura scale-out automatizzata con
riparazione automatica

« Scalabilita: Diversamente dalle tradizionali soluzioni Hadoop e data warehouse, lo storage a oggetti
StorageGRID S3 separa lo storage dalle risorse di calcolo e dai dati, consentendo al business di scalare le

proprie esigenze di storage man mano che crescono.

 Durata e affidabilita: | StorageGRID offrono una durata del 99,999999999%, il che significa che i dati
memorizzati sono altamente resistenti alla perdita di dati. Inoltre, offre un’elevata disponibilita per garantire

che i dati siano sempre accessibili.

» Sicurezza: StorageGRID offre varie funzionalita di sicurezza, tra cui crittografia, policy per il controllo degli
accessi, gestione del ciclo di vita dei dati, blocco degli oggetti e versioni per proteggere i dati archiviati in

bucket S3

StorageGRID S3 Data Lake

230

Financial
Services

Media

r_-t
A

Healthcare /
Life Sciences




StorageGRID tiered and primary use cases for Analytics, Al & ML S3 Primary

S : S3 Tiering
tfo_oj @ (?/dremio @ lake

Kafka

:}:c:% I 1ke (-)Informat\ca NN WEKA D

spakd ‘S

%%;

S3

S3

M NetApp

_ = 1 | .. M aws O
l l ) @ha e spark’ & WS =2 A

sgans /A ALLUXIO
splunk> S3A S3 S3
23 33 gonnector
S3 Select S3 S3 Select s3 s3

StorageGRID S3 Data Lake e

Benchmarking di Data warehouse e Lakehouses con storage a oggetti S3: Uno
studio comparativo

Questo articolo presenta un benchmark completo di vari ecosistemi di data warehouse e lakehouse che
utilizzano NetApp StorageGRID. L'obiettivo & determinare il sistema che funziona meglio con lo storage a
oggetti S3. Fare riferimento a questo "Apache Iceberg: La guida definitiva" per ulteriori informazioni sulle
architetture datawarehous/lakehouse e sul formato tabella (Parquet e Iceberg).

« Strumento benchmark - TPC-DS - https://www.tpc.org/tpcds/

» Ecosistemi di big data
o Cluster di macchine virtuali, ciascuno con 128G GB di RAM e 24 vCPU, storage SSD per disco di

sistema

> Hadoop 3.3.5 con Hive 3.1.3 (1 nodi nome + 4 nodi dati)

o Delta Lake con Spark 3.2.0 (1 master + 4 dipendenti) e Hadoop 3.3.5

o Dremio v25,2 (1 coordinatore + 5 esecutori)

> Trino v438 (1 coordinatore + 5 lavoratori)

o Starburst v453 (1 coordinatore + 5 lavoratori)

» Storage a oggetti

> NetApp® StorageGRID*® 11,8 con bilanciamento del carico 3 x SG6060 + 1x SG1000

> Protezione degli oggetti - 2 copie (il risultato & simile a EC 2+1)
* Dimensioni del database 1000GB

» La cache ¢ stata disabilitata in tutti gli ecosistemi per ogni test di query utilizzando il formato Parquet. Per il
formato Iceberg, abbiamo confrontato il numero di richieste GET S3 e il tempo totale di query tra scenari
con cache disabilitata e scenari con cache abilitata.
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TPC-DS include 99 query SQL complesse progettate per il benchmarking. Abbiamo misurato il tempo totale
impiegato per eseguire tutte le 99 query e abbiamo condotto un’analisi dettagliata esaminando il tipo e il
numero di richieste S3. | nostri test hanno confrontato I'efficienza di due formati di tabella popolari: Parquet e

Iceberg.

Risultato query TPC-DS con formato tabella parquet

Ecosiste Alveare
ma

TPCDS
99 query
minuti
totali

S3 OTTIENI
richieste

di

ripartizion

e

Lago Delta

1084 ° 55

1.117.184

80% range get di
2KB a 2MB da

1.495.03 osservazione:
9 Tutta la gamma

32MB oggetti, 50 -

100 richieste/sec

Dimensio 312.053
ni del
range:
50%
inferiore
a 100KB,
16% circa
1MB,
27%
2MB-
9MB,
4000 -
5000
richiesta/
sec

512

Elenca oggetti

TESTA 156.027

(oggetto
inesistente)

0 TESTA 982.126

(oggetto esistente)

0 Richieste totali 2.567.390

" Impossibile completare la query numero 72
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Dremio

36

2.074.610

Il range del 73% &
inferiore a 100KB
da 32MB oggetti,
1000 - 1400
richieste/sec

24.158

12.103

922.732

3.033.603

Trino

32

3.939.690

90% 1M byte
range get from
256MB objects,
2500 - 3000
requests/sec

120

96

3.939,906

Starburst

28

1.504.212

Dimensioni del
range: 50%
inferiore a 100KB,
16% circa 1MB,
27% 2MB-9MB,
3500 - 4000
richieste/sec

509

1.504.721



Risultato query TPC-DS con formato tabella Iceberg

Ecosistema Dremio Trino Starburst

TPCDS 99 query + 22 28 22
minuti totali (cache
disattivata)

TPCDS 99 query + 16 28 21,5
minuti totali ? (cache
abilitata)
S3richieste di GET (OTTIENI) (cache 1.985.922 938.639
ripartizione disattivata)
931.582 GET (OTTIENI) (cache 611.347 30.158
abilitata)
3.281 osservazione: Dimensioni di RICEZIONE Dimensioni del range: 42%
Tutta la gamma intervallo: 67% 1MB, 15% inferiore a 100KB, 17%
100KB, 10% 500KB, 3500 - circa 1MB, 33% 2MB-9MB,
4500 richieste/sec 3500 - 4000 richieste/sec
Dimensioni del range: Elenca oggetti 1465 0

43% inferiore a 100KB,
17% circa 1MB, 33%
2MB-9MB, 4000 -
5000 richieste/sec

0 TESTA 1464 0
(oggetto inesistente)

0 TESTA 3.702 509
(oggetto esistente)

509 Richieste totali (cache 1.992.553 939.148

disattivata)

2 |le prestazioni Trino/Starburst sono causate da colli di bottiglia causati dalle risorse di elaborazione; I'aggiunta
di pit RAM al cluster riduce il tempo totale di query.

Come mostrato nella prima tabella, Hive & significativamente piu lento di altri moderni dati ecosistemi
lakehouse. Abbiamo osservato che Hive ha inviato un gran numero di richieste list-objects S3, che in genere
sono lente su tutte le piattaforme di storage a oggetti, soprattutto quando si gestiscono bucket contenenti molti
oggetti. Cid aumenta notevolmente la durata complessiva della query. Inoltre, i moderni ecosistemi lakehouse
possono inviare in parallelo un elevato numero di richieste GET, che vanno da 2.000 a 5.000 richieste al
secondo, rispetto alle richieste da 50 a 100 di Hive al secondo. Il file system standard mimicry di Hive e
Hadoop S3A contribuisce alla lentezza di Hive nell'interazione con lo storage a oggetti S3.

L'utilizzo di Hadoop (su storage a oggetti HDFS o S3) con Hive o Spark richiede un’estesa conoscenza di
Hadoop e Hive/Spark, oltre a una comprensione dell'interazione delle impostazioni di ogni servizio. Insieme,
hanno piu di 1.000 impostazioni, molte delle quali sono correlate e non possono essere modificate
indipendentemente. Trovare la combinazione ottimale di impostazioni e valori richiede un’enorme quantita di
tempo e di lavoro.

Confrontando i risultati di Parquet e Iceberg, notiamo che il formato della tabella &€ un fattore di prestazioni
importante. Il formato della tavola Iceberg € piu efficiente del Parquet in termini di numero di S3 richieste, con
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un numero di richieste inferiore dal 35% al 50% rispetto al formato Parquet.

Le prestazioni di Dremio, Trino o Starburst sono principalmente determinate dalla potenza di calcolo del
cluster. Sebbene tutte e tre utilizzino il connettore S3A per la connessione allo storage a oggetti S3, non
richiedono Hadoop e la maggior parte delle impostazioni fs.S3A di Hadoop non sono utilizzate da questi
sistemi. Questo semplifica il tuning delle performance, eliminando la necessita di imparare e testare le varie
impostazioni di Hadoop S3A.

Da questo risultato del benchmark, possiamo concludere che il sistema di analisi dei big data ottimizzato per
carichi di lavoro basati su S3 & un importante fattore di performance. | moderni Lakehouse ottimizzano
I'esecuzione delle query, utilizzano in modo efficiente i metadati e forniscono un accesso perfetto ai dati S3,
producendo performance migliori rispetto a Hive quando si utilizza lo storage S3.

Fare riferimento a questa "pagina" sezione per configurare I'origine dati Dremio S3 con StorageGRID.

Visita i collegamenti riportati di seguito per scoprire come StorageGRID e Dremio collaborano per fornire
un’infrastruttura di data Lake moderna ed efficiente e come NetApp & passata da Hive + HDFS a Dremio +
StorageGRID per migliorare in modo significativo I'efficienza dell’analisi dei big data.

« "Migliora le performance dei tuoi big data con NetApp StorageGRID"

« "Infrastruttura di data Lake moderna, potente ed efficiente con StorageGRID e Dremio"

* "In che modo NetApp sta ridefinendo I'esperienza del cliente con I'analisi dei prodotti"

Tuning di Hadoop S3A
Di Angela Cheng

Il connettore Hadoop S3A facilita un’interazione perfetta tra le applicazioni basate su Hadoop e lo storage a
oggetti S3. La messa a punto del connettore Hadoop S3A & essenziale per ottimizzare le performance quando
si lavora con lo storage a oggetti S3. Prima di entrare nei dettagli di messa a punto, cerchiamo di comprendere
di base Hadoop e i suoi componenti.

Che cos’é Hadoop?

Hadoop € un potente framework open-source progettato per gestire I'elaborazione e lo storage di dati su larga
scala. Permette lo storage distribuito e I'elaborazione parallela tra cluster di computer.

| tre componenti principali di Hadoop sono:
+ Hadoop HDFS (Hadoop Distributed file System): Gestisce lo storage, suddividendo i dati in blocchi e

distribuendoli tra i nodi.

* Hadoop MapReduce: Responsabile dell’elaborazione dei dati dividendo le attivita in blocchi piu piccoli ed
eseguendole in parallelo.

» Hadoop YARN (Yet Another Resource negoziator): "Gestisce le risorse e pianifica le attivita in modo
efficiente”

HDFS Hadoop e connettore S3A

HDFS & una componente vitale dell’ecosistema Hadoop, ricoprendo un ruolo critico nell’efficiente elaborazione
dei big data. HDFS consente storage e gestione affidabili. Garantisce I'elaborazione parallela e lo storage dei
dati ottimizzato, accelerando I'accesso e I'analisi dei dati.
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Nell’elaborazione dei big data, HDFS ¢ eccellente per fornire storage con tolleranza di errore per grandi set di
dati. Ottiene questo attraverso la replica dei dati. Consente di memorizzare e gestire grandi volumi di dati
strutturati e non strutturati in un ambiente di data warehouse. Inoltre, si integra perfettamente con i principali
framework di elaborazione dei big data, come Apache Spark, Hive, Pig e Flink, consentendo un’elaborazione
dei dati scalabile ed efficiente. E compatibile con i sistemi operativi basati su Unix (Linux), il che lo rende la
scelta ideale per le organizzazioni che preferiscono utilizzare ambienti basati su Linux per I'elaborazione dei
big data.

Con la crescita del volume dei dati nel tempo, I'approccio all’aggiunta di nuove macchine al cluster Hadoop
con risorse di calcolo e storage proprie € diventato inefficiente. La scalabilita lineare crea delle sfide per
l'utilizzo efficiente delle risorse e la gestione dell'infrastruttura.

Per affrontare queste sfide, il connettore Hadoop S3A offre i/o dalle performance elevate rispetto allo storage a
oggetti S3. L'implementazione di un workflow Hadoop con S3A consente di sfruttare lo storage a oggetti come
repository di dati e consente di separare calcolo e storage, il che consente di scalare calcolo e storage in modo
indipendente. Il disaccoppiamento tra calcolo e storage ti consente inoltre di dedicare la giusta quantita di
risorse per i tuoi job di calcolo e di fornire capacita in base alle dimensioni del set di dati. Pertanto, & possibile
ridurre il TCO complessivo per i flussi di lavoro Hadoop.

Tuning del connettore Hadoop S3A

S3 si comporta in modo diverso da HDFS e alcuni tentativi di preservare I'aspetto di un file system sono
decisamente non ottimali. E necessario un’accurata messa a punto/test/sperimentazione per utilizzare al
meglio le risorse S3.

Le opzioni Hadoop di questo documento si basano su Hadoop 3,3.5, fare riferimento a. "Hadoop 3.3.5 core-
site.xml" per tutte le opzioni disponibili.

Nota — il valore predefinito di alcune impostazioni di Hadoop fs.S3A & diverso in ogni versione di Hadoop.
Assicurati di controllare il valore predefinito specifico per la tua attuale versione di Hadoop. Se queste
impostazioni non sono specificate in Hadoop core-site.xml, verra utilizzato il valore predefinito. E possibile
ignorare il valore in fase di esecuzione utilizzando le opzioni di configurazione Spark o Hive.

Dovete andare a questo "Pagina di Apache Hadoop" per capire ogni opzione fs.s3a. Se possibile, testarle in un
cluster Hadoop non di produzione per trovare i valori ottimali.

Si dovrebbe leggere "Ottimizzazione delle prestazioni quando si lavora con il connettore S3A" per altre
raccomandazioni di sintonizzazione.

Analizziamo alcune considerazioni chiave:

1. Compressione dati

Non attivare la compressione StorageGRID. La maggior parte dei sistemi di big data utilizza la funzione GET
della gamma di byte invece di recuperare 'intero oggetto. L'utilizzo dell’intervallo di byte Get con gli oggetti
compressi riduce significativamente le prestazioni di GET.

2. S3A commiitter

In generale, si raccomanda il committer Magic S3A. Fare riferimento a questo "Pagina delle opzioni comuni di
committer S3A" per avere una migliore comprensione di magic committer e delle relative impostazioni s3a.

Magic Committer:

Magic Committer si affida specificamente a S3Guard per offrire elenchi di directory coerenti sull’archivio di
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oggetti S3.

Con S3 coerente (che € ora il caso), il Magic Committer pud essere utilizzato in modo sicuro con qualsiasi

secchio S3.

Scelta e sperimentazione:

A seconda del caso d’'uso, € possibile scegliere tra il committer di staging (che si basa su un filesystem HDFS
del cluster) e il committer magico.

Sperimenta entrambi per determinare la soluzione piu adatta al tuo carico di lavoro e ai requisiti.

In sintesi, i S3A committer forniscono una soluzione alla sfida fondamentale di un impegno coerente, ad alte
prestazioni e affidabile nei confronti del S3. Il design interno garantisce un trasferimento efficiente dei dati,
mantenendo al contempo l'integrita dei dati.

Option

Meaning

Default (Hadoop 3.3.5)

Committer to create for output to S3A, one of: "file",

ksuccessfuljiobs

of the job.

fs.s3a.committer.name .~ o o o file
directory”, "partitioned", "magic".

fs.s3a.buffer.dir Local filesystem directory for data being written and/or |${env.LOCAL_DIRS:-
staged. ${hadoop.tmp.dir}}/s3a

fs.s3a.committer.magic.enabled Enable “magic committer” support in the filesystem. true

fs.s3a.committer.abort.pending.uplo (list and abort all pending uploads under the destination

ads path when the job is committed or aborted. true

fs.s3a.committer.threads Number of threads in committers for parallel operations 8
on files.

fs.s3a.committer.generate.uuid Generate a Job UUID if none is passed down from fake
Spark

fs.s3a.committer.require.uuid Require the Job UUID to be passed down from Spark false

mapreduce.fileoutputcommitter.mar [Write a _SUCCESS file on the successful completion true

mapreduce.outputcommitter_factory.
scheme.s3a

The committer factory to use when writing data to S3A
filesystems. If

mapreduce.outputcommitter factory.class is set, it will
override this property.

(This property is set in mapred-default.xml)

org.apache.hadoop.fs.s3a.commit.S3A
CommitterFactory

3. Filettatura, dimensioni pool di connessione e dimensione blocco

» Ogni client S3A che interagisce con un singolo bucket ha un proprio pool dedicato di connessioni HTTP
1,1 aperte e thread per operazioni di upload e copia.

« "E possibile ottimizzare le dimensioni di questi pool per ottenere un equilibrio tra prestazioni e utilizzo di

memoria/thread".

* Quando si caricano i dati su S3, questi vengono divisi in blocchi. La dimensione predefinita del blocco & 32
MB. E possibile personalizzare questo valore impostando la proprieta fs.S3A.block.size.

* Blocchi di dimensioni maggiori possono migliorare le performance per il caricamento di grandi dati,
riducendo 'overhead di gestione di parti multiparte durante il caricamento. Il valore consigliato € pari o
superiore a 256 MB per set di dati di grandi dimensioni.
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Option

Meaning

Default (Hadoop 3.3.5)

fs.s3a.threads.max

The total number of threads available in the filesystem for data
uploads *or any other queued flesystem operation™.

64

fs.s3a.connection.maximum

Controls the maximum number of simultaneous connections to
S3. This must be bigger than the value of fs.s3a.threads.max so
as to stop threads being blocked waiting for new HTTPS
connections. Why not equal? The AWS SDK transfer manager
also uses these connections.

fs.s3a.max. total tasks

The number of operations which can be queued for execution.
This is in addition to the number of active threads in
fs.s3a.threads.max.

32

fs.s3a.committer.threads

Number of threads in committers for parallel operations on files
(upload, commit, abort, delete...)

fs.s3a.executor.capacity

The maximum number of submitted tasks which is a single
operation (e.g. rename(), delete()) may submit simultaneously for
execution -excluding the 10-heavy block uploads, whose capacity
is set in "fs.s3a.fast.upload.active.blocks" All tasks are submitted
to the shared thread pool whose size is set in
"fs.s3a.threads.max"; the value of capacity should be less than
that of the thread pool itself, as the goal is to stop a single
operation from overloading that thread pool.

16

fs.s3a.fast.upload.active blocks
(see also related fs.s3a.fast.upload.buffer
option)

Maximum Number of blocks a single output stream can have
active (uploading, or queued to the central FileSystem instance's
pool of queued operations. This stops a single stream overloading
the shared thread pool.

fs.s3a.block. size

Block size to use when reading files using s3a: file system. A
suffix from the set {K,M,G,T,P} may be used to scale the numeric
value.

32MB (tested 1TB data set with
256MB and 512MB block size
shows significant improvement
in both read and write)

4. Caricamento multiparte

S3A committer Always utilizza MPU (upload multiparte) per caricare i dati nel bucket S3. Cid & necessario per
consentire: Errore di attivita, esecuzione speculativa di attivita e interruzione di processi prima del commit. Di
seguito sono riportate alcune specifiche chiave relative ai caricamenti di piu parti:

* Dimensioni massime oggetto: 5 TiB (terabyte).

* Numero massimo di parti per caricamento: 10.000.
* Numeri di parte: Da 1 a 10.000 (inclusi).

» Dimensioni del pezzo: Tra 5 MIB e 5 GiB. In particolare, non esiste un limite minimo di dimensioni per
l'ultima parte del caricamento multiparte.

L'utilizzo di una parte di dimensioni inferiori per i caricamenti multiparte S3 presenta vantaggi e svantaggi.

Vantaggi:

* Ripristino rapido da problemi di rete: Quando si caricano parti piu piccole, I'impatto del riavvio di un
caricamento non riuscito a causa di un errore di rete viene ridotto al minimo. Se una parte non riesce, €

sufficiente caricare nuovamente quella parte specifica piuttosto che I'intero oggetto.
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« Migliore parallelizzazione: E possibile caricare piu parti in parallelo, sfruttando il multithreading o le
connessioni simultanee. Questa parallelizzazione migliora le prestazioni, soprattutto quando si gestiscono
file di grandi dimensioni.

Svantaggio:

» Sovraccarico di rete: Le dimensioni ridotte delle parti consentono il caricamento di piu parti, ciascuna delle
quali richiede una propria richiesta HTTP. Un numero maggiore di richieste HTTP aumenta 'overhead
dovuto all’avvio e al completamento di singole richieste. La gestione di un gran numero di piccoli
componenti pu0 influire sulle prestazioni.

» Complessita: Gestire I'ordine, tenere traccia delle parti e assicurarsi che i caricamenti vengano effettuati
correttamente puo risultare difficoltoso. Se il caricamento deve essere interrotto, tutte le parti gia caricate
devono essere monitorate e eliminate.

Per Hadoop, per fs.S3A.multipart.size si consigliano dimensioni di parte pari o superiori a 256MB. Impostare
sempre il valore fs.S3A.mutlipart.threshold su 2 x fs.S3A.multipart.size. Ad esempio, se fs.S3A.multipart.size =
256M, fs.S3A.mutlipart.threshold dovrebbe essere 512M.

Utilizzare parti di dimensioni maggiori per set di dati di grandi dimensioni. E importante scegliere una
dimensione della parte che bilanci questi fattori in base al caso di utilizzo specifico e alle condizioni di rete.

Un caricamento multiparte € un "processo in tre fasi":

1. Il caricamento viene avviato, StorageGRID restituisce un ID upload.
2. Le parti dell’'oggetto vengono caricate utilizzando I'ID upload.

3. Una volta caricate tutte le parti dell’'oggetto, invia la richiesta di caricamento multiparte completa con
upload-ID. StorageGRID costruisce I'oggetto dalle parti caricate e il client pud accedere all’oggetto.

Se la richiesta di caricamento multiparte completa non viene inviata correttamente, le parti imangono in
StorageGRID e non creano alcun oggetto. Cio si verifica quando i lavori vengono interrotti, non riusciti o
interrotti. Le parti rimangono nella griglia fino a quando il caricamento multiparte non viene completato o
interrotto o StorageGRID elimina queste parti se sono trascorsi 15 giorni dall’avvio del caricamento. Se in un
bucket sono presenti molti (da poche centinaia di migliaia a milioni) upload multiparte in corso, quando Hadoop
invia "list-multipart-Uploads" (questa richiesta non filtra per id di caricamento), il completamento della richiesta
potrebbe richiedere molto tempo o un timeout. E possibile impostare fs.S3A.mutlipart.purge su true con un
valore fs.S3A.multipart.purge.age appropriato (ad esempio, da 5 a 7 giorni, non utilizzare il valore predefinito di
86400, ossia 1 giorno). O contattare I'assistenza NetApp per esaminare la situazione.
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Option

Meaning

Default

(Hadoop 3.3.5)

fs.s3a.multipart.size

How big (n bytes) to split upload or copy
operations up mto. A suffix from the set
{K.M,G,T.P} may be used to scale the numeric
value.

64M

fs.s3a.multipart.threshold

How big (in bytes) to split upload or copy
operations up into. This also controls the partition
size in renamed files, as rename() mvolves copying
the source file(s). A suffix from the set
{K,M,G,T,P} may be used to scale the numeric
value.

128M

fs.s3a.multipart.purge

True if you want to purge existing multipart
uploads that may not have been completed/aborted
correctly. The corresponding purge age is defined
m fs.s3a.multipart.purge.age. If set, when the
filesystem is instantiated then all outstanding
uploads older than the purge age will be terminated
-across the entire bucket. This will impact
multipart uploads by other applications and users.
so should be used sparingly, with an age value
chosen to stop failed uploads, without breaking
ongoing operations.

false

fs.s3a.multipart.purge.age

Minimum age in seconds of multipart uploads to
purge on startup if "fs.s3a.multipart. purge" is true

86400

5. Buffer: Scrittura dei dati in memoria

Per migliorare le prestazioni, € possibile inserire i dati in scrittura nella memoria prima di caricarli su S3.
Riducendo cosi il numero di scritture ridotte e migliorando l'efficienza.

set by: fs.s3a.multipart.size * fs.s3a.fast.upload.active.blocks. If
using either of these mechanisms, keep this value low The total
number of threads performing work across all threads is set by
fs.s3a.threads.max, with fs.s3a.max.total.tasks values setting the
number of queued work items.

Default
Option Meaning (Hadoop
3.3.9)
The buffering mechanism to for data being written. Values: disk,
array, bytebuffer. "disk" will use the directories listed in
fs_s3a. buffer.dir as the location(s) to save data prior to being
uploaded. "array" uses arrays in the JVM heap "bytebuffer" uses
off-heap memory within the JVM. Both "array" and "bytebuffer" will
fs.s3a.fast.upload.buffer consume memory in a single stream up to the number of blocks disk

Ricorda che S3 e HDFS funzionano in modi diversi. E necessario un’attenta messa a punto/test/esperimento
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per utilizzare al meglio le risorse S3.

TR-4871: Configurare StorageGRID per il backup e recovery
con CommVault

Eseguire backup e recovery di dati utilizzando StorageGRID e CommVault

CommVault e NetApp hanno collaborato alla creazione di una soluzione congiunta per la
data Protection, che combina il software CommVault complete Backup and Recovery for
NetApp con il software NetApp StorageGRID per il cloud storage. CommVault complete
Backup and Recovery e NetApp StorageGRID forniscono soluzioni uniche e facili da
utilizzare che collaborano per aiutarti a soddisfare le richieste di una rapida crescita dei
dati e delle normative in aumento in tutto il mondo.

Molte organizzazioni vogliono migrare lo storage nel cloud, scalare i sistemi e automatizzare la policy per la
conservazione dei dati a lungo termine. Lo storage a oggetti basato sul cloud & celebre per la sua resilienza, la
sua capacita di scalare e le efficienze operative e legate ai costi, caratteristiche che lo rendono la scelta
naturale come destinazione del backup. CommVault e NetApp hanno certificato congiuntamente la propria
soluzione combinata nel 2014 e da allora hanno progettato una piu profonda integrazione tra le due soluzioni. |
clienti di ogni tipo in tutto il mondo hanno adottato la soluzione combinata di backup e recovery CommVault
complete e StorageGRID.

Informazioni su CommVault e StorageGRID

Il software CommVault complete Backup and Recovery € una soluzione di gestione integrata dei dati e delle
informazioni di livello aziendale, costruita da zero su una singola piattaforma e con una base di codice
unificata. Tutte le sue funzioni condividono tecnologie di back-end, apportando gli impareggiabili vantaggi e
vantaggi di un approccio completamente integrato alla protezione, alla gestione e all’accesso ai dati. Il
software contiene moduli per la protezione, I'archiviazione, I'analisi, la replica e la ricerca dei dati. | moduli
condividono una serie comune di servizi back-end e funzionalita avanzate che interagiscono perfettamente tra
loro. La soluzione affronta tutti gli aspetti della gestione dei dati nell’azienda, fornendo una scalabilita infinita e
un controllo senza precedenti di dati e informazioni.

NetApp StorageGRID come Tier di cloud CommVault &€ una soluzione di storage a oggetti di cloud ibrido
aziendale. Puoi implementarla su piu siti, sia su un’appliance costruita ad hoc che come implementazione
software-defined. StorageGRID ti consente di stabilire policy di gestione dei dati che determinano il modo in
cui i dati vengono archiviati e protetti. StorageGRID raccoglie le informazioni necessarie per sviluppare e
applicare le policy. Prende in esame un’ampia gamma di caratteristiche ed esigenze, tra cui performance,
durata, disponibilita, posizione geografica, longevita e costi. | dati sono pienamente mantenuti e protetti
durante lo spostamento tra posizioni € man mano che invecchiano.

Il motore di policy intelligente di StorageGRID consente di scegliere una delle seguenti opzioni:

« Utilizzare 'erasure coding per eseguire il backup dei dati su diversi siti allo scopo di ottenere resilienza.

» Copia degli oggetti in siti remoti per ridurre al minimo il costo e la latenza della WAN.
Quando StorageGRID archivia un oggetto, lo accedi come un unico oggetto, indipendentemente da dove si
trova o dal numero di copie esistenti. Questo comportamento & fondamentale per il disaster recovery, perché
con esso, anche se una copia di backup dei dati & danneggiata, StorageGRID ¢& in grado di ripristinare i dati.

Conservare i dati di backup nello storage primario puo rivelarsi costoso. Utilizzando NetApp StorageGRID,
potrai liberare spazio sullo storage primario migrando i dati di backup inattivi in StorageGRID, senza rinunciare
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alle numerose funzionalita di StorageGRID. Il valore dei dati di backup cambia con il passare del tempo, cosi
come il costo legato alla loro memorizzazione. StorageGRID pu0 ridurre al minimo il costo dello storage
primario aumentando al contempo la durata dei dati.

Funzionalita principali

Le funzionalita principali della piattaforma software CommVault includono:
» Una soluzione completa di protezione dei dati che supporta tutti i principali sistemi operativi, database e
applicazioni su server virtuali e fisici, sistemi NAS, infrastrutture basate sul cloud e dispositivi mobili.

» Gestione semplificata attraverso un’unica console: Puoi visualizzare, gestire e accedere a tutte le funzioni,
tutti i dati e le informazioni dell’azienda.

« Diversi metodi di protezione, tra cui backup e archiviazione dei dati, gestione delle snapshot, replica dei
dati e indicizzazione dei contenuti per I'e-Discovery.

* Gestione efficiente dello storage mediante la deduplica per il disco e il cloud storage.

* Integrazione con storage array NetApp come AFF, FAS, NetApp HCI ed e-Series e con i sistemi di storage
scale-out NetApp SolidFire”®. Integrazione anche con il software NetApp Cloud Volumes ONTAP per
automatizzare la creazione di copie Snapshot™ NetApp indicizzate e compatibili con le applicazioni
nell’intero portafoglio di storage NetApp.

+ Gestione completa dell'infrastruttura virtuale che supporta i principali hypervisor virtuali on-premise e
piattaforme hyperscaler di cloud pubblico.

» Funzionalita di sicurezza avanzate per limitare I'accesso ai dati critici, offrire funzionalita di gestione
granulari e fornire accesso single-sign-on agli utenti di Active Directory.

» Gestione dei dati basata su criteri che consente di gestire i dati in base alle esigenze aziendali, non in base
a una posizione fisica.

» Un’esperienza utente finale all’avanguardia, che consente agli utenti di proteggere, trovare e ripristinare i
propri dati.

» Automazione basata su API per utilizzare strumenti di terze parti come vRealize Automation o Service Now
per gestire le operazioni di data Protection e recovery.

Per ulteriori informazioni sui carichi di lavoro supportati, visitare il sito Web "Tecnologie supportate da
CommVault".

Opzioni di backup

Quando implementi il software di backup e recovery CommVault complete con il cloud storage, hai due opzioni
di backup:

» Eseguire il backup su una destinazione disco primaria e una copia ausiliaria su cloud storage.

» Esegquire il backup sul cloud storage come destinazione primaria.
In passato, lo storage a oggetti o cloud era considerato dalle performance troppo basse per essere utilizzato
per il backup primario. L'utilizzo di una destinazione disco primaria ha permesso ai clienti di disporre di
processi di backup e ripristino piu rapidi e di mantenere una copia ausiliaria nel cloud come backup cold.
StorageGRID rappresenta la nuova generazione dello storage a oggetti. StorageGRID ¢ in grado di offrire

performance elevate, throughput elevato, performance e flessibilita superiori a quelle degli altri vendor di
soluzioni storage a oggetti.

Nella seguente tabella sono elencati i vantaggi di ciascuna opzione di backup con StorageGRID:
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Backup primario su disco e Backup primario su StorageGRID
copia ausiliaria su StorageGRID

Performance Tempo di recovery piu rapido, con  Non pud essere utilizzato per
montaggio live o live recovery: La  operazioni di montaggio live o
soluzione migliore per i carichi di ripristino live. Ideale per le

lavoro TierO/Tier1. operazioni di ripristino in streaming
e per la conservazione a lungo
termine.
Architettura di implementazione Utilizzo di una tecnologia all-flash o  Semplifica 'implementazione
di un disco a rotazione come primo utilizzando StorageGRID come
landing Tier di backup. destinazione di backup all-

StorageGRID viene utilizzato come inclusive.
Tier secondario.

Funzioni avanzate (ripristino in Supportato Non supportato
tempo reale)

Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:
» Centro di documentazione di StorageGRID 11,9 + https://docs.netapp.com/us-en/storagegrid-119/

* Documentazione del prodotto NetApp
https://docs.netapp.com

* Documentazione CommVault
https://documentation.commvault.com/2024/essential/index.html

Panoramica della soluzione testata

La soluzione collaudata combina le soluzioni CommVault e NetApp per realizzare una
potente soluzione congiunta.

Setup della soluzione

Durante la configurazione in laboratorio, 'ambiente StorageGRID era composto da quattro appliance NetApp
StorageGRID SG5712, un nodo amministrativo primario virtuale e un nodo gateway virtuale. L'appliance
SG5712 e I'opzione entry-level, una configurazione di base. La scelta di opzioni dalle performance piu elevate
come NetApp StorageGRID SG5760 o SG6060 pud fornire benefici significativi in termini di performance. Per
assistenza sul dimensionamento, consulta il Solution Architect NetApp StorageGRID.

Per la policy di protezione dei dati, StorageGRID utilizza una policy di Lifecycle management integrata (ILM)

per gestire e proteggere i dati. Le regole ILM vengono valutate in una politica dall’alto verso il basso. Il criterio
ILM viene implementato come illustrato nella tabella seguente:

Regola ILM Qualificatori Comportamento di acquisizione

Erasure coding 2+1 Oggetti superiori a 200KB Bilanciato

242


https://docs.netapp.com/us-en/storagegrid-119/
https://docs.netapp.com
https://documentation.commvault.com/2024/essential/index.html

Regola ILM Qualificatori Comportamento di acquisizione

2 Copia Tutti gli oggetti Dual commit

La regola di copia di ILM 2 ¢ la regola predefinita. La regola Erasure Coding 2+1 € stata applicata per questo
test a qualsiasi oggetto 200KB o superiore. La regola predefinita & stata applicata agli oggetti di dimensioni
inferiori a 200KB. L'applicazione delle regole in questo modo & una Best practice di StorageGRID.

Per informazioni tecniche su questo ambiente di test, leggere la sezione progettazione della soluzione e Best
practice nella "Data Protection scale-out NetApp con CommVault" report tecnico.

Specifiche dell’hardware StorageGRID

La tabella seguente descrive 'hardware NetApp StorageGRID utilizzato per questo test. L'appliance
StorageGRID SG5712 con connettivita di rete 10Gbps & 'opzione entry-level e rappresenta una
configurazione di base. In alternativa, SG5712 pud essere configurato per il collegamento in rete 25Gbps.

Hardware Quantita Disco Capacita Rete
utilizzabile

Appliance 4 48 x 4TB GB (HDD 136TB 10Gbps

StorageGRID SAS near-line)

SG5712

La scelta di opzioni di appliance con performance piu elevate come le appliance NetApp StorageGRID
SG5760, SG6060 o All Flash SGF6112 pud fornire benefici significativi in termini di performance. Per
assistenza sul dimensionamento, consulta il Solution Architect NetApp StorageGRID.

Requisiti software CommVault e StorageGRID

Le tabelle seguenti elencano i requisiti software per il software CommVault e NetApp StorageGRID installato
sul software VMware ai fini del test. Sono stati installati quattro programmi di gestione della trasmissione dati
MediaAgent e un server CommServe. Nel test € stata implementata la connettivita di rete 10Gbps per
linfrastruttura VMware. La tabella seguente

La tabella seguente elenca i requisiti di sistema totali del software CommVault:

Componente Quantita Datastore Dimensione Totale Numero totale
di IOPS richiesti
CommServe 1 SISTEMA 500GB 500GB n/a.
Server OPERATIVO
SQL 500GB 500GB n/a.
MediaAgent 4 CPU virtuale 16 64 n/a.
(vCPU)
RAM 128GB 512 n/a.
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Componente Quantita Datastore Dimensione Totale Numero totale
di IOPS richiesti

SISTEMA 500GB 2TB n/a.
OPERATIVO

Cache indice 2TB 8TB 200+

DB 2TB 8TB 200-80.000K

Nell’ambiente di test, sono stati implementati un nodo di amministrazione principale virtuale e un nodo di
gateway virtuale su VMware su uno storage array NetApp e-Series E2812. Ciascun nodo si trovava su un
server separato con i requisiti minimi del’ambiente di produzione descritti nella tabella seguente:

Nella tabella seguente sono elencati i requisiti per i nodi amministrativi virtuali StorageGRID e i nodi gateway:

Tipo di nodo Quantita VCPU RAM Storage

Nodo gateway 1 8 24GB 100GB LUN per il
sistema operativo

Nodo amministrativo 1 8 24GB 100GB LUN per il
sistema operativo

200GB LUN per le
tabelle dei nodi
Admin

200GB LUN per
'audit log del nodo
Admin

Guida al dimensionamento di StorageGRID

Consulta i tuoi specialisti in materia di data Protection NetApp per dimensionamento
specifico del tuo ambiente. Gli specialisti della data Protection di NetApp possono
utilizzare lo strumento CommVault Total Backup Storage Calculator per stimare i requisiti
dell’infrastruttura di backup. Lo strumento richiede I'accesso al portale per i partner
CommVault. Se necessario, registrati per accedere.

Input per il dimensionamento di CommVault

E possibile utilizzare le seguenti attivita per eseguire il rilevamento per il dimensionamento della soluzione per
la data Protection:

* |Identifica i carichi di lavoro del sistema o dell’applicazione/database e la capacita front-end corrispondente
(in terabyte [TB]) da proteggere.
« Identifica il carico di lavoro VM/file e la capacita front-end (TB) simile che deve essere protetta.

* Identificare i requisiti di conservazione a breve e a lungo termine.
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« Identificare il change rate quotidiano in % per i set di dati/carichi di lavoro identificati.
+ Identificazione della crescita dei dati prevista nei prossimi 12, 24 e 36 mesi.
« Definisci RTO e RPO per la data Protection/recovery in base alle esigenze di business.

Quando queste informazioni sono disponibili, & possibile eseguire il dimensionamento dellinfrastruttura di
backup in modo da suddividere le capacita di storage richieste.

Guida al dimensionamento di StorageGRID

Prima di eseguire il dimensionamento del NetApp StorageGRID, prendi in considerazione questi aspetti del
carico di lavoro:

» Capacita utilizzabile

* Modalita WORM

« Dimensione media dell’oggetto

» Requisiti relativi alle performance

* Criterio ILM applicato

La quantita di capacita utilizzabile ha bisogno di per adattarsi alla dimensione del workload di backup su cui si
€ eseguito il tiering in StorageGRID e al programma di conservazione.

La modalita WORM sara attivata 0 meno? Una volta abilitato WORM in CommVault, il blocco degli oggetti
verra configurato su StorageGRID. In questo modo si aumentera la capacita dello storage a oggetti
necessaria. La quantita di capacita richiesta varia in base alla durata di conservazione e al numero di
modifiche agli oggetti per ogni backup.

Average object size & un parametro di input che aiuta nel dimensionamento delle performance in un ambiente
StorageGRID. Le dimensioni medie degli oggetti utilizzate per un carico di lavoro CommVault dipendono dal
tipo di backup.

La tabella seguente elenca le dimensioni medie degli oggetti per tipo di backup e descrive le letture del
processo di ripristino dall’archivio di oggetti:
Tipo di backup Dimensione media oggetto Ripristinare il comportamento

Eseguire una copia ausiliaria in 32MB Lettura completa dell’oggetto 32MB
StorageGRID

Backup diretto su StorageGRID 8MB 1MB lettura casuale
(deduplica abilitata)

Backup diretto su StorageGRID 32MB Lettura completa dell’oggetto 32MB
(deduplica disattivata)

Inoltre, la comprensione dei requisiti prestazionali per backup completi e backup incrementali consente di
determinare il dimensionamento dei nodi di storage StorageGRID. | metodi di data Protection della policy ILM
(Information Lifecycle management) di StorageGRID determinano la capacita necessaria per memorizzare i
backup CommVault e influiscono sul dimensionamento del grid.

La replica ILM di StorageGRID & uno dei due meccanismi utilizzati da StorageGRID per memorizzare i dati
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degli oggetti. Quando StorageGRID assegna gli oggetti a una regola ILM che replica i dati, il sistema crea
copie esatte dei dati degli oggetti e memorizza le copie nei nodi storage.

Erasure coding € il secondo metodo utilizzato da StorageGRID per memorizzare i dati degli oggetti. Quando
StorageGRID assegna gli oggetti a una regola ILM configurata per creare copie con erasure coding, suddivide
i dati degli oggetti in frammenti di dati. Calcola quindi ulteriori frammenti di parita e memorizza ogni frammento
su un nodo storage diverso. Quando si accede a un oggetto, questo viene riassemblato utilizzando i frammenti
memorizzati. Se un frammento di dati o un frammento di parita si danneggia o viene perso, I'algoritmo di
erasure coding puo ricreare quel frammento utilizzando un sottoinsieme dei dati e dei frammenti di parita
rimanenti.

I due meccanismi richiedono diverse quantita di storage, come dimostrano questi esempi:

» Se si memorizzano due copie replicate, il carico di storage raddoppia.

« Se si archivia una copia con erasure coding 2+1, 'overhead dello storage aumenta di 1,5 volte.
Per la soluzione sottoposta a test, € stata utilizzata un’implementazione StorageGRID entry-level su un singolo
sito:

* Nodo amministrativo: Macchina virtuale VMware (VM)

 Bilanciamento del carico: VMware VM

* Nodi storage: 4x SG5712 PB con 4TB dischi

* Nodo amministrativo primario e nodo gateway: Macchine virtuali VMware con i requisiti minimi del carico di
lavoro di produzione

@ StorageGRID supporta anche i sistemi di bilanciamento del carico di terze parti.

Di solito, StorageGRID viene implementato in due o piu siti con policy di data Protection che replicano i dati
per proteggersi dai guasti a livello di nodo e di sito. Effettuando il backup dei dati su StorageGRID, i dati
saranno protetti da copie multiple o dall’erasure coding che separa e riassembla i dati in modo affidabile
attraverso un algoritmo.

E possibile utilizzare lo strumento di dimensionamento "Fusion" per dimensionare la griglia.

Scalabilita

E possibile espandere un sistema NetApp StorageGRID aggiungendo storage ai nodi storage, aggiungendo
nuovi nodi grid a un sito esistente o aggiungendo un nuovo sito per il data center. E possibile eseguire
espansioni senza interrompere il funzionamento del sistema corrente.

StorageGRID scala le performance utilizzando nodi con performance piu elevate per i nodi storage o
I'appliance fisica che esegue il bilanciamento del carico e i nodi amministrativi o semplicemente aggiungendo
nodi aggiuntivi.

@ Per ulteriori informazioni sull’espansione del sistema StorageGRID, vedere "Guida
all’'espansione di StorageGRID 11,9".

Eseguire un lavoro di protezione dati

Per configurare StorageGRID con CommVault complete Backup and Recovery for
NetApp, sono stati eseguiti i seguenti passaggi per aggiungere StorageGRID come
libreria cloud all'interno del software CommVault.
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Fase 1: Configurare CommVault con StorageGRID

Fasi

1. Effettua 'accesso al CommVault Command Center. Nel pannello di sinistra, fare clic su archiviazione >
Cloud > Aggiungi per visualizzare e rispondere alla finestra di dialogo Aggiungi cloud:
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Add cloud

Name
Type
MediaAgent

Server host

Bucket

Credentials

‘Use saved credentials

Name

‘ Use deduplication

Deduplication DB location

NetApp StorageGRID

Select MediaAgent -~

<ip-address-or-host-name=:<port=

<Name-of-the-bucket-in-SG=

Select credentials -
£

Cancel




2. Per tipo, selezionare NetApp StorageGRID.

3. Per MediaAgent, selezionare tutte le voci associate alla libreria cloud.

4. Per host server, immettere I'indirizzo IP o il nome host dell’endpoint StorageGRID e il numero di porta.
Seguire le istruzioni riportate nella documentazione di StorageGRID a. "come configurare un endpoint del

bilanciamento del carico (porta)". Assicurarsi di disporre di una porta HTTPS con un certificato autofirmato
e dell’indirizzo IP o del nome di dominio dell’endpoint StorageGRID.

5. Se si desidera utilizzare la deduplica, attivare questa opzione e specificare il percorso del database di
deduplica.

6. Fare clic su Salva.
Fase 2: Creare un piano di backup con StorageGRID come destinazione principale

Fasi

1. Nel pannello di sinistra, selezionare Gestisci > piani per visualizzare e rispondere alla finestra di dialogo
Crea piano di backup server.
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Create server backup plan e

Plan name

Backup destinations Add copy
Name Storage Retention period +

Primary storageGRID final test 30

RPO

Backup frequency Runsevery 4 [ Hours =

B Add full backup

Backup window Monday through Sunday : All day
Full backup window Monday through Sunday : All day
Folders to backup v
Snapshot options v
Database options v
Override restrictions v
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2. Immettere il nome di un piano.

3. Selezionare la destinazione di backup dello storage di StorageGRID Simple Storage Service (S3) creata in
precedenza.

4. Inserisci il periodo di conservazione dei backup e il recovery point objective (RPO) che preferisci.

5. Fare clic su Salva.

Fase 3: Avviare un processo di backup per proteggere i carichi di lavoro

Fasi
1. Sul CommVault Command Center, selezionare Protect > Virtualization (protezione > virtualizzazione).
2. Aggiunta di un hypervisor VMware vCenter Server.
3. Fare clic sull’hypervisor appena aggiunto.

4. Fare clic su Add VM group (Aggiungi gruppo VM) per rispondere alla finestra di dialogo Add VM Group
(Aggiungi gruppo VM) in modo da visualizzare 'ambiente vCenter che si intende proteggere.
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Add VM group e
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Name

Browse and select VMs Hosts and clusters -

[T

[
D
;)

ect all

1]
o

5
]

] BsGoL1
O P AaoD

ghsG

1 @ 10.193.92.169

] @ 10.193.92.170

] @ 1019392171

] [ 10.193.92.203

] @ 10.193.92.227

[ | 10.193.92.97

] @ 10.193.92.98

] [ 10.193.92.99

@ Ahmad

| & Arpita

[7] & Ask Ahmad before screwing around :)
] @ Baremetal-VM-hosts
| @ CVLT HCI POD

| & DO-NOT-TOUCH

| & Felix

| & Jonathan

1 @ JosephK]

| & NAS Bridge Migration Test
| @ steve

| @Yahoo Japan Test

| & Cloned-GW

] &) GroupA-GW1

| $1john

Backup configuration

‘ Use backup plan

Plan to SG- No dedup v




5. Seleziona un datastore, una macchina virtuale o una raccolta di macchine virtuali e inserisci un nome per
questo.

6. Selezionare il piano di backup creato nell’attivita precedente.
7. Fare clic su Salva per visualizzare il gruppo VM creato.

8. Nell'angolo superiore destro della finestra del gruppo VM, selezionare Backup:

COMMVAULT @& q

® 2 adminy
Command Center =

VM groups

-DSN-server

Overview CDHngUrE[iDH s
VMs Content
9 0 0 @ DNS-server-Bootcamp
Summary

Not set

@ Feedback

9. Selezionare Full come livello di backup, (facoltativamente) richiedere un’e-mail al termine del backup,
quindi fare clic su OK per avviare il processo di backup:
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Select backup level

@ Full

Incremental

Synthetic full

When the job completes, notify me via email
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10. Passare alla pagina di riepilogo dei lavori per visualizzare le metriche dei lavori:

COMMVAULT i
Command Center @ Q A ladmin
Active jobs
Job 21531 - [Backup] suspend Kill More actions v
Job summary Job details
Type Backup Virtual Server
Full MA_winjmt87h11uo3
Backup 12.87GB
Runnin g 7.27GB
61% 40 min 0 sec
lient c
Jul 13,2020 4:20:41 PM
Jul 14, 2020 12:40:38 AM
Scheduled
to-sg-head-test
No
Events
Events @

No data available

Esaminare i test delle prestazioni di base

Nell’'operazione di copia ausiliaria, quattro CommVault MediaAgent hanno eseguito il
backup dei dati su un sistema NetApp AFF A300 e una copia ausiliaria € stata creata su
NetApp StorageGRID. Per informazioni dettagliate sul’ambiente di configurazione dei
test, leggere la sezione progettazione della soluzione e Best practice nel "Data Protection
scale-out NetApp con CommVault" report tecnico.

| test sono stati eseguiti con 100 VM e 1000 VM, entrambi con una combinazione di 50/50 VM Windows e
CentOS. La tabella seguente mostra i risultati dei nostri test di base sulle prestazioni:

Operazione Velocita di backup Ripristina velocita
Copia AUX 2 TB/ora 1,27 TB/ora
Diretto da e verso 'oggetto 2,2 TB/ora 1,22 TB/ora

(deduplica attivata)

Per testare le performance di vecchiaia, sono stati eliminati 2,5 milioni di oggetti. Come mostrato nelle Figure 2
e 3, 'esecuzione di eliminazione & stata completata in meno di 3 ore e ha liberato piu di 80TB GB di spazio. La
seriografia di eliminazione ¢ iniziata alle 10:30:00 AM.

Figura 1: Eliminazione di 2,5 milioni (80TB) oggetti in meno di 3 ore.
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Figura 2: Liberare 80TB TB di storage in meno di 3 ore.
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NetApp StorageGRID consente all’'utente finale di selezionare il livello di coerenza per le
operazioni eseguite sugli oggetti nei bucket Simple Storage Service (S3).

CommVault MediaAgent ¢ il data mover di un ambiente CommVault. Nella maggior parte dei casi, i
MediaAgent sono configurati per scrivere localmente in un sito StorageGRID primario. Per questo motivo, si
consiglia un elevato livello di coerenza all'interno di un sito primario locale. Utilizza le seguenti linee guida
quando imposti il livello di coerenza sui bucket CommVault creati in StorageGRID.

Se si dispone di una versione di CommVault precedente alla 11.0.0 - Service Pack 16, valutare

®

disponi

bile, attenersi alle linee guida per la versione in uso.

la possibilita di aggiornare CommVault alla versione piu recente. Se questa opzione non &

* Versioni di CommVault precedenti alla 11.0.0 - Service Pack 16.* nelle versioni precedenti alla 11.0.0 -
Service Pack 16, CommVault esegue S3 TESTE e OTTIENE le operazioni su oggetti inesistenti come
parte del processo di ripristino e pruning. Impostare il livello di coerenza del bucket su un sito sicuro per
ottenere un livello di coerenza ottimale per i backup CommVault su StorageGRID.

» CommVault versioni 11.0.0 - Service Pack 16 e successive.* nelle versioni 11.0.0 - Service Pack 16 e
successive, il numero di operazioni HEAD S3 e GET eseguite su oggetti inesistenti viene ridotto al minimo.
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Impostare il livello di coerenza del bucket predefinito su Read-after-new-write per garantire un elevato
livello di coerenza nell’lambiente CommVault e StorageGRID.

TR-4626: Bilanciatori del carico

Utilizza sistemi di bilanciamento del carico di terze parti con StorageGRID

Scopri il ruolo di bilanciatori del carico globale e di terze parti in sistemi storage a oggetti
come StorageGRID.

Indicazioni generali per I'implementazione di NetApp® StorageGRID® con sistemi di bilanciamento del carico
di terze parti.

Lo storage a oggetti € sinonimo del termine cloud storage e, come ti aspetti, le applicazioni che sfruttano il
cloud storage indirizzano tale storage attraverso un URL. Dietro questo semplice URL, StorageGRID pud
scalare capacita, performance e durata in un singolo sito o in siti distribuiti geograficamente. Il componente
che rende possibile questa semplicita € il bilanciamento del carico.

Lo scopo di questo documento & informare i clienti StorageGRID sulle opzioni del bilanciamento del carico e
fornire una guida generale per la configurazione dei bilanciatori del carico di terze parti.

Nozioni di base sul bilanciamento del carico

| bilanciatori del carico sono un componente essenziale di un sistema storage a oggetti di livello Enterprise
come StorageGRID. StorageGRID & composto da piu nodi storage, ciascuno dei quali puo presentare I'intero
spazio dei nomi di Simple Storage Service (S3) per una determinata istanza di StorageGRID. | bilanciatori del
carico creano un endpoint altamente disponibile dietro cui € possibile posizionare i nodi StorageGRID.
StorageGRID & un’esclusiva tra i sistemi di storage a oggetti compatibili con S3, in quanto offre un proprio
bilanciamento del carico, ma supporta anche bilanciatori del carico di terze parti o General-purpose come F5,
Citrix Netscaler, ha Proxy, NGINX e cosi via.

Nella figura seguente viene utilizzato 'URL di esempio/nome di dominio completo (FQDN) "s3.company.com”.
Il bilanciamento del carico crea un IP virtuale (VIP) che viene risolto allFQDN tramite DNS, quindi indirizza le
richieste dalle applicazioni a un pool di nodi StorageGRID. Il bilanciamento del carico esegue un controllo dello
stato di salute su ogni nodo e stabilisce solo connessioni a nodi sani.

Pool of Storage Nodes

-------------------------------------------------------------

S3\HTTP
Endpoint

Applications

Load Balancer

~ I\ https://s3.company.com)
25y HA Group

. .
------------------------------------------------------------

La figura mostra il bilanciamento del carico fornito da StorageGRID, ma il concetto € lo stesso per i bilanciatori
del carico di terze parti. Le applicazioni stabiliscono una sessione HTTP utilizzando il VIP sul bilanciamento del
carico e il traffico passa attraverso il bilanciamento del carico fino ai nodi di storage. Per impostazione
predefinita, tutto il traffico, dall’applicazione al bilanciamento del carico e dal bilanciamento del carico al nodo
storage ¢ crittografato tramite HTTPS. HTTP & un’opzione supportata.
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Bilanciatori del carico locali e globali

Esistono due tipi di bilanciatori del carico:

» Gestione del traffico locale (LTM). Distribuisce le connessioni su un pool di nodi in un singolo sito.

» Bilanciamento del carico di servizio globale (GSLB). Distribuisce le connessioni su siti multipli,
bilanciando efficacemente il carico LTM. Pensate a un GSLB come a un server DNS intelligente. Quando
un client richiede un URL endpoint StorageGRID, il GSLB lo risolve al VIP di un LTM in base alla
disponibilita o ad altri fattori (ad esempio, quale sito puo fornire una latenza inferiore all’applicazione).
Mentre un LTM & sempre richiesto, un GSLB € opzionale a seconda del numero di siti StorageGRID e dei
requisiti dell’applicazione.

Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:

» Centro di documentazione NetApp StorageGRIDhttps://docs.netapp.com/us-en/storagegrid/[]

+ Abilitazione NetApp StorageGRID https://docs.netapp.com/us-en/storagegrid-enable/

» Considerazioni sulla progettazione del bilanciamento del carico StorageGRID F5 https://www.netapp.com/
blog/storagegrid-f5-load-balancer-design-considerations/

» Loadbalancer.org—Load bilanciamento NetApp StorageGRID https://www.loadbalancer.org/applications/
load-balancing-netapp-storagegrid/

« Kemp - NetApp StorageGRID di bilanciamento del carico https://support.kemptechnologies.com/hc/en-us/
articles/360045186451-NetApp-StorageGRID

Utilizzare i bilanciatori di carico StorageGRID
Scopri il ruolo di un bilanciatore del carico StorageGRID Gateway Node.

Linee guida generali per 'implementazione dei nodi gateway NetApp® StorageGRID®.

Bilanciamento del carico del nodo gateway StorageGRID rispetto a quello di terze parti

StorageGRID ¢ un’esclusiva tra i vendor di storage a oggetti compatibili con S3, in quanto offre un bilanciatore
del carico nativo disponibile come appliance, VM o container costruiti ad hoc. Il bilanciamento del carico fornito
da StorageGRID € anche detto nodo gateway.

Per i clienti che non dispongono gia di un sistema di bilanciamento del carico, ad esempio F5, Citrix e cosi via,
implementazione di un sistema di bilanciamento del carico di terze parti puo rivelarsi molto complessa. I
bilanciamento del carico StorageGRID semplifica notevolmente le operazioni di bilanciamento del carico.

Il Gateway Node € un bilanciatore del carico di livello Enterprise, altamente disponibile e dalle performance
elevate. | clienti possono scegliere di implementare il nodo gateway, il sistema di bilanciamento del carico di
terze parti o anche entrambi nello stesso grid. Il nodo gateway & un gestore del traffico locale rispetto a un
GSLB.

Il bilanciamento del carico StorageGRID offre i seguenti vantaggi:

« Semplicita. Configurazione automatica di pool di risorse, controlli dello stato di salute, applicazione di
patch e manutenzione, il tutto gestito da StorageGRID.

* Prestazione. Il bilanciatore del carico StorageGRID & dedicato a StorageGRID, pu0 fornire caching ad alte
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prestazioni e non compete con altre applicazioni per la larghezza di banda.
» Costo. Le versioni di macchina virtuale (VM) e container sono fornite senza costi aggiuntivi.

« Classificazioni del traffico. La funzionalitd Advanced Traffic Classification consente di applicare regole
QoS specifiche di StorageGRID insieme all’analisi dei workload.

+ Caratteristiche specifiche future di StorageGRID. StorageGRID continuera a ottimizzare e aggiungere
funzioni innovative al bilanciatore di carico nelle prossime release.

In quanto nodo integrato di StorageGRID, il gestore del traffico locale ha la possibilita di utilizzare un controllo
avanzato dello stato per distribuire le richieste in base allo stato di integrita, al carico e alla disponibilita delle
risorse del nodo di archiviazione. Inoltre, ha la capacita di distribuire il carico su piu siti quando i costi del
collegamento StorageGRID sono impostati su "0" tra i siti. Nel caso in cui i nodi di archiviazione non siano
disponibili ma il nodo gateway sia disponibile in un sito, il carico verra automaticamente indirizzato a un altro
sito nella rete.

La funzionalita di memorizzazione nella cache del bilanciatore del carico del Gateway Node & pensata per
fornire un miglioramento sostanziale delle prestazioni per determinati carichi di lavoro (ad esempio la
formazione dellintelligenza artificiale) che rileggono un set di dati piu volte durante I'elaborazione di tali dati. |
nodi gateway di memorizzazione nella cache possono anche essere distribuiti fisicamente distanti dal resto
della griglia, consentendo prestazioni migliori € un minore utilizzo della rete WAN in alcuni carichi di lavoro. La
cache funziona in modalita di lettura in cui le scritture non vengono memorizzate nella cache e non modificano
lo stato della cache. Ogni nodo del gateway di memorizzazione nella cache funziona indipendentemente da
qualsiasi altro nodo del gateway di memorizzazione nella cache.

Per i dettagli sulla distribuzione del nodo gateway StorageGRID , vedere "Documentazione StorageGRID" .

Informazioni su come implementare i certificati SSL per HTTPS in StorageGRID

Comprendere I'importanza e i passaggi per implementare i certificati SSL in
StorageGRID.

Se si utilizza HTTPS, € necessario disporre di un certificato SSL (Secure Sockets Layer). Il protocollo SSL
identifica i client e gli endpoint, convalidandoli come attendibili. SSL fornisce anche la crittografia del traffico. Il
certificato SSL deve essere attendibile dai client. A tal fine, il certificato SSL pud provenire da un’autorita di
certificazione (CA) globalmente attendibile, ad esempio DigiCert, una CA privata in esecuzione
nell’infrastruttura o un certificato autofirmato generato dall’host.

L'utilizzo di un certificato CA globale attendibile & il metodo preferito poiché non sono necessarie ulteriori azioni
sul lato client. |l certificato viene caricato nel bilanciamento del carico o StorageGRID e i client si fidano e si
connettono all’endpoint.

L'utilizzo di una CA privata richiede I'aggiunta al client di tutti i certificati subordinati e della directory principale.
Il processo per considerare attendibile un certificato CA privato puo variare in base al sistema operativo e alle
applicazioni del client. Ad esempio, in ONTAP per FabricPool, & necessario caricare ciascun certificato nella
catena individualmente (certificato di origine, certificato di subordinazione, certificato di endpoint) nel cluster
ONTAP.

L'utilizzo di un certificato autofirmato richiede al client di considerare attendibile il certificato fornito senza
alcuna CA per verificarne 'autenticita. Alcune applicazioni potrebbero non accettare certificati autofirmati e non
essere in grado di ignorare la verifica.

Il posizionamento del certificato SSL nel percorso StorageGRID di bilanciamento del carico del client dipende

da dove & necessaria la terminazione SSL. E possibile configurare un bilanciamento del carico come endpoint
di terminazione per il client, quindi eseguire nuovamente la crittografia o la crittografia a caldo con un nuovo
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certificato SSL per il bilanciamento del carico alla connessione StorageGRID. In alternativa, & possibile
passare attraverso il traffico e lasciare che StorageGRID sia I'endpoint di terminazione SSL. Se il
bilanciamento del carico & I'endpoint di terminazione SSL, il certificato viene installato sul bilanciamento del
carico e contiene il nome del soggetto per il nome/URL DNS e qualsiasi nome URL/DNS alternativo per il
quale un client € configurato per connettersi alla destinazione StorageGRID tramite il bilanciamento del carico,
inclusi i nomi dei caratteri jolly. Se il bilanciamento del carico € configurato per il pass-through, il certificato SSL
deve essere installato in StorageGRID. Anche in questo caso, il certificato deve contenere il nome del soggetto
per il nome/URL DNS e tutti i nomi URL/DNS alternativi per i quali un client & configurato per connettersi alla
destinazione StorageGRID tramite il sistema di bilanciamento del carico, inclusi i nomi di caratteri jolly. Non &
necessario includere nel certificato i nomi dei singoli nodi di archiviazione, ma solo gli URL degli endpoint.

Subject DN: /C=US/postalCode=94089/ST=California/L=Sunnyvale/street=495 East Java Dr/O=NetApp, Inc./OU=IT1/OU=Unified Communication
s/CN=webscaledemo.netapp.com
Serial Number: 37:4C:6B:51:61:84:50:F8:7A:29:09:83:24:12:36:2C
Issuer DN: /C=GB/ST=Greater Manchester/L=Salford/O=Sectigo Limited/CN=Sectigo RSA Organization Validation Secure Server CA
Issued On: 2019-05-23T00:00:00.000Z
Expires On: 2021-05-22T723:59:59.000Z
Alternative Names: DNS:webscaledemo.netapp.com
DNS:*.webscaledemo-rtp.netapp.com
DNS:* webscaledemo.netapp.com
DNS:webscaledemo-rip.netapp.com
SHA-1 Fingerprint: 60:91:44:E5:4F.7E:25:6B:B5:A0:19:87:D1:F2:8C:DD:AD:3A:88:CD
SHA-256 Fingerprint: FE:21:5D:BF:08:D09:5A:E5:09:CF:F6:3F:D3:5C:1E:9B:33:63:63:CA:25:2D:3F:39:0B:6A:B8:EC:08:BC:57:43

Configurare il bilanciamento del carico di terze parti attendibile in StorageGRID

Scopri come configurare il bilanciamento del carico di terze parti attendibile in
StorageGRID.

Se si utilizzano uno o piu bilanciatori di carico Layer 7 esterni e un bucket S3 o policy di gruppo basati su IP,
StorageGRID deve determinare I'indirizzo IP reale del mittente. Cid avviene guardando I'intestazione X-
Forwarding-for (XFF), che viene inserita nella richiesta dal bilanciatore di carico. Poiché l'intestazione XFF puo
essere facilmente sottoposta a spoofing nelle richieste inviate direttamente ai nodi di archiviazione,
StorageGRID deve confermare che ogni richiesta & stata instradata da un bilanciatore di carico di livello 7
attendibile. Se StorageGRID non & in grado di considerare attendibile I'origine della richiesta, ignorera
lintestazione XFF. E disponibile un’API di gestione griglia che consente di configurare un elenco di bilanciatori
del carico di livello 7 esterni attendibili. Questa nuova API & privata ed & soggetta a modifiche nelle versioni
future di StorageGRID. Per le informazioni piu aggiornate, vedere l'articolo della Knowledge base, "Come
configurare StorageGRID per il funzionamento con sistemi di bilanciamento del carico Layer 7 di terze parti".

Informazioni sui bilanciatori del carico dei gestori del traffico locali

Esplora le linee guida per i bilanciatori del carico del gestore del traffico locale e
determina la configurazione ottimale.

Quanto segue viene presentato come guida generale per la configurazione dei sistemi di bilanciamento del
carico di terze parti. Collabora con 'amministratore del sistema di bilanciamento del carico per determinare la
configurazione ottimale per il tuo ambiente.

Creare un gruppo di risorse di nodi di archiviazione

Raggruppare i nodi di storage StorageGRID in un pool di risorse o in un gruppo di servizi (la terminologia
potrebbe differire con specifici bilanciatori del carico). | nodi storage StorageGRID presentano I'API S3 sulle
seguenti porte:
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* S3HTTPS: 18082
+ S3 HTTP: 18084

La maggior parte dei clienti sceglie di presentare le API sul server virtuale tramite le porte HTTPS e HTTP
standard (443 e 80).

@ Ogni sito StorageGRID richiede un’impostazione predefinita di tre nodi storage, due dei quali
devono essere integri.

Controllo dello stato di salute

| sistemi di bilanciamento del carico di terze parti richiedono un metodo per determinare lo stato di salute di
ogni nodo e la sua idoneita a ricevere il traffico. NetApp consiglia di utilizzare il metodo HTTP OPTIONS per
eseguire il controllo dello stato di salute. Il bilanciamento del carico invia richieste HTTP OPTIONS a ogni
singolo nodo di storage e prevede una 200 risposta di stato.

Se un nodo di archiviazione non fornisce una 200 risposta, tale nodo non € in grado di eseguire il servizio delle
richieste di archiviazione. | requisiti dell’applicazione e dell’azienda devono determinare il timeout per questi
controlli e 'azione intrapresa dal bilanciamento del carico.

Ad esempio, se tre dei quattro nodi storage del data center 1 non sono attivi, & possibile indirizzare tutto il
traffico al data center 2.

Lintervallo di polling consigliato € una volta al secondo, contrassegnando il nodo offline dopo tre controlli non
riusciti.

Esempio di controllo dello stato di salute di S3

Nell’esempio seguente, inviamo OPTIONS e controlliamo 200 OX. Lo utilizziamo OPTIONS perché Amazon
S3) non supporta richieste non autorizzate.
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curl -X OPTIONS https://10.63.174.75:18082 --verbose --insecure
* Rebuilt URL to: https://10.63.174.75:18082/

% Trying 10.63.174.75...

* TCP_NODELAY set

* Connected to 10.63.174.75 (10.63.174.75) port 18082 (#0)

* TLS 1.2 connection using TLS ECDHE RSA WITH AES 256 GCM SHA384
* Server certificate: webscale.stl.netapp.com

* Server certificate: NetApp Corp Issuing CA 1

* Server certificate: NetApp Corp Root CA

OPTIONS / HTTP/1.1

Host: 10.63.174.75:18082

User-Agent: curl/7.51.0

Accept: /

HTTP/1.1 200 OK

Date: Mon, 22 May 2017 15:17:30 GMT
Connection: KEEP-ALIVE

Server: StorageGRID/10.4.0
x—amz-request-id: 3023514741

AN N N AN ANV V V V V

Controlli dello stato di salute basati su file o contenuti

In generale, NetApp non consiglia controlli dello stato di salute basati su file. In genere, un file di piccole
dimensioni —healthcheck.htm, ad esempio, viene creato in un bucket con un criterio di sola lettura. Questo
file viene quindi recuperato e valutato dal bilanciamento del carico. Questo approccio presenta diversi
svantaggi:

* Dipendente da un unico conto. Se I'account proprietario del file & disattivato, il controllo di integrita non
riesce e non vengono elaborate richieste di archiviazione.

* Regole per la protezione dei dati. Lo schema di protezione dei dati predefinito & un approccio a due
copie. In questo scenario, se i due nodi storage che ospitano il file di controllo dello stato di salute non
sono disponibili, il controllo dello stato di salute non riesce e le richieste di storage non vengono inviate ai
nodi storage sani, rendendo la griglia offline.

* Registro di controllo bloat. Il bilanciamento del carico recupera il file da ogni nodo storage ogni X minuti,
creando molte voci di registro di controllo.

» Uso intensivo delle risorse. Il recupero del file di controllo dello stato da ogni nodo ogni pochi secondi
consuma le risorse della rete e della griglia.

Se & necessario un controllo dello stato di salute basato sul contenuto, utilizzare un tenant dedicato con un
bucket S3 dedicato.

Persistenza della sessione

La persistenza della sessione, o stickiness, si riferisce al tempo in cui una data sessione HTTP pu0 persistere.
Per impostazione predefinita, le sessioni vengono interrotte dai nodi storage dopo 10 minuti. Una persistenza
piu lunga puo portare a performance migliori, perché le applicazioni non devono ristabilire le sessioni per ogni
azione; tuttavia, mantenendo queste sessioni aperte si consumano le risorse. Se ritieni che il tuo carico di
lavoro trarra beneficio, puoi ridurre la persistenza della sessione su un bilanciamento del carico di terze parti.
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Indirizzamento virtuale in stile host

Lo stile in hosting virtuale € ora il metodo predefinito per AWS S3 e, sebbene StorageGRID e molte
applicazioni supportino ancora lo stile del percorso, & consigliabile implementare il supporto in stile in hosting
virtuale. Le richieste in stile host virtuale hanno il bucket come parte del nome host.

Per supportare lo stile host virtuale, procedere come segue:

» Supporta ricerche DNS con caratteri jolly: *.s3.company.com

« Utilizzare un certificato SSL con nomi alt del soggetto per supportare i caratteri jolly: *.s3.company.com
alcuni clienti hanno espresso preoccupazioni per la sicurezza riguardo all’uso dei certificati jolly.
StorageGRID continua a supportare I'accesso in stile percorso, cosi come le applicazioni chiave come
FabricPool. Detto questo, alcune chiamate API S3 non riescono o si comportano in modo errato senza
supporto di hosting virtuale.

Terminazione SSL

La terminazione SSL dei sistemi di bilanciamento del carico di terze parti offre vantaggi in termini di sicurezza.
Se il bilanciamento del carico € compromesso, la griglia viene suddivisa in comparti.

Sono disponibili tre configurazioni supportate:

» Pass-through SSL. Il certificato SSL viene installato su StorageGRID come certificato server
personalizzato.

« Terminazione SSL e nuova crittografia (consigliata). Cio potrebbe essere utile se si sta gia eseguendo
la gestione dei certificati SSL sul sistema di bilanciamento del carico piuttosto che installare il certificato
SSL su StorageGRID. Questa configurazione offre un ulteriore vantaggio in termini di sicurezza nel limitare
la superficie di attacco al bilanciatore del carico.

» Terminazione SSL con HTTP. In questa configurazione, SSL viene terminato sul bilanciamento del carico
di terze parti e la comunicazione dal bilanciamento del carico a StorageGRID non ¢ crittografata per
sfruttare il off-load SSL (con librerie SSL incorporate nei processori moderni questo € di limitato beneficio).

Configurazione pass-through

Se si preferisce configurare il bilanciamento del carico per il pass-through, &€ necessario installare il certificato

su StorageGRID. Andare al Configurazione > certificati server > certificato server endpoint del servizio
API di archiviazione oggetti.

Visibilita IP del client di origine

StorageGRID 11,4 ha introdotto il concetto di un sistema di bilanciamento del carico di terze parti affidabile.
Per inoltrare I'lP dell’applicazione client a StorageGRID, € necessario configurare questa funzione. Per ulteriori
informazioni, vedere "Come configurare StorageGRID per il funzionamento con sistemi di bilanciamento del
carico Layer 7 di terze parti."

Per abilitare l'intestazione XFF per la visualizzazione dell'lP dell’applicazione client, attenersi alla seguente
procedura:

Fasi
1. Registrare I'lP del client nel registro di controllo.

2. Utilizzare aws : SourceIp criteri di gruppo o bucket S3.
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Strategie di bilanciamento del carico

La maggior parte delle soluzioni di bilanciamento del carico offre molteplici strategie per il bilanciamento del
carico. Le seguenti sono strategie comuni:

* Rotondi. Un adattamento universale ma soffre di pochi nodi e grandi trasferimenti che ostruiscono i singoli
nodi.

« Connessione minima. ldeale per workload di oggetti piccoli e misti, con una distribuzione equa delle
connessioni a tutti i nodi.

La scelta dell’algoritmo diventa meno importante con un numero crescente di nodi storage tra cui scegliere.

Percorso dei dati

Tutti i flussi di dati attraverso i bilanciatori del carico del gestore del traffico locale. StorageGRID non supporta il
routing diretto del server (DSR).

Verifica della distribuzione dei collegamenti

Per verificare che il metodo in uso distribuisca il carico in modo uniforme tra i nodi storage, controllare le
sessioni stabilite su ciascun nodo in un determinato sito:

* Metodo Ul. Andare al supporto > metriche » Panoramica S3 > sessioni HTTP LDR

* APl metriche. Uso storagegrid http sessions incoming currently established

Scopri i pochi casi di utilizzo per le configurazioni StorageGRID

Scopri alcuni casi di utilizzo per le configurazioni StorageGRID implementate dai clienti e
da NetApp IT.

| seguenti esempi illustrano le configurazioni implementate dai clienti StorageGRID, incluso NetApp IT.

F5 BIG-IP, il monitor di controllo dello stato del gestore del traffico locale per bucket S3

Per configurare il monitor di controllo dello stato del gestore del traffico locale BIG-IP F5, attenersi alla
seguente procedura:

Fasi
1. Creare un nuovo monitor.
a. Nel campo tipo, immettere HTTPS.
b. Configurare l'intervallo e il timeout come desiderato.

C. Nel campo Invia stringa, immettere OPTIONS / HTTP/1.1\r\n\r\n. \r\n sono ritorni a capo;
versioni diverse del software BIG-IP richiedono zero, uno o due set di sequenze \r\n. Per ulteriori
informazioni, vedere https://support.f5.com/csp/article/K10655.

d. Nel campo Receive String (stringa di ricezione), immettere: HTTP/1.1 200 OK.
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2. In Create Pool (Crea pool) creare un pool per ciascuna porta richiesta.
a. Assegnare il monitor dello stato creato nel passaggio precedente.
b. Selezionare un metodo di bilanciamento del carico.
c. Selezionare la porta di servizio: 18082 (S3).

d. Aggiungere nodi.

Citrix NetScaler

Citrix NetScaler crea un server virtuale per I'endpoint di storage e fa riferimento ai nodi storage StorageGRID
come server applicazioni, che vengono quindi raggruppati in servizi.

Utilizzare il monitor di controllo dello stato HTTPS-ECV per creare un monitor personalizzato per eseguire il

controllo dello stato consigliato utilizzando le OPZIONI richiesta e ricezione 200. HTTP-ECV & configurato con
una stringa di invio e convalida una stringa di ricezione.
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Per ulteriori informazioni, consultare la documentazione Citrix, "Configurazione di esempio per il monitor di
controllo dello stato HTTP-ECV".

Monitors

Configurs Mondbor

T MAGE TR PP A L O

ALY

Bane Fwimmwton

2] ]

Loadbalancer.org

Loadbalancer.org ha eseguito i propri test di integrazione con StorageGRID e dispone di una guida completa
alla configurazione: https://pdfs.loadbalancer.org/NetApp_StorageGRID_Deployment_Guide.pdf.

Kemp

Kemp ha condotto i propri test di integrazione con StorageGRID e dispone di una guida alla configurazione
completa: https://kemptechnologies.com/solutions/netapp/.

HAProxy

Configurare HAProxy per utilizzare la richiesta di OPZIONI e controllare una risposta di stato 200 per il
controllo dello stato in hproxy.cfg. E possibile modificare la porta di binding nella parte anteriore in una porta
diversa, ad esempio 443.

Di seguito € riportato un esempio di terminazione SSL su HAProxy:
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frontend s3
bind *:443 crt /etc/ssl/server.pem ssl
default backend s3-serve
rs
backend s3-servers
balance leastconn
option httpchk
http-check expect status 200
server dcl-sl 10.63.174.71:18082 ssl verify none check inter 3000
server dcl-s2 10.63.174.72:18082 ssl verify none check inter 3000
server dcl-s3 10.63.174.73:18082 ssl verify none check inter 3000

Di seguito ¢ riportato un esempio di pass-through SSL.:

frontend s3
mode tcp
bind *:443
default backend s3-servers
backend s3-servers
balance leastconn
option httpchk
http-check expect status 200
server dcl-sl 10.63.174.71:18082 check-ssl verify none inter 3000
server dcl-s2 10.63.174.72:18082 check-ssl verify none inter 3000
server dcl-s3 10.63.174.73:18082 check-ssl verify none inter 3000

Per esempi completi di configurazioni per StorageGRID, vedere "Esempi di configurazione HAProxy" su
GitHub.

Convalidare la connessione SSL in StorageGRID
Informazioni su come convalidare la connessione SSL in StorageGRID.
Una volta configurato il bilanciamento del carico, € necessario convalidare la connessione utilizzando

strumenti come OpenSSL e I'interfaccia CLI di AWS. Altre applicazioni, come il browser S3, potrebbero
ignorare errori di configurazione SSL.

Comprendere i requisiti globali di bilanciamento del carico per StorageGRID

Esplorate le considerazioni e i requisiti di progettazione per il bilanciamento del carico
globale in StorageGRID.

Il bilanciamento del carico globale richiede I'integrazione con DNS per fornire routing intelligente su piu siti
StorageGRID. Questa funzione si trova al di fuori del dominio StorageGRID e deve essere fornita da una
soluzione di terze parti come i prodotti di bilanciamento del carico discussi in precedenza e/o una soluzione di
controllo del traffico DNS come Infoblox. Il bilanciamento del carico di livello superiore fornisce un routing
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intelligente al sito di destinazione piu vicino nello spazio dei nomi, nonché il rilevamento e il reindirizzamento
dei black-out al sito successivo nello spazio dei nomi. Una tipica implementazione GSLB ¢ costituita dal GSLB
di livello superiore con pool di siti contenenti bilanciatori del carico locale-sito. | bilanciatori del carico del sito
contengono pool di nodi di storage del sito locale. Cid pud includere una combinazione di bilanciatori del carico
di terze parti per le funzioni GSLB e StorageGRID che fornisce il bilanciamento del carico locale del sito, o una
combinazione di terze parti, o molte delle terze parti discusse in precedenza possono fornire bilanciamento del
carico sia GSLB che locale del sito.

—— Client Network
— Grid Network

LB3 LB 4
123 P4

HA Group 2

1 I ]

' Datacenter1 || Datacenter2

HA Group 1

TR-4645: Funzionalita di sicurezza

Proteggi dati e metadati StorageGRID in un archivio di oggetti

Scopri le funzionalita di sicurezza integrate della soluzione di storage a oggetti
StorageGRID.

Questa & una panoramica delle numerose funzionalita di sicurezza di NetApp® StorageGRID®, che
riguardano I'accesso ai dati, gli oggetti e i metadati, 'accesso amministrativo e la sicurezza della piattaforma. E
stato aggiornato per includere le funzionalita piu recenti rilasciate con StorageGRID 12.0.

La sicurezza € parte integrante della soluzione di storage a oggetti NetApp StorageGRID. La sicurezza €
particolarmente importante, in quanto molti tipi di dati rich content adatti allo storage a oggetti sono anche
sensibili, soggetti a normative e conformita. Con la continua evoluzione delle funzionalita di StorageGRID, il
software rende disponibili molte funzionalita di sicurezza preziose per proteggere il livello di sicurezza di
un’organizzazione e aiutare I'organizzazione a soddisfare le Best practice del settore.

Questo documento fornisce una panoramica delle numerose funzionalita di sicurezza di StorageGRID 12.0,
suddivise in cinque categorie:

» Funzioni di sicurezza per I'accesso ai dati

* Funzionalita di sicurezza di oggetti e metadati

* Funzioni di protezione di amministrazione

» Funzioni di sicurezza della piattaforma
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* Integrazione del cloud

Questo documento & concepito come una scheda tecnica sulla sicurezza e non descrive in dettaglio come
configurare il sistema per supportare le funzionalita di sicurezza elencate al suo interno che non sono
configurate per impostazione predefinita. IL "Guida alla tempra StorageGRID" & disponibile sul sito ufficiale
"Documentazione StorageGRID" pagina.

Oltre alle funzionalita descritte in questo rapporto, StorageGRID segue la "Criteri di notifica e risposta alle
vulnerabilita di protezione dei prodotti NetApp". Le vulnerabilita segnalate vengono verificate e risolte in base
al processo di risposta agli incidenti di sicurezza del prodotto.

NetApp StorageGRID offre funzionalita di sicurezza avanzate per casi di utilizzo dello storage a oggetti
aziendale molto esigenti.

Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:

* NetApp StorageGRID: Valutazione della conformita SEC 17a-4(f), FINRA 4511(c) e CFTC 1,31(c)-(d)
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf

» Certificazione NIST FIPS 140-3 Kernel Crypto NetApp StorageGRID https://csrc.nist.gov/projects/
cryptographic-module-validation-program/certificate/5097

Certificazione entropia NIST SP 800-90B NetApp StorageGRID https://csrc.nist.gov/projects/cryptographic-
module-validation-program/entropy-validations/certificate/223

« Certificazione Common Criteria del Centro canadese per la sicurezza informatica NetApp StorageGRID
https://www.commoncriteriaportal.org/nfs/ccpfiles/files/epfiles/565-LSS%20CT%20v1.0.pdf

» Pagina della documentazione StorageGRIDhttps://docs.netapp.com/us-en/storagegrid/[]
* Documentazione dei prodotti NetApp https://www.netapp.com/support-and-training/documentation/

Termini e acronimi

In questa sezione vengono fornite le definizioni della terminologia utilizzata nel documento.

Termine o acronimo Definizione

S3 Simple Storage Service.

Client Applicazione in grado di interfacciarsi con StorageGRID tramite il
protocollo S3 per I'accesso ai dati o il protocollo HTTP per la
gestione.

Amministratore tenant L’amministratore dell’account tenant StorageGRID

Utente tenant Un utente all'interno di un account tenant StorageGRID

TLS Transport Layer Security

ILM Gestione del ciclo di vita delle informazioni

LAN Local Area Network (rete locale)

Amministratore di grid L’amministratore del sistema StorageGRID

Griglia Il sistema StorageGRID
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https://docs.netapp.com/us-en/storagegrid/harden/index.html
https://docs.netapp.com/us-en/storagegrid/
https://www.netapp.com/us/legal/vulnerability-response.aspx
https://www.netapp.com/us/legal/vulnerability-response.aspx
https://www.netapp.com/media/9041-ar-cohasset-netapp-storagegrid-sec-assessment.pdf
https://csrc.nist.gov/projects/cryptographic-module-validation-program/certificate/5097
https://csrc.nist.gov/projects/cryptographic-module-validation-program/certificate/5097
https://csrc.nist.gov/projects/cryptographic-module-validation-program/entropy-validations/certificate/223
https://csrc.nist.gov/projects/cryptographic-module-validation-program/entropy-validations/certificate/223
https://www.commoncriteriaportal.org/nfs/ccpfiles/files/epfiles/565-LSS%20CT%20v1.0.pdf
https://www.netapp.com/support-and-training/documentation/

Termine o acronimo
Bucket

LDAP

SEC.

FINRA

CFTC

NIST

Definizione
Un contenitore per gli oggetti memorizzati in S3
Lightweight Directory Access Protocol

Securities and Exchange Commission; regola i membri di
Exchange, i broker o i dealer

Autorita di regolamentazione del settore finanziario; difende i
requisiti di formato e media della norma SEC 17a-4(f)

Commodity Futures Trading Commission; regola il commodity
futures trading

Istituto Nazionale di Standard e tecnologia

Funzioni di sicurezza per I’accesso ai dati

Scopri le funzionalita di sicurezza dell’accesso ai dati di StorageGRID.
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Funzione

TLS (Transport
Layer Security)
configurabile

272

Funzione

TLS stabilisce un protocollo di
handshake per la
comunicazione tra un client e
un nodo di gateway
StorageGRID, un nodo storage
o un endpoint del bilanciamento
del carico.

StorageGRID supporta le
seguenti suite di crittografia per
TLS:

TLS_AES_256_GCM_SHA
384

TLS_AES_128 _GCM_SHA
256

+ ECDHE-ECDSA-AES256-
GCM-SHA384

+ ECDHE-RSA-AES256-
GCM-SHA384

+ ECDHE-ECDSA-AES128-
GCM-SHA256

 ECDHE-RSA-AES128-
GCM-SHA256

TLS_AES_256_GCM_SHA
384

* DHE-RSA-AES128-GCM-
SHA256

* DHE-RSA-AES256-GCM-
SHA384

* AES256-GCM-SHA384
* AES128-GCM-SHA256

TLS_CHACHA20_POLY13
05_SHA256

+ ECDHE-ECDSA-
CHACHA20-POLY1305

+ ECDHE-RSA-CHACHAZ20-
POLY1305

Supporto di TLS v1,2 e 1,3.

SSLv3, TLS v1.1 e versioni
precedenti non sono supportati.

Conformita
normativa

Impatto

Consente a un client e a —
StorageGRID di identificarsi e
autenticarsi reciprocamente e
comunicare con riservatezza e
integrita dei dati. Garantisce

'uso di una versione TLS

recente. Le crittografie sono ora
configurabili nelle impostazioni

di configurazione/protezione



Funzione

Certificato server
configurabile
(endpoint
bilanciamento del
carico)

Certificato server
configurabile
(endpoint API)

Funzione

Gli amministratori di grid
possono configurare gli
endpoint di Load Balancer in
modo da generare o utilizzare
un certificato server.

Gli amministratori della griglia
possono configurare
centralmente tutti gli endpoint
delle API StorageGRID in modo
che utilizzino un certificato
server firmato dalla CA
attendibile dell’organizzazione.

Conformita
normativa

Impatto

Consente l'utilizzo di certificati  —
digitali firmati dalla propria

autorita di certificazione (CA)
standard per autenticare le
operazioni AP| degli oggetti tra

la griglia e il client per ogni
endpoint di bilanciamento del
carico.

Consente l'utilizzo di certificati  —
digitali firmati dalla CA standard

e attendibile per autenticare le
operazioni API degli oggetti tra

un client e la griglia.
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Funzione

Multi-tenancy

Mancata
pubblicazione delle
credenziali di
accesso

274

Funzione

StorageGRID supporta tenant
multipli per grid e ogni tenant
ha il proprio namespace. Un
tenant offre un protocollo S3:1;
per impostazione predefinita,
'accesso a bucket/container e
oggetti € limitato agli utenti
all'interno dell’account. | tenant
possono avere un utente (ad
esempio, un’implementazione
aziendale, in cui ogni utente ha
un proprio account) o piu utenti
(ad esempio,
un’implementazione di un
provider di servizi, in cui ogni
account &€ un’azienda e un
cliente del provider di servizi).
Gli utenti possono essere locali
o federati; gli utenti federati
sono definiti da Active Directory
o LDAP (Lightweight Directory
Access Protocol). StorageGRID
fornisce una dashboard per
tenant, in cui gli utenti
accedono utilizzando le
credenziali dell’account locale o
federato. Gli utenti possono
accedere ai report visualizzati
sull’utilizzo del tenant rispetto
alla quota assegnata
dall’amministratore del grid,
incluse le informazioni
sull'utilizzo nei dati e negli
oggetti archiviati dai bucket. Gli
utenti con autorizzazioni
amministrative possono
eseqguire attivita di
amministrazione del sistema a
livello di tenant, come la
gestione di utenti, gruppi e
chiavi di accesso.

Ogni operazione S3 viene
identificata e registrata con un
account tenant, un utente e una
chiave di accesso univoci.

Impatto

Consente agli amministratori di
StorageGRID di ospitare i dati
da piu tenant isolando al
contempo I'accesso al tenant e
di stabilire I'identita dell’'utente
federando gli utenti con un
provider di identita esterno,
come Active Directory o LDAP.

Consente agli amministratori
Grid di stabilire quali azioni API
vengono eseguite da ciascun
utente.

Conformita
normativa

Regola SEC 17a-4(f)
CTFC 1,31(c)-(d)
(FINRA) regola
4511(c)



Funzione Funzione Impatto Conformita
normativa

Accesso anonimo Per impostazione predefinita, Consente agli amministratori —
disattivato 'accesso anonimo é disattivato Grid di disabilitare o controllare

per gli account S3. Un I'accesso anonimo a

richiedente deve disporre di bucket/container e oggetti.

una credenziale di accesso

valida per un utente valido

nell’account tenant per

accedere a bucket, contenitori

o oggetti all'interno

dell’account. L'accesso

anonimo a bucket o oggetti S3

puo essere abilitato con un

criterio IAM esplicito.

WORM di conformita Progettato per soddisfare i Consente ai tenant con requisiti Regola SEC 17a-4(f)
requisiti della norma SEC 17a- di data retention normativi per CTFC 1,31(c)-(d)
4(f) e convalidato da Cohasset. consentire protezione WORM  (FINRA) regola
| clienti possono garantire la su oggetti memorizzati e 4511(c)
conformita a livello della benna. metadati di oggetti.
La ritenzione puod essere
estesa ma mai ridotta. Le
regole di Information Lifecycle
management (ILM) applicano
livelli minimi di protezione dei

dati.

WORM Gli amministratori di grid Permette agli amministratori di Regola SEC 17a-4(f)
possono abilitare ILWORM a  Grid e agli amministratori dei CTFC 1,31(c)-(d)
livello di griglia attivando tenant di controllare la (FINRA) regola
I'opzione Disattiva modifica protezione WORM su oggetti 4511(c)

client, che impedisce ai client di archiviati e metadati di oggetti.
sovrascrivere o eliminare

oggetti o metadati di oggetti in

tutti gli account tenant.

Gli amministratori dei tenant S3
possono inoltre abilitare il
WORM in base al tenant,
bucket o prefisso dell’oggetto
specificando il criterio IAM, che
include 'autorizzazione
personalizzata S3:
PutOverwriteObject per la
sovrascrittura di oggetti e
metadati.
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Funzione

Gestione della
chiave di crittografia
del server host KMS

Failover automatico

Funzionalita di
protezione
dell’accesso ai dati
specifiche per S3
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Funzione

Gli amministratori di grid
possono configurare uno o piu
server KMS (External Key
Management Server) in Grid
Manager in modo da fornire
chiavi di crittografia ai servizi
StorageGRID e alle appliance
di storage. Ogni server host
KMS o cluster di server host
KMS utilizza il Key
Management Interoperability
Protocol (KMIP) per fornire una
chiave di crittografia ai nodi di
appliance nel sito StorageGRID
associato.

StorageGRID offre ridondanza
integrata e failover
automatizzato. L'accesso ad
account, bucket e oggetti
tenant puo continuare anche in
caso di guasti multipli, da dischi
o nodi a interi siti. StorageGRID
€ consapevole delle risorse e
reindirizza automaticamente le
richieste ai nodi disponibili e
alle posizioni dei dati. | siti
StorageGRID possono persino
funzionare in modalita island;
se un’interruzione della WAN
disconnette un sito dal resto del
sistema, le letture e le scritture
possono continuare con le
risorse locali e la replica
riprende automaticamente
quando la WAN viene
ripristinata.

Firma AWS versione 2 e
versione 4

Impatto

Crittografia dei dati a riposo
attivata. Una volta crittografati i
volumi dell'appliance, non &
possibile accedere ai dati
sull’appliance a meno che |l
nodo non sia in grado di
comunicare con il server host
KMS.

Consente agli amministratori
Grid di gestire i tempi di attivita,
gli SLA e altri obblighi
contrattuali e di implementare i
piani di business continuity.

La firma delle richieste API
fornisce I'autenticazione per le
operazioni APl S3. Amazon
supporta due versioni di
Signature versione 2 e 4. ||
processo di firma verifica
l'identita del richiedente,
protegge i dati in transito e
protegge da potenziali attacchi
di riproduzione.

Conformita
normativa

Regola SEC 17a-4(f)
CTFC 1,31(c)-(d)
(FINRA) regola
4511(c)

Si allinea al
suggerimento AWS
per la versione
Signature 4 e
consente la
compatibilita con le
versioni precedenti
delle applicazioni
con la versione
Signature 2.



Funzione Funzione

Blocco oggetti S3

Regola SEC 17a-4(f) Archiviazione protetta di
CTFC 1,31(c)-(d) credenziali S3

(FINRA) regola

4511(c)

S3 tasti di accesso con limite di
tempo

Piu chiavi di accesso per
account utente

Impatto

La funzionalita blocco oggetti
S3 in StorageGRID & una
soluzione di protezione degli
oggetti equivalente a blocco
oggetti S3 in Amazon S3.

Le chiavi di accesso S3 sono
memorizzate in un formato
protetto da una funzione di
hashing di password (SHA-2).

Quando si crea una chiave di
accesso S3 per un utente, i
clienti possono impostare una

data e un’ora di scadenza sulla

chiave di accesso.

StorageGRID consente di
creare piu chiavi di accesso e
contemporaneamente di
attivarle per un account utente.
Poiché ogni azione API viene
registrata con un account
utente tenant e una chiave di

accesso, la non ripubblicazione

viene mantenuta nonostante
siano attive piu chiavi.

Conformita
normativa

Consente ai tenant
di creare bucket con
blocco oggetti S3
abilitato per la
conformita alle
normative che
richiedono la
conservazione di
determinati oggetti
per un periodo di
tempo fisso o
indefinitamente.

Consente
I'archiviazione
protetta delle chiavi
di accesso mediante
una combinazione di
lunghezza della
chiave (un numero
generato
casualmente da 10
31) e un algoritmo di
hash delle
password.

Offre agli
amministratori Grid
la possibilita di
fornire chiavi di
accesso S3
temporanee.

Consente ai client di
ruotare le chiavi di
accesso senza
interruzioni e
consente a ciascun
client di disporre
della propria chiave,
scoraggiando la
condivisione delle
chiavi tra i client.
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Funzione

278

Funzione

S3 criterio di accesso IAM

API del servizio token di
sicurezza S3 AssumeRole

Servizio di notifica semplice

Impatto

StorageGRID supporta policy
IAM S3, consentendo agli
amministratori Grid di
specificare un controllo
granulare degli accessi per
tenant, bucket o prefisso
oggetto. StorageGRID supporta
inoltre le variabili e le condizioni
dei criteri IAM, consentendo
criteri di controllo degli accessi
piu dinamici.

StorageGRID supporta 'API S3
STS AssumeRole per fornire
credenziali di sicurezza
temporanee (ID chiave di
accesso, chiave di accesso
segreta, token di sessione) con
autorizzazioni ridotte e durata
limitata. Come parte dell’API
AssumeRole sono supportati
criteri di sessione in linea per
limitare ulteriormente le
autorizzazioni durante la
sessione.

StorageGRID supporta l'invio di
notifiche sull’accesso agli
oggetti. Sono supportati i
seguenti tipi di eventi:

* s3:0ggettoCreato:

* s3:0ggettoCreato:Metti

» s3:0ggettoCreato:Post

* s3:0ggettoCreato:Copia

s3:0bjectCreated:Complete
MultipartUpload

* s3:0bjectRemoved:

* s3:0bjectRemoved:Elimina

s3:0bjectRemoved:Delete
MarkerCreated

* s3:0bjectRestore:Post

Conformita
normativa

Consente agli
amministratori di
Grid di specificare il
controllo
dell’accesso per
gruppi di utenti per
l'intero tenant;
inoltre, permette agli
utenti tenant di
specificare il
controllo
dell’accesso per i
propri bucket e
oggetti.

Consente agli
amministratori dei
tenant di fornire un
accesso temporaneo
sicuro ai dati degli
oggetti.

Consente agli
amministratori dei
tenant di monitorare
I'accesso agli oggetti



Funzione

Funzione

Crittografia lato server con
chiavi gestite da StorageGRID
(SSE)

Regola SEC 17a-4(f) Crittografia lato server con

CTFC 1,31(c)-(d)
(FINRA) regola
4511(c)

chiavi di crittografia fornite dal
cliente (SSE-C)

Sicurezza di oggetti e metadati

Impatto

StorageGRID supporta SSE,
consentendo una protezione
multitenant dei dati a riposo con
chiavi di crittografia gestite da
StorageGRID.

StorageGRID supporta SSE-C,
abilitando la protezione
multitenant dei dati a riposo con
chiavi di crittografia gestite dal
client.

Sebbene StorageGRID
gestisca tutte le operazioni di
crittografia e decrittografia degli
oggetti, con SSE-C, il client
deve gestire autonomamente le
chiavi di crittografia.

Conformita
normativa

Consente ai tenant
di crittografare gli
oggetti. La chiave di
crittografia
necessaria per
scrivere e
recuperare questi
oggetti.

Consente ai client di
crittografare gli
oggetti con le chiavi
controllate
dallutente. La
chiave di crittografia
€ necessaria per
scrivere e
recuperare questi
oggetti.

Esplora le funzionalita di sicurezza degli oggetti e dei metadati in StorageGRID.

Funzione

Crittografia degli
oggetti lato server
AES (Advanced
Encryption
Standard)

Funzione

StorageGRID fornisce la
crittografia degli oggetti sul lato
server basata su AES 128 e
AES 256. Gli amministratori
della griglia possono abilitare la
crittografia come impostazione
predefinita globale.
StorageGRID supporta inoltre
l'intestazione di crittografia S3
x-amz-lato server per
consentire I'attivazione o la
disattivazione della crittografia
in base all’oggetto. Se abilitato,
gli oggetti vengono crittografati
quando vengono archiviati o in
transito tra i nodi della griglia.

Impatto

Aiuta a proteggere lo storage e
la trasmissione degli oggetti,
indipendentemente
dall’hardware per lo storage
sottostante.

Conformita
normativa

Regola SEC 17a-4(f)
CTFC 1,31(c)-(d)
(FINRA) regola
4511(c)
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Funzione

Gestione delle chiavi
integrata

Dischi di crittografia
conformi a Federal
Information
Processing Standard
(FIPS) 140-2-2

Crittografia conforme
allo standard
federale di
elaborazione delle
informazioni (FIPS)
140-3 per i nodi

Scansione di
integrita in
background e
autoriparazione
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Funzione

Quando la crittografia &
attivata, ogni oggetto viene
crittografato con una chiave
simmetrica univoca generata in
modo casuale, memorizzata
allinterno di StorageGRID
senza accesso esterno.

Le appliance SG5812, SG5860,

SG6160 e SGF6024

StorageGRID offrono I'opzione
di dischi di crittografia conformi
FIPS 140-2-2. Le chiavi di
crittografia dei dischi possono
essere facoltativamente gestite
da un server KMIP esterno.

Gli appliance StorageGRID
SG5812, SG5860, SG6160,
SGF6112, SG1100 e SG110
offrono I'opzione di crittografia
dei nodi conforme allo standard
FIPS 140-3. Le chiavi di
crittografia per i nodi sono
gestite da un server KMIP

esterno.

StorageGRID utilizza un
meccanismo di interblocco
costituito da hash, checksum e
controlli di ridondanza ciclici
(CRC) a livello di oggetto e
sottooggetto per proteggere da
incoerenza, manomissioni o
modifiche dei dati, sia quando
gli oggetti sono in storage che
in transito. StorageGRID rileva
automaticamente gli oggetti
corrotti e manomessi e i
sostituisce, mettendo in
quarantena i dati modificati e
avvisando I'amministratore.

Impatto

Consente la crittografia degli
oggetti senza richiedere una
gestione esterna delle chiavi.

Abilita lo storage sicuro di dati,
metadati e oggetti di sistema.
Fornisce inoltre una crittografia
degli oggetti basata su software
StorageGRID, che protegge
storage e trasmissione di
oggetti.

Abilita lo storage sicuro di dati,
metadati e oggetti di sistema.
Fornisce inoltre una crittografia
degli oggetti basata su software
StorageGRID, che protegge
storage e trasmissione di
oggetti.

Permette agli amministratori di
grid di soddisfare SLA,
normative e altri obblighi in
termini di conservazione dei
dati. Aiuta i clienti a rilevare
ransomware o virus che tentano
di crittografare, manomettere o
modificare i dati.

Conformita
normativa

Regola SEC 17a-4(f)
CTFC 1,31(c)-(d)
(FINRA) regola
4511(c)

Regola SEC 17a-4(f)
CTFC 1,31(c)-(d)
(FINRA) regola
4511(c)

Regola SEC 17a-4(f)
CTFC 1,31(c)-(d)
(FINRA) regola
4511(c)



Funzione Funzione

Conservazione e
posizionamento
degli oggetti basati
su policy

StorageGRID consente agli
amministratori di grid di
configurare regole ILM che
specificano conservazione,
posizionamento, protezione,
transizione e scadenza degli
oggetti. Gli amministratori del
grid possono configurare
StorageGRID per filtrare gli
oggetti in base ai propri
metadati e applicare regole a
vari livelli di granularita, tra cui
Grid-wide, tenant, bucket, key
prefix, coppie di valori chiave e
metadati definiti dall’utente.
StorageGRID contribuisce a
garantire che gli oggetti
vengano memorizzati in base
alle regole ILM durante il loro
ciclo di vita, a meno che non
vengano esplicitamente
eliminati dal client.

Scansione dei
metadati in
background

StorageGRID esegue
periodicamente la scansione
dei metadati degli oggetti in
background per applicare
modifiche al posizionamento o
alla protezione dei dati degli
oggetti come specificato da
ILM.

Uniformita regolabile | tenant possono selezionare
livelli di coerenza a livello del
bucket per garantire che siano
disponibili risorse come la

connettivita multisito.

Funzioni di protezione di amministrazione

Conformita
normativa

Aiuta ad applicare |l Regola SEC 17a-4(f)
posizionamento, la protezione e CTFC 1,31(c)-(d)

la conservazione dei dati. Aiuta (FINRA) regola

i clienti a raggiungere gli SLA  4511(c)

relativi a durata, disponibilita e

performance.

Impatto

Aiuta a rilevare gli oggetti
danneggiati.

Offre I'opzione per eseguire il
commit delle scritture sulla
griglia solo quando & disponibile
un numero richiesto di siti o
risorse.

Scoprite le funzioni di protezione del’amministrazione in StorageGRID.
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Funzione

Certificato server
(Grid Management
Interface)

Autenticazione
utente
amministrativo

Supporto SAML

Controllo granulare
delle autorizzazioni
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Funzione

Gli amministratori di rete
possono configurare Grid
Management Interface in modo
che utilizzi un certificato server
firmato dalla CA attendibile
dell'organizzazione.

Gli utenti amministrativi
vengono autenticati utilizzando
il nome utente e la password.
Gli utenti e i gruppi
amministrativi possono essere
locali o federati, importati da
Active Directory o LDAP del
cliente. Le password degli
account locali sono
memorizzate in un formato
protetto da bcrypt; le password
della riga di comando sono
memorizzate in un formato
protetto da SHA-2.

StorageGRID supporta il single
sign-on (SSO) utilizzando lo
standard SAML 2,0 (Security
Assertion Markup Language
2,0). Quando SSO é attivato,
tutti gli utenti devono essere
autenticati da un provider di
identita esterno prima di poter
accedere a Grid Manager,
Tenant Manager, Grid
Management API o Tenant
Management API. Gli utenti
locali non possono accedere a
StorageGRID.

Gli amministratori Grid possono
assegnare autorizzazioni ai
ruoli e assegnare ruoli a gruppi
di utenti amministrativi, in base
alle attivita a cui i client
amministrativi possono
eseguire utilizzando sia
l'interfaccia utente di gestione
che le API.

Conformita
normativa

Impatto

Consente I'utilizzo di certificati  —
digitali firmati dalla CA standard

e attendibile per autenticare
I'accesso all’interfaccia utente

di gestione e all’API tra un client

di gestione e la griglia.

Autentica I'accesso —
amministrativo alla Ul di
gestione e alle API.

Offre livelli aggiuntivi di
sicurezza per gli amministratori
di tenant e grid come SSO e
Multifactor Authentication
(MFA).

Consente agli amministratori —
Grid di gestire il controllo degli
accessi per gli utenti e i gruppi
amministrativi.

NIST SP800-63



Funzione

Registrazione di
controllo distribuita

Funzione

StorageGRID fornisce
un’infrastruttura integrata di
registrazione degli audit
distribuita, scalabile fino a
centinaia di nodi in un massimo
di 16 siti. | nodi software
StorageGRID generano
messaggi di audit, che vengono
trasmessi attraverso un sistema
di inoltro di audit ridondante e
infine acquisiti in uno o piu
repository di audit log. |
messaggi di audit acquisiscono
eventi a livello di granularita
degli oggetti, come operazioni
API S3 avviate dal client, eventi
del ciclo di vita degli oggetti da
ILM, controlli dello stato di
salute degli oggetti in
background e modifiche della
configurazione effettuate
dall’interfaccia utente di
gestione o dalle API.

| registri di controllo possono
essere esportati tramite syslog,
consentendo I'analisi dei
messaggi di controllo tramite
strumenti quali Splunk ed ELK.
Esistono quattro tipi di
messaggi di controllo:

* Messaggi di audit del
sistema

* Messaggi di audit dello
storage a oggetti

* Messaggi di controllo del
protocollo HTTP

» Gestione dei messaggi di
controllo

| registri di controllo possono
essere archiviati in un bucket
S3 per la conservazione a
lungo termine e l'accesso alle
applicazioni.

Conformita
normativa

Impatto

Fornisce agli amministratori —
Grid un servizio di controllo
collaudato e scalabile e
consente loro di estrarre i dati di
controllo per vari obiettivi. Tali
obiettivi includono la risoluzione
dei problemi, il controllo delle
prestazioni dello SLA, le
operazioni API di accesso ai
dati dei client e le modifiche alla
configurazione di gestione.
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Funzione

Audit del sistema

Verifica dello storage
a oggetti

Controllo del
protocollo HTTP

Audit di gestione
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Funzione

| messaggi di controllo del
sistema acquisiscono gli eventi
correlati al sistema, come gli
stati dei nodi della griglia, il
rilevamento degli oggetti
corrotti, gli oggetti sottoposti a
commit in tutte le posizioni
specificate per la regola ILM e
'avanzamento delle attivita di
manutenzione a livello di
sistema (attivita griglia).

| messaggi di audit dello
storage a oggetti acquisiscono
la transazione di API a oggetti e
gli eventi relativi al ciclo di vita.
Questi eventi includono storage
e recupero di oggetti,
trasferimenti da grid-node a
grid-node e verifiche.

| messaggi di controllo del
protocollo HTTP acquisiscono
le interazioni del protocollo
HTTP correlate alle applicazioni
client e ai nodi StorageGRID.
Inoltre, i clienti possono
acquisire intestazioni specifiche
delle richieste HTTP (ad
esempio, X-Forwarding-for e
metadati utente [x-amz-meta-*])
nella verifica.

| messaggi di controllo di
gestione registrano le richieste
degli utenti amministrativi
all'interfaccia utente di gestione
(Grid Management Interface) o
alle API. Ogni richiesta che non
e UNA richiesta GET o HEAD
all’API registra una risposta con
il nome utente, I'lP e il tipo di
richiesta all’API.

Conformita
normativa

Impatto

Aiuta i clienti a risolvere i
problemi del sistema e fornisce
la prova che gli oggetti vengono
memorizzati in base al loro
SLA. Gli SLA sono implementati
dalle regole ILM di
StorageGRID e protetti
dall’integrita.

Aiuta i clienti a controllare lo
stato di avanzamento dei dati
nel sistema e se gli SLA,
specificati come StorageGRID
ILM, vengono erogati.

Aiuta i clienti a controllare le
operazioni API di accesso ai
dati tra client e StorageGRID e
a tracciare un’azione per un
account utente e una chiave di
accesso individuali. | clienti
possono anche registrare i
metadati degli utenti nelle
verifiche e utilizzare strumenti di
log mining come Splunk o ELK,
per cercare i metadati degli
oggetti.

Aiuta gli amministratori Grid a
stabilire un record delle
modifiche alla configurazione
del sistema apportate
dall'utente da quale IP di origine
e quale IP di destinazione in
quale momento.



Funzione

Supporto TLS 1,3
per l'interfaccia
utente di gestione e
I'accesso API

SNMPv3 per il
monitoraggio
StorageGRID

Certificati client per
I'esportazione delle
metriche
Prometheus

Funzione

TLS stabilisce un protocollo
handshake per la
comunicazione tra un client
admin e un nodo admin
StorageGRID.

SNMPv3 garantisce la
sicurezza offrendo
autenticazione avanzata e
crittografia dei dati per la
privacy. Con v3, le unita dei dati
del protocollo vengono
crittografate utilizzando CBC-
DES per il protocollo di
crittografia.

L'autenticazione dell’'utente di
chi ha inviato l'unita dati del
protocollo & fornita dal
protocollo di autenticazione
HMAC-SHA o HMAC-MD5.

SNMPV2 e v1 sono ancora
supportati.

Gli amministratori di rete
possono caricare o generare
certificati client che possono
essere utilizzati per fornire un
accesso sicuro e autenticato al
database StorageGRID
Prometheus.

Funzioni di sicurezza della piattaforma

Conformita
normativa

Impatto

Consente a un client —
amministrativo e a

StorageGRID di identificarsi e
autenticarsi reciprocamente e
comunicare con riservatezza e
integrita dei dati.

Aiuta gli amministratori diretea —
monitorare il sistema

StorageGRID abilitando un

agente SNMP sul nodo Admin.

Gli amministratori di rete —
possono utilizzare i certificati

client per monitorare

StorageGRID esternamente
utilizzando applicazioni come
Grafana.

Informazioni sulle funzionalita di sicurezza della piattaforma in StorageGRID.

Funzione

Infrastruttura a
chiave pubblica
(PKI) interna,
certificati dei nodi e
TLS

Funzione

StorageGRID utilizza
un’infrastruttura PKl interna e
certificati di nodo per
autenticare e crittografare la
comunicazione internodale. La
comunicazione internodale &
protetta da TLS.

Conformita
normativa

Impatto

Contribuisce a proteggere |l
traffico del sistema su LAN o
WAN, soprattutto in

un’implementazione multisito.  4511(c)

Regola SEC 17a-4(f)
CTFC 1,31(c)-(d)
(FINRA) regola
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Funzione

Firewall nodo

Protezione avanzata
dei sistemi operativi

Aggiornamenti
periodici della
piattaforma e del
software

Accesso root
disabilitato su
Secure Shell (SSH)

Sincronizzazione
automatica dell’ora

Separare le reti per il
traffico grid interno,
amministrativo e
client

Interfacce VLAN
(Virtual LAN)
multiple
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Funzione

StorageGRID configura
automaticamente le tabelle IP e

le regole di firewall per

controllare il traffico di rete in
entrata e in uscita, oltre a
chiudere le porte non utilizzate.

Il sistema operativo di base
delle appliance fisiche e dei
nodi virtuali StorageGRID &
rafforzato; vengono rimossi i
pacchetti software non correlati.

StorageGRID fornisce versioni
software regolari che includono
il sistema operativo, i file binari

delle applicazioni e gli

aggiornamenti software.

Il login root su SSH &

disabilitato su tutti i nodi
StorageGRID. L’'accesso SSH
utilizza l'autenticazione del

certificato.

StorageGRID sincronizza
automaticamente gli orologi di
sistema di ciascun nodo con
pit server NTP (Time Network
Protocol) esterni. Sono
necessari almeno quattro
server NTP di strato 3 o

successivo.

| nodi software e le appliance
hardware StorageGRID
supportano piu interfacce di
rete virtuali e fisiche, in modo
che i clienti possano separare |l

traffico di client,

amministrazione e rete interna

su reti diverse.

StorageGRID supporta la
configurazione delle interfacce
VLAN sul client StorageGRID e

sulle reti grid.

Impatto

Consente di proteggere il
sistema StorageGRID, i dati e i
metadati dal traffico di rete non

richiesto.

Contribuisce a ridurre al minimo
le potenziali superfici di attacco.

Aiuta a mantenere il sistema
StorageGRID aggiornato con i
software e i file binari delle

applicazioni correnti.

Aiuta i clienti a proteggersi da
potenziali violazioni remote
delle password del login root.

Garantisce lo stesso riferimento
temporale in tutti i nodi.

Consenti agli amministratori
Grid di separare il traffico di rete

interno ed esterno e di

distribuire il traffico sulle reti con

SLA diversi.

Consenti agli amministratori
Grid di partizionare e isolare il
traffico delle applicazioni per
garantire sicurezza, flessibilita e

prestazioni.

Conformita
normativa

Regola SEC 17a-4(f)
CTFC 1,31(c)-(d)
(FINRA) regola
4511(c)

Regola SEC 17a-4(f)
CTFC 1,31(c)-(d)
(FINRA) regola
4511(c)

Regola SEC 17a-4(f)
CTFC 1,31(c)-(d)
(FINRA) regola
4511(c)



Funzione Funzione Impatto Conformita

normativa

Rete client non Linterfaccia di rete client non Garantisce la protezione delle  —

attendibile attendibile accetta connessioni interfacce esposte a reti non
in entrata solo su porte che attendibili.
sono state esplicitamente
configurate come endpoint di
bilanciamento del carico.

Firewall Gestire le porte aperte e chiuse Consentire agli amministratori

configurabile per le reti Admin, Grid e client.  di rete di controllare I'accesso

alle porte e di gestire I'accesso
alle porte dei dispositivi
approvati.

Comportamento disabilitare SSH per Migliora la protezione Regola SEC 17a-4(f)

SSH avanzato impostazione predefinita prima  dell’accesso alla rete. CTFC 1,31(c)-(d)
dellinstallazione. Nello stato (FINRA) regola
predefinito, 'accesso SSH & 4511(c)
abilitato solo sull’indirizzo delle
porte di gestione link-local. Le
password utente admin e root
sono impostate sul numero di
serie del controller di
elaborazione dell'appliance.

L'accesso & consentito solo
sulla console seriale e sulla
console grafica (BMC KVM).
SSH é disabilitato su qualsiasi
porta di rete.

Crittografia dei nodi Come parte della nuova Questa impostazione deve Regola SEC 17a-4(f)
funzione di crittografia del essere attivata durante la fase CTFC 1,31(c)-(d)
server host KMS, viene di configurazione hardware (FINRA) regola
aggiunta una nuova dell'installazione dell’appliance. 4511(c)

impostazione di crittografia dei
nodi al programma di
installazione dell’appliance
StorageGRID.

Integrazione del cloud

Scopri come StorageGRID si integra con i servizi cloud.
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Funzione Funzione Impatto

Scansione antivirus basata su | servizi della piattaforma Consente agli amministratori dei
notifiche StorageGRID supportano le notifiche tenant di attivare la scansione dei
degli eventi. Le notifiche degli eventi  dati tramite virus utilizzando servizi di
possono essere utilizzate con servizi cloud computing esterni.
di cloud computing esterni per
attivare i flussi di lavoro di scansione
antivirus sui dati.

TR-4921: Difesa dal ransomware

Proteggere gli oggetti StorageGRID S3 dal ransomware

Scopri di piu sugli attacchi ransomware e su come proteggere i dati grazie alle Best
practice di sicurezza di StorageGRID.

Gli attacchi ransomware sono in aumento. Questo documento fornisce alcuni consigli su come proteggere i
dati degli oggetti su StorageGRID.

Il ransomware di oggi € il pericolo sempre presente nel data center. Il ransomware & progettato per
crittografare i dati e renderli inutilizzabili dagli utenti e dalle applicazioni che li fanno affidamento. La protezione
inizia con le solite difese di reti rafforzate e solide pratiche di sicurezza per gli utenti, e dobbiamo seguire le
procedure di sicurezza per I'accesso ai dati.

Il ransomware € una delle maggiori minacce alla sicurezza odierne. Il team NetApp StorageGRID collabora
con i nostri clienti per stare al passo con queste minacce. Con I'uso del blocco degli oggetti e del controllo
delle versioni, € possibile proteggere da modifiche indesiderate e ripristinare da attacchi dannosi. La sicurezza
dei dati &€ un’impresa multi-layer che considera lo storage a oggetti solo una parte del data center.

Best practice di StorageGRID

Per StorageGRID, le Best practice sulla sicurezza devono includere I'utilizzo di HTTPS con certificati firmati sia
per la gestione che per I'accesso agli oggetti. Crea account utente dedicati per applicazioni e singoli utenti e
non utilizza gli account root tenant per I'accesso alle applicazioni o ai dati utente. In altre parole, seguire il
principio del privilegio minimo. Utilizzare i gruppi di protezione con criteri IAM (Identity and Access
Management) definiti per gestire i diritti degli utenti e accedere agli account specifici per le applicazioni e gli
utenti. Con queste misure in atto, devi comunque assicurarti che i tuoi dati siano protetti. Nel caso di Simple
Storage Service (S3), quando gli oggetti vengono modificati per crittografarli, viene eseguita la sovrascrittura
dell’oggetto originale.

Metodi di difesa

Il meccanismo di protezione dal ransomware primario nell’API S3 consiste nell'implementare il blocco degli
oggetti. Non tutte le applicazioni sono compatibili con il blocco degli oggetti, pertanto sono disponibili altre due
opzioni per proteggere gli oggetti descritti in questo report: La replica in un altro bucket con la versione abilitata
e la versione con i criteri IAM.

Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:
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* Centro di documentazione NetApp StorageGRIDhttps://docs.netapp.com/us-en/storagegrid/[]
* Abilitazione NetApp StorageGRID https://docs.netapp.com/us-en/storagegrid-enable/

» Documentazione dei prodotti NetApp https://www.netapp.com/support-and-training/documentation/

Difesa dal ransomware tramite il blocco degli oggetti

Scopri come il blocco degli oggetti in StorageGRID fornisce un modello WORM per
impedire la cancellazione o la sovrascrittura dei dati e come soddisfa i requisiti normativi.

Il blocco degli oggetti fornisce un modello WORM per impedire che gli oggetti vengano eliminati o sovrascritti.
L'implementazione di StorageGRID del blocco degli oggetti & "Valutazione Cohasset" per aiutare a soddisfare i
requisiti normativi, supportando la conservazione a fini giudiziari, la modalita di conformita e la modalita di
governance per la conservazione degli oggetti e le policy di conservazione predefinite dei bucket. E necessario
abilitare il blocco degli oggetti come parte della creazione e del controllo delle versioni del bucket. Una
versione specifica di un oggetto € bloccata e, se non viene definito alcun ID di versione, la conservazione
viene posizionata sulla versione corrente dell’'oggetto. Se la versione corrente ha la conservazione configurata
e si tenta di eliminare, modificare o sovrascrivere I'oggetto, viene creata una nuova versione con un marcatore
di eliminazione o la nuova revisione dell’oggetto come versione corrente, e la versione bloccata viene
mantenuta come una versione non corrente. Per le applicazioni non ancora compatibili, &€ comunque possibile
utilizzare la configurazione di blocco degli oggetti e di conservazione predefinita inserita nel bucket. Una volta
definita la configurazione, viene applicata una conservazione degli oggetti a ogni nuovo oggetto inserito nel
bucket. Questa operazione funziona finché 'applicazione & configurata per non eliminare o sovrascrivere gl
oggetti prima che sia trascorso il tempo di conservazione.

Quando si crea un bucket nellinterfaccia utente di gestione dei tenant, & possibile abilitare il blocco degli
oggetti e configurare una modalita di conservazione predefinita e un periodo di conservazione. Se configurato,
questo impostera un blocco minimo di conservazione degli oggetti su ogni oggetto che viene inserito in quel
bucket.
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S3 Object Lock

Allows you to specify retention and legal hold settings for the objects ingested into a bucket. If you want to use 53 Object
Lock, you must enable this setting when you create the bucket. You cannot add or disable 53 Object Lock after a bucket is
created.

If S3 Object Lock is enabled, object versioning is enabled for the bucket automatically and cannot be suspended.

Enable S3 Object Lock

Default retention

Disable
O New objects added to the bucket will not be protected from being deleted or overwritten. Does not apply to objects already in the bucket
ar to objects that have their own retain-until-dates,

Enable
@ New objects added to the bucket will be protected from being deleted or overwritten based on the default retention mode and period
you specify below, Does not apply to objects already in the bucket or to objects that have their own retain-until-dates.

Default retention mode

Governance
Users with special permissions can change an object’s retention settings or they can override these settings to delete the object.

@ Compliance
Mo users can overwrite or delete protected object versions during the retention pericd.

Default retention period @

90 Days v

Maximum retention period on this tenant: 100 years

Di seguito sono riportati alcuni esempi di utilizzo dell’API di blocco degli oggetti:

Blocco oggetto conservazione legale € un semplice stato on/off applicato a un oggetto.

aws s3apl put-object-legal-hold --bucket mybucket --key myfile.txt --legal
-hold Status=ON --endpoint-url https://s3.company.com

L'impostazione dello stato di conservazione a fini giudiziari non restituisce alcun valore se I'operazione &
riuscita, pertanto puo essere verificata con un’operazione GET.

aws s3apl get-object-legal-hold --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{
"LegalHold": {
"Status": "ON"
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Per disattivare la sospensione legale, applicare lo stato OFF.

aws s3api put-object-legal-hold --bucket mybucket --key myfile.txt --legal
-hold Status=0FF --endpoint-url https://s3.company.com
aws s3api get-object-legal-hold --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{
"LegalHold": {
"Status": "OFE"

L'impostazione della conservazione dell’'oggetto viene eseguita con un Retain until timestamp.

aws s3apl put-object-retention --bucket mybucket --key myfile.txt
-—-retention '{"Mode":"COMPLIANCE", "RetainUntilDate": "2022-06-
10T16:00:00"}"'" --endpoint-url https://s3.company.com

Anche in questo caso, non viene restituito alcun valore in caso di esito positivo, pertanto & possibile verificare
lo stato di conservazione in modo simile con una chiamata Get.

aws s3apli get-object-retention --bucket mybucket --key myfile.txt
-—-endpoint-url https://s3.company.com
{

"Retention": {
"Mode": "COMPLIANCE",
"RetainUntilDate": "2022-06-10T16:00:00+00:00"

L'inserimento di una conservazione predefinita in un bucket abilitato per il blocco degli oggetti utilizza un
periodo di conservazione in giorni e anni.

aws s3apli put-object-lock-configuration --bucket mybucket --object-lock
-configuration '{ "ObjectLockEnabled": "Enabled", "Rule": {
"DefaultRetention": { "Mode": "COMPLIANCE", "Days": 1 }}}' —--endpoint-url

https://s3.company.com

Come per la maggior parte di queste operazioni, non viene restituita alcuna risposta in caso di esito positivo,
quindi & possibile eseguire un’operazione di RECUPERO per la verifica della configurazione.
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aws s3api get-object-lock-configuration --bucket mybucket --endpoint-url
https://s3.company.com
{
"ObjectLockConfiguration": {
"ObjectLockEnabled": "Enabled",
"Rule": {
"DefaultRetention": {
"Mode": "COMPLIANCE",
"Days": 1

Successivamente, & possibile inserire un oggetto nel bucket con la configurazione di conservazione applicata.

aws s3 cp myfile.txt s3://mybucket --endpoint-url https://s3.company.com

L'operazione PUT restituisce una risposta.

upload: ./myfile.txt to s3://mybucket/myfile.txt

Nell’'oggetto Retention, la durata di conservazione impostata nel bucket nel’esempio precedente viene
convertita in un timestamp di conservazione sull’'oggetto.

aws s3apl get-object-retention --bucket mybucket --key myfile.txt
-—endpoint-url https://s3.company.com
{

"Retention": {
"Mode": "COMPLIANCE",
"RetalinUntilDate": "2022-03-02T15:22:47.202000+00:00"

Difesa da ransomware tramite bucket replicati con versione

Scopri come replicare gli oggetti in un bucket secondario utilizzando StorageGRID
CloudMirror.

Non tutte le applicazioni e i carichi di lavoro saranno compatibili con il blocco degli oggetti. Un’altra opzione &
replicare gli oggetti in un bucket secondario nella stessa griglia (preferibilmente un tenant diverso con accesso
limitato) o in qualsiasi altro endpoint S3 con il servizio della piattaforma StorageGRID, CloudMirror.
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StorageGRID CloudMirror € un componente di StorageGRID che pud essere configurato per replicare gli
oggetti di un bucket in una destinazione definita quando vengono acquisiti nel bucket di origine e non replicano
le eliminazioni. Poiché CloudMirror € un componente integrato di StorageGRID, non puo essere disattivato o
manipolato da un attacco basato su API S3. E possibile configurare questo bucket replicato con la versione
abilitata. In questo scenario, € necessario eseguire una pulizia automatica delle vecchie versioni del bucket
replicato, che possono essere eliminate in modo sicuro. A tale scopo, € possibile utilizzare il motore dei criteri
ILM di StorageGRID. Creare regole per gestire il posizionamento degli oggetti in base al tempo non corrente
per diversi giorni sufficienti ad identificarli e recuperarli da un attacco.

Un aspetto negativo di questo approccio ¢ il fatto che consuma piu storage disponendo di una seconda copia
completa del bucket e di pit versioni degli oggetti conservati per un po' di tempo. Inoltre, gli oggetti
intenzionalmente eliminati dal bucket primario devono essere rimossi manualmente dal bucket replicato.
Esistono altre opzioni di replica esterne al prodotto, come NetApp CloudSync, che possono replicare le
eliminazioni per una soluzione simile. Un altro aspetto negativo per il bucket secondario che € abilitato per il
controllo delle versioni e non per il blocco degli oggetti & la presenza di una serie di account privilegiati che
potrebbero essere utilizzati per causare danni alla posizione secondaria. Il vantaggio & che dovrebbe essere
un account univoco per quel bucket di endpoint o tenant e la compromissione probabilmente non include
'accesso agli account nella sede principale o viceversa.

Una volta creati i bucket di origine e destinazione e configurata la destinazione con la versione, & possibile
configurare e abilitare la replica, come segue:

Fasi

1. Per configurare CloudMirror, creare un endpoint dei servizi di piattaforma per la destinazione S3.
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Create endpoint

: - Select : 1tication type
o Enter details : (E) elect authentication type
Optional

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

MyGrid

URI ©

https://s3.company.com

URN @

arn:aws:s3:::mybucket

2. Nel bucket di origine, configurare la replica per utilizzare I'endpoint configurato.

<ReplicationConfiguration>
<Role></Role>
<Rule>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Bucket>arn:aws:s3:::mybucket</Bucket>
<StorageClass>STANDARD</StorageClass>
</Destination>
</Rule>
</ReplicationConfiguration>

3. Creare regole ILM per gestire il posizionamento dello storage e la gestione della durata dello storage della
versione. In questo esempio, vengono configurate le versioni non correnti degli oggetti da memorizzare.
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Create |ILM Ru lE Step 1 of 3;: Define Basics

Wame | WyTenani - versicen retention

Description | retain non-current versions for 3 days

rrytwraal [(ME2ELA R0 BN 15047 ])
Tenart Accourty [aptional] @

Bucket Bame comMaing meytiucked

Create |LM Rule step 2 of 3: Define Placements

Configure placemant instructions to specify how you want objects matchad by this rule to be stored

MyTanant - verslon retention
LT -Gt PR it fof B9t

A rube that vses Noncurrent Time only applies ta noncurrent versiond of 53 abjects.

You cannot use this rule as the default rule in an ILM policy because [t does nat apply to current object versions.

Reference Time Moncurrent Time

Placements @
Framday 0 stare  lor - 30 days
Type  replicated = Leation || sitel Copies 2 o Temparaey location
Retention Diagram @
Trigmes
oy — |
-

D e

11 Sort by start day

- Diptianal - - + |

5 metresh

Ci sono due copie nel sito 1 per 30 giorni. E inoltre possibile configurare le regole per la versione corrente
degli oggetti in base all'utilizzo del tempo di acquisizione come tempo di riferimento nella regola ILM in
modo che corrispondano alla durata di archiviazione del bucket di origine. Il posizionamento dello storage
per le versioni a oggetti pud essere sottoposto a erasure coding o replicato.

Difesa dal ransomware tramite versione con policy IAM di protezione

Scopri come proteggere i tuoi dati abilitando il controllo delle versioni nel bucket e
implementando criteri IAM nei gruppi di sicurezza degli utenti in StorageGRID.

Un metodo per proteggere i dati senza utilizzare il blocco degli oggetti o la replica consiste nell’abilitare la
versione nel bucket e implementare le policy IAM sui gruppi di sicurezza degli utenti per limitare la capacita
degli utenti di gestire versioni degli oggetti. In caso di attacco, vengono create nuove versioni errate dei dati
come la versione corrente € la versione non corrente piu recente € quella sicura. Gli account compromessi per
ottenere 'accesso ai dati non hanno accesso per eliminare o modificare in altro modo la versione non corrente
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proteggendoli per operazioni di ripristino successive. Proprio come lo scenario precedente, le regole ILM
gestiscono la conservazione delle versioni non correnti con una durata a scelta. L’aspetto negativo € che
esiste ancora la possibilita di disporre di account privilegiati per un attacco di un attore non valido, ma tutti gli
account del servizio applicazioni e gli utenti devono essere configurati con un accesso piu restrittivo. | criteri di
gruppo restrittivi devono consentire esplicitamente a ogni azione di cui si desidera che gli utenti o
I'applicazione siano in grado di eseguire e negare esplicitamente le azioni di cui non si desidera che siano in
grado di eseguire tali azioni. NetApp sconsiglia I'utilizzo di un’opzione con caratteri jolly, poiché in futuro
potrebbe essere introdotta una nuova azione e si desidera controllare se € consentita o negata. Per questa
soluzione, I'elenco di negazione deve includere DeleteObjectVersion, PutBucketPolicy, DeleteBucketPolicy,
PutLifecycleConfiguration e PutBucketVersioning per proteggere la configurazione delle versioni del bucket e
delle versioni dell'oggetto da modifiche dell’'utente o del programma.

In StorageGRID l'opzione del criterio di gruppo S3 "Mitigazione ransomware" semplifica 'implementazione di
questa soluzione. Quando si crea un gruppo di utenti nel tenant, dopo aver selezionato le autorizzazioni del
gruppo, & possibile visualizzare questa policy facoltativa.

Create group

() Choosea group type [~} Manageparmissions St 53 gro
W

M

Set 53 group policy @

Am 53 proup palicy controls user acceds permissions to specilic specific 53 resources, including buckets. Mon-root users have no accoss
bry default.

No 53 Access

Read Only Access "Staterment”; [
[
Full Access “ERect™: "Allow”,
“Action® |
@ Ransomware Mitigation @ "sECreateBuciet”,
" 52D |mt i Bascket ™,
Custom *siDeletefteplicationConfiguration”,
Murid be o valld JSOM karmatted siring ) *s3¥:DeleteBucketMetadataMotification”,

“sX: et Buckethc]”,
“sd:GetBucketCompliance®,

;l:-“u;r:.l I

Di seguito viene riportato il contenuto dei criteri di gruppo che includono la maggior parte delle operazioni
disponibili esplicitamente consentite e il minimo richiesto negato.

"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:CreateBucket",
"s3:DeleteBucket",
"s3:DeleteReplicationConfiguration",
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"s3:DeleteBucketMetadataNotification",

"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

GetBucketAcl",
GetBucketCompliance",
GetBucketConsistency",
GetBucketLastAccessTime",
GetBucketLocation",
GetBucketNotification"

"s3:GetBucketObjectLockConfiguration",

"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

"S3

GetBucketPolicy",
GetBucketMetadataNotification",
GetReplicationConfiguration",
GetBucketCORS",
GetBucketVersioning",
GetBucketTagging",
GetEncryptionConfiguration",

:GetLifecycleConfiguration",
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

ListBucket",
ListBucketVersions",
ListAl1lMyBuckets",
ListBucketMultipartUploads",
PutBucketConsistency",
PutBucketlLastAccessTime",
PutBucketNotification",

"s3:PutBucketObjectLockConfiguration",

"S3

"S3

"S3

:PutReplicationConfiguration",
"s3:
"s3:
"s3:
"s3:
:AbortMultipartUpload",
"s3:
"s3:
"s3:
:GetObject",
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:
"s3:

PutBucketCORS",
PutBucketMetadataNotification",
PutBucketTagging",
PutEncryptionConfiguration",

DeleteObject",
DeleteObjectTagging",
DeleteObjectVersionTagging",

GetObjectAcl",
GetObjectLegalHold",
GetObjectRetention",
GetObjectTagging",
GetObjectVersion",
GetObjectVersionAcl",
GetObjectVersionTagging",
ListMultipartUploadParts",
PutObject",
PutObjectAcl",
PutObjectLegalHold",
PutObjectRetention",
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"s3:PutObjectTagging",
"s3:PutObjectVersionTagging",
"s3:RestoreObject",
"s3:ValidateObject",
"s3:PutBucketCompliance",
"s3:PutObjectVersionAcl"

1,

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Deny",

"Action": [

"s3:DeleteObjectVersion",
"s3:DeleteBucketPolicy",
"s3:PutBucketPolicy",
"s3:PutLifecycleConfiguration",
"s3:PutBucketVersioning"

1,

"Resource": "arn:aws:s3:::%*

Indagine e bonifica del ransomware

Scopri come analizzare e correggere i bucket dopo un possibile attacco ransomware con
StorageGRID.

In StorageGRID 12.0 & stata aggiunta la nuova funzionalita branch bucket per ampliare I'utilita del controllo
delle versioni per la difesa dal ransomware. Un bucket di diramazione fornisce 'accesso agli oggetti in un
bucket cosi come esistevano in un determinato momento, a condizione che siano ancora presenti nel bucket. |
bucket di diramazione possono essere creati solo per i bucket di base abilitati al controllo delle versioni.

Cio significa che se sospetti che si sia verificato un attacco ransomware, puoi creare un bucket di
ramificazione di lettura/scrittura o di sola lettura contenente tutti gli oggetti e le versioni esistenti prima
dell’attacco iniziale. E possibile utilizzare questo bucket di diramazione per effettuare un confronto con il
contenuto del bucket di base, per scoprire quali oggetti sono cambiati e se la modifica faceva parte dell’attacco
o meno. E anche possibile utilizzare un branch bucket per continuare le operazioni del client utilizzando il
branch pulito mentre si indaga sull'attacco.

Creazione di un bucket Branch

» Passare alla pagina dei dettagli del bucket di base e alla scheda Branch per creare un bucket branch.
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n StorageGRID Tenant Manager

CASHBZMRIY
Buckets » bass-bucket
STOIAGE (811 "
. base-bucket

i Regecn: us-east-1 Space uzed: 0 bytes
ACCRSS = &
AR AGERE T Dale creatsd 2025-06-25 MOTAT 5T Capacity |imit —

Obaject cownt; g et count limit =

bt chijes . = .

53 Console Ducket optiars Buckei access

Branch buckeis for base-bucket

A branch bucket provides access to objects in s buckel as they sxsted ot o certain teme, A& branch bucket provisdes access 1o protected data. but doesn'tserve a5 4 backup, To continue 1o
arotect dats sk thege {egbres on base buckote 53 Object Lock, cross-grid repicatian for base buckets, or bucket palicies for versioned budoots to clean up old object versons

m &
a

lranch tnscieet name 3 Branch bucket ype (71 2 Before time (31 2 Dwiw orested . 3

brandh backet- 1 Read-write 2005-06-25 1deD52 IST I05-06-25 140607 IST

» Dopo aver cliccato sul pulsante Crea bucket di diramazione, si aprira una finestra popup con i dettagli
precompilati della regione associata al bucket di base.

« fornire il nome del bucket di diramazione, prima dell’ora, e selezionare il tipo di bucket di diramazione da
creare.
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Create branch bucket of base-bucket

Manage settings
o Enter details 9 9
Optional

Enter branch bucket details

Branch bucket name ()

Required

Region @)

Before time (3)

6/25/2025 = 03 :| o4 PM | IST

Branch bucket type
@ Read-write

In the branch bucket, you can add or delete objects or object versions,

O Read-only

in the branch bucket, you can't modify objects. In the user interface, bucket settings related to the modification of objects
will be disabled.

Cancel

TR-4765: StorageGRID monitor

Introduzione al monitoraggio StorageGRID

Scopri come monitorare il tuo sistema StorageGRID utilizzando applicazioni esterne,
come Splunk.

Un efficace monitoraggio dello storage basato su oggetti NetApp StorageGRID permette agli amministratori di
rispondere rapidamente ai problemi urgenti e di aggiungere risorse in modo proattivo per gestire carichi di
lavoro in crescita. Questo report fornisce una guida generale su come monitorare le metriche chiave e come
sfruttare le applicazioni di monitoraggio esterne. Lo scopo € di integrare la guida al monitoraggio e alla
risoluzione dei problemi esistente.

Urn’'implementazione NetApp StorageGRID € costituita generalmente da diversi siti e nodi che operano per
creare un sistema di storage a oggetti distribuito e tollerante agli errori. In un sistema storage distribuito e
resiliente come StorageGRID, & normale che sussistano condizioni di errore mentre il grid continua a
funzionare normalmente. La sfida per 'amministratore € capire la soglia alla quale le condizioni di errore (come
i nodi inattivi) presentano un problema che deve essere immediatamente affrontato rispetto alle informazioni
che devono essere analizzate. Analizzando i dati presenti in StorageGRID, potrai comprendere il tuo carico di
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lavoro e prendere decisioni informate, come ad esempio quando aggiungere altre risorse.

StorageGRID fornisce un’eccellente documentazione che approfondisce I'argomento del monitoraggio. Questo
report presuppone che l'utente abbia acquisito dimestichezza con StorageGRID e che abbia esaminato la
relativa documentazione. Invece di ripetere queste informazioni, in questa guida si fa riferimento alla
documentazione del prodotto. La documentazione dei prodotti StorageGRID & disponibile online e in formato
PDF.

L’obiettivo di questo documento € integrare la documentazione di prodotto e discutere delle modalita di
monitoraggio del sistema StorageGRID utilizzando applicazioni esterne come Splunk.

Origini dei dati
Per monitorare con successo NetApp StorageGRID, € importante sapere dove raccogliere dati sullo stato e sul

funzionamento del sistema StorageGRID.

* Interfaccia utente Web e dashboard. Il gestore di griglie StorageGRID presenta una vista di livello
superiore delle informazioni che 'amministratore deve visualizzare in una presentazione logica. Gl
amministratori possono inoltre approfondire le informazioni sul livello di servizio per la risoluzione dei
problemi e la raccolta di log.

* Registri di controllo. StorageGRID mantiene registri di audit granulari delle azioni dei tenant come PUT,
GET ed DELETE. E anche possibile tracciare il ciclo di vita di un oggetto, dall'acquisizione all’applicazione
di regole di gestione dei dati.

* API metriche. Alla base dell'interfaccia GMI di StorageGRID vi sono API aperte, in quanto l'interfaccia
utente & basata su API. Questo approccio consente di estrarre i dati utilizzando strumenti esterni di analisi
e monitoring.

Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:

+ Centro di documentazione NetApp StorageGRID https://docs.netapp.com/us-en/storagegrid-118/
« Abilitazione NetApp StorageGRID https://docs.netapp.com/us-en/storagegrid-enable/
* Documentazione dei prodotti NetApp https://www.netapp.com/support-and-training/documentation/

* App NetApp StorageGRID per Splunk https://splunkbase.splunk.com/app/3898/#/details

Utilizzare il dashboard GMI per monitorare StorageGRID

La dashboard dell'interfaccia GMI (Grid Management Interface) di StorageGRID fornisce
una vista centralizzata dell’'infrastruttura StorageGRID, consentendo di controllare lo
stato, le prestazioni e la capacita dell’'intero grid.

Utilizzare il dashboard GMI per esaminare ciascun componente principale della griglia.
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" Alerts if usage exceeded subscription ‘ ‘ Upgrade, expand, decommission,
licensed capacﬁy recover nodes from Ul and APIs
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Dashboard
Heah @ | Avallable Storage ©
o Overall 8 Crafs Center 1 1§
I
Currant alarme (1) Licons. '
Information Lifecycle Management {ILM) © \ DataCenter 2 88
I
Awaiting - Chant 0 abjects BN
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Scan Peilod - Estimated 0 secands B O\\
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Protocal Operations 0 \ N\ I
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" ILM Activity Multisite visibility and
' Client Activity , J drill-downs
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Informazioni che é necessario monitorare regolarmente

In una versione precedente di questo report tecnico sono elencate le metriche da controllare periodicamente
rispetto alle tendenze. Tali informazioni sono ora incluse nella "Guida al monitoraggio e alla risoluzione di
problemi".

Monitoraggio dei costi

Una versione precedente di questo report tecnico elenca le aree in cui monitorare metriche importanti, come
Object Storage Space, Metadata Space, Network Resources e cosi via. Tali informazioni sono ora incluse nella
"Guida al monitoraggio e alla risoluzione di problemi".

Utilizzare gli avvisi per monitorare StorageGRID

Informazioni su come utilizzare il sistema di avvisi in StorageGRID per monitorare i
problemi, gestire avvisi personalizzati ed estendere le notifiche di avviso tramite SNMP o
e-mail.

Gli avvisi forniscono informazioni critiche che consentono di monitorare i vari eventi e condizioni all’'interno del
sistema StorageGRID.

Il sistema di avvisi & progettato per essere lo strumento principale per il monitoraggio di eventuali problemi che
potrebbero verificarsi nel sistema StorageGRID. Il sistema di avvisi € incentrato su problemi pratici nel sistema
e offre un’interfaccia semplice da utilizzare.

Forniamo una varieta di regole di avviso predefinite che mirano a monitorare e risolvere i problemi del sistema.

E possibile gestire ulteriormente gli avvisi creando avvisi personalizzati, modificando o disabilitando gli avvisi
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predefiniti e tacitando le notifiche degli avvisi.
E possibile estendere gli avvisi anche tramite notifiche SNMP o e-mail.

Per ulteriori informazioni sugli avvisi, vedere la "documentazione del prodotto" disponibile online e in formato
PDF.

Monitoraggio avanzato in StorageGRID

Scopri come accedere ed esportare le metriche per risolvere i problemi.

Visualizzare I’API delle metriche tramite una query Prometheus

Prometheus € un software open-source per la raccolta delle metriche. Per accedere al Prometheus integrato di
StorageGRID tramite 'GMI, vai al Support > Metrics.

Metrics

‘Access charis and metrics to help troubleshoot issues.

@ The tools available on this page are intended for use by technical support. Some features and menu items within these tools are intentionally non-functional

Prometheus

Prometheus is an open-source toolkit for collecting metrics. The Prometheus interface allows you to query the current values of metrics and to view charts of the values aver time
Access the Prometheus Ul using the link below. You must be signed in to the Grid Manager.

= hitps:/iwebscalegmi.netapp.com/metrics/graph

Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that contain graphs of impertant metric values over time

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager,

ADE Grid Replicated Read Path Qverview
Account Service Overview ILM 53 - Node

Alertmanager Identity Service Overview 53 Overview

Audit Overview Ingests Site

Cassandra Cluster Overview Node Streaming EC - ADE
Cassandra Network Overview Node (Internal Use) Streaming EC - Chunk Service
Cassandra Node Overview Platform Services Commits Support

Cloud Storage Pool Overview Platform Services Overview Traces

EC Read (11.3) - Node Platform Services Processing Traffic Classification Policy

EC Read (11.3) - Overview Renamed Metrics Virtual Memory (vmstat)

In alternativa, € possibile accedere direttamente al collegamento.

Prometheus -

O i ity b
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Con questa visualizzazione, € possibile accedere all'interfaccia Prometheus. Da li, puoi cercare nelle metriche
disponibili e persino sperimentare le query.

Per eseguire una query URL Prometheus, attenersi alla seguente procedura:

Fasi

1. Iniziare a digitare nella casella di testo della query. Durante la digitazione, vengono elencate le metriche.
Per i nostri scopi, sono importanti solo le metriche che iniziano con StorageGRID e nodo.

2. Per visualizzare il numero di sessioni HTTP per ogni nodo, digitare storagegrid_http e selezionare
storagegrid http sessions incoming currently established. Fare clic su Eseguie
visualizzare le informazioni in formato grafico o console.

| B + W F030505-03 2004 L R ) B okt

Le query e i grafici creati tramite questo URL non persistono. Le query complesse consumano
@ risorse sul nodo amministrativo. NetApp consiglia di utilizzare questa vista per esplorare le
metriche disponibili.

Si sconsiglia di interfacciarsi direttamente con la nostra istanza Prometheus perché questo
@ richiede I'apertura di porte aggiuntive. L'accesso alle metriche tramite la nostra API € il metodo
consigliato e sicuro.

Esporta metriche tramite API

Puoi anche accedere agli stessi dati tramite 'API di gestione StorageGRID.
Per esportare le metriche tramite 'API, attenersi alla seguente procedura:

1. Nell'interfaccia GMI, selezionare Guida > documentazione API.
2. Scorrere fino a Metrics (metriche) e selezionare GET /grid/METRIC-query (OTTIENI /griglia/query metrica).
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metrics Operations on metrics

N
| /grid/metric-labels/{label}/values Lists the values for a metriclabel a |
/grid/metric-names Lists all available mefric names ﬂ |

/grid/metric-query Performs an instant mefric query at a single point in time

The format of metric queries is controlied by Prometheus. See https//prometheus io/docs/querying/basics

Parameters

Name

query * =
string
(query)

time
string(Sdate-
time)

(query)

timeout
string
(queéry)

Description

Prometheus query string
storagegrid_http_sessions_incoming_current
query start, default current time (date-time)

time - query start, default current time (date-t/

timeout (duration)

120s

Clear

La risposta include le stesse informazioni che & possibile ottenere tramite una query URL Prometheus. E
possibile visualizzare nuovamente il numero di sessioni HTTP attualmente stabilite su ciascun nodo di
storage. E anche possibile scaricare la risposta in formato JSON per la leggibilita. La figura seguente
mostra risposte di query Prometheus di esempio.

Responses

Curl

Request URL

Server response

200

Code Details.

Response body

"20820-06-02T21:26:36.0082",

oragegrid_http_sessions_incoming currently_established",
: "us-storage-17,
: "storagegrid”,
id": "a8cc5d26-b52a-4d78-95ec-8f21e76c61bd",
"1dr",
fc56d838-Cd56-423b-a 07 -edeBa3a2885d"
"us-east-fuse”

1
value™: [
1591133196007,

content type

curl -X GET "https://10.193.92.230/api/v3/grid/metric-query2query=storagegrid_http_sessions_incoming currently_established&timeout=120s" -H "accept: application/json™ -H "X-Csrf-Token:
0b94918621b19c120b4488d2e537e374"

ppli json

Il vantaggio dell’'utilizzo dell’API € che consente di eseguire query autenticate
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Accedi alle metriche utilizzando Curl in StorageGRID
Scopri come accedere alle metriche tramite l'interfaccia CLI utilizzando Curl.

Per eseguire questa operazione, € necessario prima ottenere un token di autorizzazione. Per richiedere un
token, attenersi alla seguente procedura:

Fasi

1. Nellinterfaccia GMI, selezionare Guida > documentazione API.

2. Scorrere verso il basso fino a Auth per trovare le operazioni su autorizzazione. La seguente schermata
mostra i parametri per il metodo POST.

auth Operations on authorization R

m fauthorize Get authorization token i

Hame Description

body *
object
(bady)

Example Value  Model

{
“uitername”: “MyUserName™,
“password”: "MyPassword”;

=cookie®: true,
"csrfToken™: false

}

Parameter content type

[ application/json w

Responses Response content type | application/jsen hd ]

3. Fare clic su prova e maodificare il corpo con il nome utente e la password GMI.
4. Fare clic su Esegui.

5. Copiare il comando curl fornito nella sezione curl e incollarlo in una finestra terminale. [l comando & simile
al seguente:

curl -X POST "https:// <Primary Admin IP>/api/v3/authorize" -H "accept:
application/json" -H "Content-Type: application/json" -H "X-Csrf-Token:
dc30b080elca9%c05ddb81104381d8c8" -d "{ \"username\": \"MyUsername\",
\"password\": \"MyPassword\", \"cookie\": true, \"csrfToken\": false}"
-k

@ Se la password GMI contiene caratteri speciali, utilizzare \ per uscire da caratteri speciali.
Ad esempio, sostituire ! con \!

6. Dopo aver eseguito il comando curl precedente, I'output fornisce un token di autorizzazione come
'esempio seguente:
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{"responseTime" :"2020-06-
03T00:12:17.0312z","status":"success", "apiVersion":"3.2","data":"8aleb528
-18a7-4283-9%9a5e-b2e6d731e0b2"}

Ora e possibile utilizzare la stringa del token di autorizzazione per accedere alle metriche tramite curl. II
processo di accesso alle metriche & simile a quello descritto nella sezione "Monitoraggio avanzato in
StorageGRID". Tuttavia, a scopo dimostrativo, viene mostrato un esempio con GET /grid/metric-
labels/{label}/values selezionato nella categoria Metrics.

7. Ad esempio, il seguente comando curl con il token di autorizzazione precedente elenca i nomi dei siti in
StorageGRID.

curl -X GET "https://10.193.92.230/api/v3/grid/metric-
labels/site name/values" -H "accept: application/json" -H
"Authorization: Bearer 8aleb528d-18a7-4283-%9a5e-b2e6d731e0b2"

Il comando curl genera il seguente output:

{"responseTime":"2020-06-
03T00:17:00.844z","status":"success", "apiVersion":"3.2","data": ["us-
east-fuse","us-west-fuse"]}

Visualizza le metriche utilizzando la dashboard Grafana di StorageGRID

Scopri come utilizzare l'interfaccia Grafana per visualizzare e monitorare i tuoi dati
StorageGRID.

d

Grafana & un software open-source per la visualizzazione delle metriche. Per impostazione predefinita, sono

disponibili dashboard predefiniti che forniscono informazioni utili e potenti sul sistema StorageGRID in uso.

Questi dashboard predefiniti sono utili non solo per il monitoraggio ma anche per la risoluzione di un problema.

Alcune sono destinate all'uso da parte del supporto tecnico. Ad esempio, per visualizzare le metriche di un
nodo storage, segui questa procedura.

Fasi
1. Nell'interfaccia GMI, Support > Metrics (supporto[metriche]).

2. Nella sezione Grafana, selezionare il dashboard Node (nodo).
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Grafana

Grafana is open-source software for metrics visualization. The Grafana interface provides pre-constructed dashboards that centain graphs of important metric values over time.

Access the Grafana dashboards using the links below. You must be signed in to the Grid Manager.

ADE Grid Replicated Read Path Overview

Account Service Overview ILM 53 - Node

Alertman Identity Service Qverview $3 Ovel

Audit O Ingests Site
Node Streaming EC - ADE

Node (Internal Use) Streaming EC - Chunk Service

Cassandra Cluster Ove
Cassandra Network

Cassandra Node Ov Support

Cloud Storage Pool
EC Read - Node
EC Read- O

Traffic Classification Palicy

3. In Grafana, impostare gli host sul nodo su cui si desidera visualizzare le metriche. In questo caso, viene
selezionato un nodo storage. Vengono fornite ulteriori informazioni rispetto alle seguenti schermate
acquisite.

88 Node -

Py nilization

Memory Usage

Utilizzare i criteri di classificazione del traffico in StorageGRID

Scoprite come impostare e configurare criteri di classificazione del traffico per gestire e
ottimizzare il traffico di rete in StorageGRID.

| criteri di classificazione del traffico forniscono un metodo per monitorare e/o limitare il traffico in base a
specifici endpoint di tenant, bucket, subnet IP o bilanciamento del carico. La connettivita di rete e la larghezza
di banda sono parametri particolarmente importanti per StorageGRID.

Per configurare un criterio di classificazione del traffico, attenersi alla seguente procedura:

Fasi

1. Sullinterfaccia GMI, accedere al Configurazione > Impostazioni del sistema > classificazione del
traffico.

2. Fare clic su Crea +
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3. Immettere un nome e una descrizione per la politica.

4. Creare una regola corrispondente.

Create Matching Rule

Matching Rules

Type @

Tenant

Inverse Match @

Tenant v

Jonathan.Wong (22497137670163214190)

O

Change Account

=1

5. Impostare un limite (opzionale).

Create Limit

Limits (Optional)

Type @

Value @

6. Salvare la policy

— Choose One —

— Choose One —
Agoregate Bandwidth In
Agagregate Bandwidth Out
Concurrent Read Requesis
Concurrent Write Requests
Per-Request Bandwidth In

Per-Request Bandwidth Out
Fead Request Rate
Write Reguest Rate
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Create Traffic Classification Policy
Policy
Mame Match a Temant
Description {optional)
Matching Rules

Traffic that matches any rule is included in the policy.

4 Create || # Edit || % Remove

Type Inverse Match Match Value
® Tenant Jonathan.Wong (22497137670163214190)

Displaying 1 matching rule.
Limits (Optional)

=+ Create
Type Value Units

fm Jimmibe Emps
No limits found.

= |

Per visualizzare le metriche associate al criterio di classificazione del traffico, selezionare il criterio e fare
clic su metriche. Viene generata una dashboard Grafana che visualizza informazioni come il traffico delle
richieste di bilanciamento del carico e la durata media delle richieste.

B8 Traffic C cation Policy -

Load Balancer Request Complstion Rate

Write Request Rate by Dbject Size
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Utilizzare i registri di controllo per monitorare StorageGRID

Scopri come utilizzare 'audit log di StorageGRID per approfondimenti dettagliati sulle
attivita di tenant e grid e come sfruttare strumenti come Splunk per I'analisi dei log.

L’audit log di StorageGRID consente di raccogliere informazioni dettagliate sul tenant e sull’attivita della griglia.
L'audit log pud essere esposto per analisi tramite NFS. Per istruzioni dettagliate su come esportare il registro
di controllo, consultare la Guida del’amministratore.

Dopo l'esportazione della audit, puoi utilizzare strumenti di analisi dei log come Splunk o Logstash +
Elasticsearch per comprendere I'attivita dei tenant o creare report dettagliati su fatturazione e charge back.

| dettagli sui messaggi di controllo sono inclusi nella documentazione di StorageGRID. Vedere "Messaggi di
audit".

USA I'app StorageGRID per Splunk

Scopri I'app NetApp StorageGRID per Splunk, che consente di monitorare e analizzare |l
tuo ambiente StorageGRID all'interno della piattaforma Splunk.

Splunk & una piattaforma software che importa e indicizza i dati delle macchine per fornire potenti funzionalita
di ricerca e analisi. L'app NetApp StorageGRID & un add-on per Splunk che importa e arricchisce i dati sfruttati
da StorageGRID.

Le istruzioni su come installare, aggiornare e configurare il componente aggiuntivo StorageGRID sono
disponibili qui: https://splunkbase.splunk.com/app/3895/#/details

TR-4882: Installazione di una griglia bare metal
StorageGRID

Introduzione all’installazione di StorageGRID
Scopri come installare StorageGRID su host bare metal.

TR-4882 fornisce una pratica serie di istruzioni passo-passo che produce un’installazione funzionante di
NetApp StorageGRID. L'installazione potrebbe essere su server bare metal o su macchine virtuali (VM) in
esecuzione su Red Hat Enterprise Linux (RHEL). L'approccio consiste nell’eseguire un’installazione "chiavi in
mano" di sei servizi racchiusi in container StorageGRID su tre macchine fisiche (o virtuali), seguendo un layout
e una configurazione dello storage suggeriti. Per alcuni clienti potrebbe essere piu semplice comprendere il
processo di implementazione, seguire I'esempio riportato in questo report tecnico.

Per una comprensione piu approfondita di StorageGRID e del processo di installazione, vedere
https://docs.netapp.com/us-en/storagegrid-118/landing-install-upgrade/index.html [Installazione,
aggiornamento e aggiornamento rapido StorageGRID] nella documentazione del prodotto.

Prima di iniziare 'implementazione, esaminiamo i requisiti di calcolo, storage e rete per il software NetApp
StorageGRID. StorageGRID viene eseguito come servizio containerizzato all’interno di Podman o Docker. In
questo modello, alcuni requisiti fanno riferimento al sistema operativo host (il sistema operativo che ospita
Docker, che esegue il software StorageGRID). Inoltre, alcune risorse vengono allocate direttamente nei
container Docker eseguiti allinterno di ciascun host. In questa distribuzione, al fine di ottimizzare I'utilizzo
del’lhardware, vengono distribuiti due servizi per host fisico. Per ulteriori informazioni, passare alla sezione
successiva, "Prerequisiti per I'installazione di StorageGRID".
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| passaggi descritti in questo TR comportano un’installazione StorageGRID funzionante su sei host bare metal.
Ora si dispone di una griglia di lavoro e di una rete client, utili nella maggior parte degli scenari di test.

Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo report tecnico, consultare le seguenti risorse
della documentazione:

» Centro di documentazione NetApp StorageGRID https://docs.netapp.com/us-en/storagegrid-118/
* Abilitazione NetApp StorageGRID https://docs.netapp.com/us-en/storagegrid-enable/

* Documentazione dei prodotti NetApp https://www.netapp.com/support-and-training/documentation/

Prerequisiti per I'installazione di StorageGRID
Scopri i requisiti di calcolo, storage, rete, docker e nodo per implementare StorageGRID.

Requisiti di calcolo

La tabella riportata di seguito elenca i requisiti minimi delle risorse supportate per ogni tipo di nodo
StorageGRID. Queste sono le risorse minime richieste per i nodi StorageGRID.

Tipo di nodo Core di CPU RAM
Amministratore 8 24GB
Storage 8 24GB
Gateway 8 24GB

Inoltre, per garantire il corretto funzionamento di ciascun host fisico di Docker deve essere allocato un minimo
di 16GB GB di RAM. Ad esempio, per ospitare insieme due dei servizi descritti nella tabella in un unico host
fisico di Docker, occorre eseguire il seguente calcolo:

24 +24 + 16 =64GB GB diRAM e 8 + 8 = 16 core

Poiché molti server moderni superano questi requisiti, combiniamo sei servizi (container StorageGRID) su tre
server fisici.

Requisiti di rete

| tre tipi di traffico StorageGRID includono:

« Traffico griglia (obbligatorio). |l traffico StorageGRID interno che viaggia tra tutti i nodi della griglia.

* Traffico amministrativo (opzionale). Il traffico utilizzato per 'amministrazione e la manutenzione del
sistema.

« Traffico client (opzionale). Il traffico che viaggia tra le applicazioni client esterne e il grid, incluse tutte le
richieste di storage a oggetti dai client S3 e Swift.

E possibile configurare fino a tre reti da utilizzare con il sistema StorageGRID. Ogni tipo di rete deve trovarsi su
una subnet separata senza sovrapposizioni. Se tutti i nodi si trovano nella stessa subnet, non & necessario un
indirizzo gateway.

Per questa valutazione, verra eseguita la distribuzione su due reti, che contengono la rete e il traffico client. E
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possibile aggiungere successivamente una rete di amministrazione per supportare questa funzione aggiuntiva.

E molto importante mappare le reti in modo coerente alle interfacce in tutti gli host. Ad esempio, se su ogni
nodo sono presenti due interfacce, ens192 e ens224, tutte devono essere mappate alla stessa rete o VLAN su
tutti gli host. In questa installazione, il programma di installazione esegue il mapping di questi dati nei
contenitori Docker come ethO@IF2 e eth2@IF3 (poiché il loopback & IF1 all’interno del contenitore), pertanto
un modello coerente &€ molto importante.

Nota sul networking di Docker

StorageGRID utilizza il networking in modo diverso da alcune implementazioni di container Docker. Non
utilizza il networking fornito da Docker (o Kubernetes o Swarm). Al contrario, in realta StorageGRID utilizza il
container come --net=none, in modo che Docker non esegua alcuna operazione di rete. Dopo che il
contenitore & stato generato dal servizio StorageGRID, viene creato un nuovo dispositivo macvlan
dall'interfaccia definita nel file di configurazione del nodo. Tale dispositivo dispone di un nuovo indirizzo MAC e
funge da dispositivo di rete separato in grado di ricevere pacchetti dall'interfaccia fisica. Il dispositivo macvlan
viene quindi spostato nello spazio dei nomi dei contenitori e rinominato in uno dei ethO, eth1 o eth2 all'interno
del contenitore. A questo punto, il dispositivo di rete non & piu visibile nel sistema operativo host. Nel nostro
esempio, il dispositivo di rete Grid & ethO all’interno dei container Docker e la rete Client € eth2. Se avessimo
una rete di amministrazione, il dispositivo sarebbe eth1 nel container.

Il nuovo indirizzo MAC del dispositivo di rete del contenitore potrebbe richiedere I'attivazione
della modalita promiscua in alcuni ambienti di rete e virtuali. Questa modalita consente al
dispositivo fisico di ricevere e inviare pacchetti per gli indirizzi MAC che differiscono dagli

@ indirizzi MAC fisici noti. se si esegue in VMware vSphere, € necessario accettare la modalita
promiscua, le modifiche degli indirizzi MAC e le trasmissioni falsificate nei gruppi di porte che
serviranno il traffico StorageGRID quando si esegue RHEL. Ubuntu o Debian funziona senza
questi cambiamenti nella maggior parte delle circostanze.

Requisiti di storage

I nodi richiedono ciascuno dispositivi di dischi locali o basati su SAN delle dimensioni indicate nella tabella
seguente.

I numeri contenuti nella tabella sono relativi a ciascun tipo di servizio StorageGRID, non
all'intero grid o a ciascun host fisico. In base alle scelte di distribuzione, verranno calcolati i
numeri per ciascun host fisico in , piu avanti in "Layout e requisiti dell’host fisico"questo
documento. i percorsi o i file system contrassegnati con un asterisco verranno creati nel

@ contenitore StorageGRID stesso dall’installatore. L'amministratore non richiede alcuna
configurazione manuale o creazione di file system, ma gli host hanno bisogno di dispositivi a
blocchi per soddisfare questi requisiti. In altre parole, il dispositivo a blocchi dovrebbe apparire
utilizzando il comando 1sb1k ma non essere formattato o montato all’interno del sistema
operativo host.

Tipo di nodo Scopo del LUN Numero di Dimensione  File system Voce di
LUN minima di manuale configurazione
LUN richiesto nodo consigliata
Tutto Spazio di sistema Uno perogni  90GB No BLOCK DEVICE VA
del nodo nodo R LOCAL =
amministrativo amministrativo /aev/mapper/ADM
/var/local (SSD —-VAR-LOCAL
utile qui)
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Tipo di nodo

Tutti i nodi

Amministratore

Amministratore

Nodi di storage

Scopo del LUN

Pool di storage
Docker all’indirizzo
/var/lib/docker
for container
pool

Audit log del nodo
amministrativo (dati
del sistema nel
container
del’amministratore)
/var/local/audi
t/export

Tabelle nodo
amministrativo (dati
di sistema nel
contenitore
amministrativo)
/var/local/mysqg
1 ibdata

Storage a oggetti
(dispositivi a blocchi
/var/local/rang
edb0 ) (SSD utili
qui)
/var/local/rang
edbl
/var/local/rang
edb2

Numero di
LUN

Uno per
ciascun host
(fisico o VM)

Uno per ogni
nodo

amministrativo

Uno per ogni
nodo

amministrativo

Dimensione
minima di
LUN

100GB per
contenitore

200GB

200GB

Tre per ciascun 4000GB

contenitore di
stoccaggio

File system
manuale
richiesto

Si —etx4

No

No

No

Voce di
configurazione
nodo consigliata

NA — formatta e
monta come file
system host (non
mappato nel
contenitore)

BLOCK DEVICE AU
DIT LOGS
=/dev/mapper/AD
M-0S

BLOCK DEVICE TA
BLES =
/dev/mapper/ADM
~MySQL

BLOCK DEVICE RA
NGEDB_000 =
/dev/mapper/SN-
Db00
BLOCK_DEVICE RA
NGEDB_001 =
/dev/mapper/SN-
Db01
BLOCK_DEVICE RA
NGEDB 002 =
/dev/mapper/SN-
Db02

In questo esempio, le dimensioni dei dischi mostrate nella seguente tabella sono necessarie per tipo di
contenitore. | requisiti per host fisico sono descritti nella , piu avanti in "Layout e requisiti dell’'host fisico"questo

documento.

Dimensioni dei dischi per tipo di container

Container di amministrazione

Nome
Docker-Store
ADM-0OS
ADM-Audit
ADM-MySQL
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Dimensioni (GiB)

100 (per contenitore)

90
200
200
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Contenitore di stoccaggio

Nome
Docker-Store
SN-OS
Rangedb-0
Rangedb-1
Rangedb-2

Contenitore gateway

Nome
Docker-Store

/var/local

Layout e requisiti dell’host fisico

Dimensioni (GiB)
100 (per contenitore)
90

4096

4096

4096

Dimensioni (GiB)
100 (per contenitore)

90

Combinando i requisiti di elaborazione e di rete illustrati nella tabella precedente, & possibile ottenere un set di
hardware di base necessario per questa installazione di tre server fisici (o virtuali) con 16 core, 64GB di RAM e
due interfacce di rete. Se si desidera un throughput piu elevato, & possibile collegare due o piu interfacce sulla
griglia o sulla rete client e utilizzare un’interfaccia con codifica VLAN come bond0,520 nel file di configurazione
del nodo. In presenza di carichi di lavoro piu intensi, & preferibile una maggiore quantita di memoria per I'host e

i container.

Come illustrato nella seguente figura, questi server ospitano sei container Docker, due per host. La RAM viene

calcolata fornendo 24GB GB per contenitore e 16GB GB per il sistema operativo host stesso.

Host 2

Admin Node Gateway 1 Gateway 2
- - -
Storage Node 1 Storage Node 2 Storage Node 3
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La RAM totale richiesta per host fisico (o VM) &€ 24 x 2 GB + 16 GB = 64GB GB. Nelle tabelle che seguono
sono elencati i requisiti di archiviazione su disco per gli host 1, 2 e 3.

Host 1

Docker Store

200 (100 x 2)

BLOCK DEVICE VAR LOCAL
BLOCK DEVICE AUDIT LOGS

BLOCK DEVICE TABLES

Contenitore di stoccaggio

90
4096
4096

Host 2

Docker Store

200 (100 x 2)

GW-0S */var/local

Contenitore di stoccaggio

100
4096
4096

Host 3

Docker Store

200 (100 x 2)

*/var/local

Contenitore di stoccaggio

100
4096
4096
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Dimensioni (GiB)

/var/lib/docker (File system)
Contenitore amministratore

90
200
200

SN-OS
/var/local (dispositivo)

Rangedb-0 (dispositivo)
Rangedb-1 (dispositivo)
Rangedb-2 (dispositivo)

Dimensioni (GiB)

/var/lib/docker (Condiviso)
Contenitore gateway

100

*/var/local

Rangedb-0
Rangedb-1
Rangedb-2

Dimensioni (GiB)

/var/lib/docker (Condiviso)
Contenitore gateway

100

*/var/local

Rangedb-0
Rangedb-1
Rangedb-2



Docker Store ¢ stato calcolato consentendo 100GB per /var/local (per contenitore) x due contenitori = 200GB.

Preparazione dei nodi

Per preparare l'installazione iniziale di StorageGRID, installare prima RHEL versione 9,2 e abilitare SSH.
Impostare le interfacce di rete, NTP (Network Time Protocol), DNS e il nome host in base alle Best practice. E
necessaria almeno un’interfaccia di rete abilitata sulla rete di rete e un’altra per la rete client. Se si utilizza
un’interfaccia con codifica VLAN, configurarla come descritto negli esempi seguenti. In caso contrario, sara
sufficiente una semplice configurazione standard dell’'interfaccia di rete.

Se & necessario utilizzare un tag VLAN sull'interfaccia di rete della griglia, la configurazione dovrebbe avere
due file nel /etc/sysconfig/network-scripts/ seguente formato:

# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0

# This is the parent physical device

TYPE=Ethernet

BOOTPROTO=none

DEVICE=enp67s0

ONBOOT=yes

# cat /etc/sysconfig/network-scripts/ifcfg-enp67s0.520
# The actual device that will be used by the storage node file
DEVICE=enp67s0.520

BOOTPROTO=none

NAME=enp67s0.520

IPADDR=10.10.200.31

PREFIX=24

VLAN=yes

ONBOOT=yes

Questo esempio presuppone che il dispositivo di rete fisico per la rete di rete sia enp67s0. Potrebbe anche
essere un dispositivo Unito come bond0. Sia che si utilizzi il bonding o un’interfaccia di rete standard, &
necessario utilizzare l'interfaccia con codifica VLAN nel file di configurazione del nodo se la porta di rete non
dispone di una VLAN predefinita o se la VLAN predefinita non & associata alla rete di rete. Il contenitore
StorageGRID stesso non annulla I'etichetta dei frame Ethernet, quindi deve essere gestito dal sistema
operativo padre.

Configurazione dello storage opzionale con iSCSI

Se non si utilizza storage iSCSI, € necessario assicurarsi che host1, Host2 e host3 contengano dispositivi a
blocchi di dimensioni sufficienti per soddisfare i relativi requisiti. Consultare la sezione "Dimensioni dei dischi
per tipo di container" per i requisiti di storage di host1, Host2 e host3.

Per configurare lo storage con iSCSI, attenersi alla seguente procedura:

Fasi

1. Se si utilizza storage iISCSI esterno, ad esempio il software di gestione dei dati NetApp e-Series o NetApp
ONTAP®, installare i seguenti pacchetti:
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sudo yum install iscsi-initiator-utils
sudo yum install device-mapper-multipath

2. Individuare I'ID iniziatore su ciascun host.

# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=ign.2006-04.com.example.nodel

3. Utilizzando il nome dell’iniziatore del passaggio 2, mappare i LUN del dispositivo di archiviazione (del
numero e delle dimensioni indicati nella tabella) a ciascun nodo di archiviazione "Requisiti di storage" .

4. Scopri i LUN appena creati iscsiadm ed effettua I'accesso.

# iscsiadm -m discovery -t st -p target-ip-address

# iscsiadm -m node -T ign.2006-04.com.example:3260 -1

Logging in to [iface: default, target: ign.2006-04.com.example:3260,
portal: 10.64.24.179,3260] (multiple)

Login to [iface: default, target: ign.2006-04.com.example:3260, portal:
10.64.24.179,3260] successful.

@ Per ulteriori informazioni, consultate il "Creazione di un iniziatore iSCSI" portale clienti Red
Hat.

5. Per visualizzare i dispositivi multipath e i WWID LUN associati, eseguire il seguente comando:
# multipath -11

Se non si utilizza iISCSI con dispositivi multipercorso, € sufficiente montare il dispositivo con un nome di
percorso univoco che mantiene le modifiche e il riavvio del dispositivo allo stesso modo.

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0

Se i dispositivi vengono rimossi o aggiunti, la semplice utilizzo dei /dev/sdx nomi dei
dispositivi potrebbe causare problemi in seguito. se si utilizzano dispositivi multipath,
modificare il /etc/multipath.conf file per utilizzare gli alias come segue.

@ Questi dispositivi potrebbero essere o meno presenti su tutti i nodi, a seconda del layout.
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multipaths {
multipath {
wwid 36d039ea00005f06a000003c45fa8f3dc
alias Docker-Store
}
multipath {
wwid 36d039ea00006891b000004025fa8£597
alias Adm-Audit
}
multipath {
wwid 36d039ea00005f06a000003c65fa8£f3£f0
alias Adm-MySQL
}
multipath {
wwid 36d039ea00006891b000004015fa8f58¢c
alias Adm-0S
}
multipath {
wwid 36d039ea00005f06a000003c55fa8f3e4
alias SN-0S
}
multipath {
wwid 36d039ea00006891b000004035fa8f5a2
alias SN-Db0O
}
multipath {
wwid 36d039ea00005£06a000003c75fa8f3fc
alias SN-Db01
}
multipath {
wwid 36d039ea00006891b000004045fa8fbaf
alias SN-Db02
}
multipath {
wwid 36d039ea00005f06a000003c85fa8f40a
alias GW-0S
}
}

Prima di installare Docker nel sistema operativo host, formattare e montare il LUN o il backup del disco
/var/lib/docker. Le altre LUN sono definite nel file di configurazione del nodo e utilizzate direttamente dai
container StorageGRID. In altre parole, non vengono visualizzati nel sistema operativo host; vengono
visualizzati nei contenitori stessi e i file system vengono gestiti dall’installatore.

Se si utilizza un LUN con backup iSCSI, inserire nel file fstab qualcosa di simile alla seguente riga. Come
notato, gli altri LUN non devono essere montati nel sistema operativo host ma devono essere visualizzati come
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dispositivi a blocchi disponibili.

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker ext4
defaults 0 0O

Preparazione dell’installazione di Docker
Per prepararsi all'installazione di Docker, attenersi alla seguente procedura:

Fasi
1. Crea un file system sul volume di storage Docker su tutti e tre gli host.

# sudo mkfs.ext4 /dev/sd?

Se si utilizzano dispositivi iISCSI con multipath, utilizzare /dev/mapper/Docker-Store.

2. Creare il punto di montaggio del volume di storage Docker:

# sudo mkdir -p /var/lib/docker

3. Aggiungere una voce simile per la periferica-volume-archiviazione-docker a /etc/fstab.

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0 /var/lib/docker extd
defaults 0 0O

L'opzione seguente netdev & consigliata solo se si utilizza un dispositivo iISCSI. Se si utilizza un
dispositivo di blocco locale netdev non & necessario ed defaults & consigliato.

/dev/mapper/Docker-Store /var/lib/docker ext4 netdev 0 0

4. Montare il nuovo file system e visualizzare I'utilizzo del disco.

# sudo mount /var/lib/docker
[root@hostl]# df -h | grep docker
/dev/sdb 200G 33M 200G 1% /var/lib/docker

5. Disattivare lo swap e disattivarlo per motivi di prestazioni.

$ sudo swapoff --all

6. Per mantenere le impostazioni, rimuovete tutte le voci di swap da /etc/fstab come:
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/dev/mapper/rhel-swap swap defaults 0 O

(D La mancata disattivazione completa dello swap puo0 ridurre notevolmente le performance.

7. Eseguire un riavvio di prova del nodo per verificare che il /var/1ib/docker volume sia persistente e che
tutti i dispositivi disco ritornino.

Installa Docker per StorageGRID
Scopri come installare Docker per StorageGRID.

Per installare Docker, attenersi alla procedura illustrata di seguito:

Fasi
1. Configurazione del repo yum per Docker.

sudo yum install -y yum-utils
sudo yum-config-manager --add-repo \
https://download.docker.com/linux/rhel/docker-ce.repo

2. Installare i pacchetti necessari.
sudo yum install docker-ce docker-ce-cli containerd.io
3. Avviate Docker.
sudo systemctl start docker
4. Testa Docker.
sudo docker run hello-world
5. Assicurati che Docker venga eseguito all’avvio del sistema.
sudo systemctl enable docker
Preparare i file di configurazione dei nodi per StorageGRID

Scopri come preparare i file di configurazione dei nodi per StorageGRID.

Ad un livello alto, il processo di configurazione dei nodi include i seguenti passaggi:
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Fasi

1. Creare la /etc/storagegrid/nodes directory su tutti gli host.
sudo [root@hostl ~]# mkdir -p /etc/storagegrid/nodes

2. Creare i file necessari per ciascun host fisico in modo che corrispondano al layout del tipo di
container/nodo. In questo esempio, sono stati creati due file per host fisico su ciascun computer host.

@ I nome del file definisce il nome del nodo effettivo per l'installazione. Ad esempio, dc1-
adml . conf diventa un nodo denominato dcl1-adml.

— Host1:
dcl-adml.conf
dcl-snl.conf

— Host2:
dcl-gwl.conf
dcl-sn2.conf

— Host3:
dcl-gw2.conf
dcl-sn3.conf

Preparazione dei file di configurazione del nodo

| seguenti esempi utilizzano il /dev/disk/by-path formato. E possibile verificare i percorsi corretti
eseguendo i seguenti comandi:

[root@hostl ~]# 1lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 0 90G 0 disk

F—sdal 8:1 0 1G 0 part /boot

L—sda2 8:2 0 89G 0 part

—rhel-root 253:0 0 50G 0 lvm /
F—rhel—swap 253:1 0 9G 0 lvm
lL—rhel-home 253:2 0 30G 0 lvm /home

sdb 8:16 0 200G 0 disk /var/lib/docker
sdc 8:32 0 90G 0 disk

sdd 8:48 0 200G 0 disk

sde 8:64 0 200G 0 disk

sdf 8:80 0 4T 0 disk

sdg 8:96 0 4T 0 disk

sdh 8:112 0 4T 0 disk

sdi 8:128 0 90G 0 disk

sr0 11:0 1 1024M 0 rom

322



E questi comandi:

[root@hostl ~]# 1ls -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:02:01.0-ata-1.0 ->
../../sxr0

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:1:0 ->

../../sdb
lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc
lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd
lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:4:0 ->
../../sde
lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:5:0 ->
../../sdf
lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:6:0 ->
../../sdg
lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:8:0 ->
../../sdh
lrwxrwxrwx 1 root root 9 Dec 21 16:42 pci-0000:03:00.0-scsi-0:0:9:0 ->
../../sdi

Esempio per il nodo Admin primario

Nome file di esempio:

/etc/storagegrid/nodes/dcl-adml.conf

Contenuto del file di esempio:

| percorsi del disco possono seguire gli esempi riportati di seguito o utilizzare la
/dev/mapper/alias denominazione dello stile. Non utilizzare i nomi dei dispositivi di blocco,
ad esempio /dev/sdb perché possono cambiare al riavvio e causare gravi danni alla griglia.
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NODE_TYPE = VM Admin Node

ADMIN ROLE = Primary

MAXIMUM RAM = 24g

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:2:0
BLOCK DEVICE AUDIT LOGS = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:3:0
BLOCK DEVICE TABLES = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:4:0
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.43

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.193.204.1

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK IP = 10.193.205.43

CLIENT NETWORK MASK = 255.255.255.0

CLIENT NETWORK GATEWAY = 10.193.205.1

Esempio di un nodo storage

Nome file di esempio:
/etc/storagegrid/nodes/dcl-snl.conf
Contenuto del file di esempio:

NODE TYPE = VM Storage Node

MAXIMUM RAM = 24g

ADMIN IP = 10.193.174.43

BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:9:0
BLOCK_DEVICE_RANGEDB 00 = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:5:
BLOCK DEVICE RANGEDB 01 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:6:
BLOCK DEVICE RANGEDB 02 /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:8:
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.44

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.193.204.1

Il
o o o

Esempio per nodo gateway

Nome file di esempio:

/etc/storagegrid/nodes/dcl-gwl.conf
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Contenuto del file di esempio:

NODE TYPE = VM API Gateway

MAXIMUM RAM = 24g

ADMIN IP = 10.193.204.43
BLOCK_DEVICE VAR LOCAL = /dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:1:0
GRID NETWORK TARGET = ensl92

CLIENT NETWORK TARGET = ens224

GRID NETWORK IP = 10.193.204.47

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.193.204.1
CLIENT NETWORK IP = 10.193.205.47
CLIENT NETWORK MASK = 255.255.255.0
CLIENT NETWORK GATEWAY = 10.193.205.1

Installare dipendenze e pacchetti StorageGRID
Scopri come installare le dipendenze e i pacchetti StorageGRID.

Per installare le dipendenze e i pacchetti di StorageGRID, eseguire i seguenti comandi:

[root@hostl rpms]# yum install -y python-netaddr
[root@hostl rpms]# rpm -ivh StorageGRID-Webscale-Images-*.rpm
[root@hostl rpms]# rpm -ivh StorageGRID-Webscale-Service-*.rpm

Convalidare i file di configurazione di StorageGRID
Scopri come convalidare il contenuto dei file di configurazione per StorageGRID.

Dopo aver creato i file di configurazione in /etc/storagegrid/nodes per ciascuno dei nodi StorageGRID,
€ necessario convalidare il contenuto di tali file.

Per convalidare il contenuto dei file di configurazione, eseguire il seguente comando su ciascun host:

sudo storagegrid node validate all

Se i file sono corretti, 'output mostra SUPERATO per ogni file di configurazione:
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Checking
Checking
Checking
Checking
Checking
Checking
Checking

Se i file di configurazione non sono corretti, i problemi vengono visualizzati come AVVISI ed ERRORI. Se
vengono rilevati errori di configurazione, € necessario correggerli prima di procedere con l'installazione.

Checking

Checking
ERROR :

ERROER.:
ERROR :

Checking
ERRCE :

ERRCER :
Checking
Checking
Checking

BERROR:

ERROR:

ERROR :
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for misnamed node configuration files.. PRASSED
configuration file for node dcl-adml..
configuration file for node dcl-gwl..
configuration file for node dcl-snl..
configuration file for node dcl-sn2..
configuration file for node dcl-sn3i.
for duplication of unigue wvaluss between nodes.. PA

for misnamed node configuration files..
ignoring /etc/storagegrid/nodes/dcl-adml
ignoring /etc/storagegrid/nodes/dcl-sn2.conf.keep
ignoring /etc/storagegrid/nodes/my-file.txt
configuration file for node dcl-adml..
NODE TYPE = VM Foo Node
VM Foo Node 1is not a valid node type. ©See *.conf.sample
ADMIN ECLE = Foo
Foo is not a valid admin role. See *.conf.sample
BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-gwl-var-local
/dev/mapper/sgws—gwl—var-local is not a valid block device
configuration file for node dcl-gwl..
GEID NETWORK TARGET = bond0. 1001
bond0.1001 is not a valid interface. See “ip link show’
GRID NETWORK TP = 10.1.3
10.1.3 i=s not a wvalid IPv4 address
GRID NETWORK MASK = 255,248 . 2550
255.248.255.0 is not a wvalid IPv4 subnet mask
configuration file for node dcl-sni..
GRID NETWORK GATEWAY = 10.2.0.1
10.2.0.1 is not on the local subnet
BDMIN NETWORK ESL = 192.168.100.0/21,172.16.0fo0
Could not parse subnet list
configuration file for node dcl-snl..
configuration file for node decl-sn3.. PRSS
for duplication of unigque wvalues between nodes..
GRID NETWORK IP = 10.1.0.4
dcl-snZ and dcl-sn3 have the same GRID NETWORE IP
BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snZ-var-local
dcl-snZ and dcl-sn3 have the same BLOCK DEVICE VAR LOCAL
BLOCK DEVICE RANGEDB 00 = /dev/mapper/sgws-snZ-rangedb-0
dcl-sn2 and dcl-sn3 have the same BLOCK DEVICE RANGEDB 00




Avviare il servizio host StorageGRID
Informazioni su come avviare il servizio host StorageGRID.

Per avviare i nodi StorageGRID e assicurarsi che vengano riavviati dopo il riavvio dell’host, & necessario
attivare e avviare il servizio host StorageGRID.

Per avviare il servizio host StorageGRID, attenersi alla procedura riportata di seguito.

Fasi
1. Eseguire i seguenti comandi su ciascun host:

sudo systemctl enable storagegrid
sudo systemctl start storagegrid

(D Il processo di avvio potrebbe richiedere del tempo durante I'esecuzione iniziale.

2. Eseguire il seguente comando per assicurarsi che I'implementazione stia procedendo:

sudo storagegrid node status node-name

3. Per qualsiasi nodo che restituisce uno stato di Not-Running 0 Stopped, eseguire il comando seguente:

sudo storagegrid node start node-name
Ad esempio, dato il seguente output si avvierebbe il dc1-adml nodo:

[user@hostl]# sudo storagegrid node status
Name Config-State Run-State

dcl-adml Configured Not-Running

dcl-snl Configured Running

4. Se in precedenza & stato attivato e avviato il servizio host StorageGRID (o se non si & certi che il servizio
sia stato attivato e avviato), eseguire anche il seguente comando:

sudo systemctl reload-or-restart storagegrid

Configurare il gestore di rete in StorageGRID

Informazioni su come configurare il gestore di griglie in StorageGRID sul nodo
amministrativo primario.

Completare I'installazione configurando il sistema StorageGRID dall’interfaccia utente di Grid Manager sul
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nodo amministrativo primario.

Passaggi di alto livello
La configurazione della griglia e il completamento dell'installazione prevedono le seguenti operazioni:

Fasi

1. Accedere a Grid Manager

"Specificare le informazioni sulla licenza StorageGRID"

"Aggiungere siti a StorageGRID"

"Specificare le subnet della rete griglia"

"Approvare i nodi griglia in sospeso”

"Specificare le informazioni sul server NTP"

"Specificare le informazioni sul server del sistema dei nomi di dominio"

"Specificare le password di sistema di StorageGRID"

© © N o g~ 0D

"Esaminare la configurazione e completare l'installazione"

Accedere a Grid Manager

Utilizzare Gestione griglia per definire tutte le informazioni necessarie per configurare il sistema StorageGRID.

Prima di iniziare, il nodo amministrativo primario deve essere distribuito e aver completato la sequenza di avvio
iniziale.

Per utilizzare Grid Manager per definire le informazioni, attenersi alla seguente procedura.

Fasi

1. Accedere a Grid Manager al seguente indirizzo:

https://primary admin node grid ip

In alternativa, & possibile accedere a Grid Manager sulla porta 8443.

https://primary admin node ip:8443

2. Fare clic su Installa un sistema StorageGRID. Viene visualizzata la pagina utilizzata per configurare una
griglia StorageGRID.
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https://docs.netapp.com/it-it/storagegrid-enable/technical-reports/storagegrid-license.html
https://docs.netapp.com/it-it/storagegrid-enable/technical-reports/add-sites-storagegrid.html
https://docs.netapp.com/it-it/storagegrid-enable/technical-reports/grid-network-subnets-storagegrid.html
https://docs.netapp.com/it-it/storagegrid-enable/technical-reports/approve-grid-nodes-storagegrid.html
https://docs.netapp.com/it-it/storagegrid-enable/technical-reports/ntp-server-storagegrid.html
https://docs.netapp.com/it-it/storagegrid-enable/technical-reports/dns-server-storagegrid.html
https://docs.netapp.com/it-it/storagegrid-enable/technical-reports/system-passwords-storagegrid.html
https://docs.netapp.com/it-it/storagegrid-enable/technical-reports/review-config-complete-storagegrid-install.html

NetApp® StorageGRID®

Install
o 2 3 4 5] 6 ¥ g
License Sites Grid Metwork Grid Modes MTP DMNS Fasswords Summary
License

Enter a grid name and upload the license file provided by Metipp for your StorageGRID system.

Grid Mame

License File Browse

Aggiungere i dettagli della licenza StorageGRID
Informazioni su come caricare il file di licenza StorageGRID.
Specificare il nome del sistema StorageGRID e caricare il file di licenza fornito da NetApp.

Per specificare le informazioni sulla licenza StorageGRID, attenersi alla seguente procedura:

Fasi

1. Nella pagina licenza, nel campo Nome griglia, immettere un nome per il sistema StorageGRID. Dopo
l'installazione, il nome viene visualizzato come livello superiore nella struttura della topologia della griglia.

2. Fare clic su Sfoglia, individuare il file di licenza NetApp ('NLF-unique-id.txt’e fare clic su Apri. Il file di
licenza viene validato e vengono visualizzati il numero di serie e la capacita dello storage concesso in
licenza.

L'archivio di installazione di StorageGRID include una licenza gratuita che non fornisce
@ alcun diritto di supporto per il prodotto. E possibile eseguire I'aggiornamento a una licenza
che offra supporto dopo l'installazione.
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NetApp® StorageGRID® Help «

Install
9 3 4 5 6 7
Lic(énse Sites Grid Network Grid Nodes NTP DMNS Passwords
Summary
Sites

In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and propertional to the needs of each site.
Typically, sites are located in geographically different locations. Having multiple sites also allows the use of distributed replication and
erasure coding for increased availability and resiliency.

Site Name 1 MNew York +

B - |-

3. Fare clic su Avanti.

Aggiungere siti a StorageGRID

Scopri come aggiungere siti a StorageGRID per aumentare I'affidabilita e la capacita
dello storage.

Quando si installa StorageGRID, & necessario creare almeno un sito. E possibile creare siti aggiuntivi per
aumentare I'affidabilita e la capacita di storage del sistema StorageGRID.

Per aggiungere siti, attenersi alla seguente procedura:

Fasi

1. Nella pagina Siti, immettere il nome del sito.

2. Per aggiungere altri siti, fare clic sul segno piu accanto all’'ultima voce del sito e immettere il nome nella
nuova casella di testo Nome sito. Aggiungi tutti i siti aggiuntivi necessari per la topologia della griglia. E
possibile aggiungere fino a 16 siti.
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NetApp® StorageGRID® Help =

Install

@—o 3 4 5 6 7
Sites

Lirlse Grid Network Grid Nodes NTP DMNS Passwords

Summary

Sites
In a single-site deployment, infrastructure and operations are centralized in one site.

In a multi-site deployment, infrastructure can be distributed asymmetrically across sites, and propertional to the needs of each site.
Typically, sites are located in geographically different locations. Having multiple sites also allows the use of distributed replication and
erasure coding for increased availability and resiliency.

Site Name 1 MNew York +

B - |-

3. Fare clic su Avanti.

Specificare le subnet di rete della griglia per StorageGRID
Informazioni su come configurare le subnet di rete per StorageGRID.
E necessario specificare le subnet utilizzate sulla rete a griglia.

Le voci della subnet includono le subnet per la rete di rete per ogni sito del sistema StorageGRID, oltre alle
subnet che devono essere raggiungibili attraverso la rete di rete (ad esempio, le subnet che ospitano i server
NTP).

Se si dispone di piu sottoreti di rete, € necessario il gateway di rete. Tutte le subnet della griglia specificate
devono essere raggiungibili tramite questo gateway.

Per specificare le sottoreti della rete a griglia, attenersi alla seguente procedura:

Fasi
1. Nella casella di testo Subnet 1, specificare I'indirizzo di rete CIDR per almeno una rete a griglia.
2. Fare clic sul segno piu accanto all’'ultima voce per aggiungere una voce di rete aggiuntiva. Se € gia stato
distribuito almeno un nodo, fare clic su rileva subnet Grid Networks per compilare automaticamente

I'elenco delle subnet della rete griglia con le subnet segnalate dai nodi della griglia registrati con Grid
Manager.
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NetApp® StorageGRID® Hai

@ @ o 4 b i [
¢ e

Grid Netwark Grid Mosdes NTE ONE Faggwarnds

Summary

Grd Network

fou mist specity tha subnets that are used on the Grid Metwand. These enimes fypicaly include the subnets for the Grd MNebwon: for
each 5% N your SloragedRID system. Select Discovar Sdd Networks fo aulomalicaly add subnets Lased on the nebwork.
configuration of all registered nodes,

Hole: You must manualy add any subneds Sor NTP, DNS. LDAP. or glher extornal sarvers accessed through the Gnd Network gatesay,

Subnat 1 10,193,204 024 ®

| - | - |

3. Fare clic su Avanti.

Approva nodi griglia per StorageGRID

Scopri come esaminare e approvare tutti i nodi grid in sospeso che si uniscono al sistema
StorageGRID.

E necessario approvare ciascun nodo griglia prima di unirsi al sistema StorageGRID.

CD Prima di iniziare, tutti i nodi grid di appliance virtuali e StorageGRID devono essere
implementati.

Per approvare i nodi griglia in sospeso, completare i seguenti passaggi:

Fasi

1. Esaminare I'elenco dei nodi in sospeso e verificare che visualizzi tutti i nodi della griglia distribuiti.
@ Se manca un nodo Grid, confermare che e stato implementato correttamente.

2. Fare clic sul pulsante di opzione accanto a un nodo in sospeso che si desidera approvare.
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NetApp® StorageGRID® Help ~

Grid Nodes

Install
Llcensa Sites Grid Network
Summary
Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID systemn.

Pending Nodes

NTP

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

|+Appm||x Remove

Grid Network MAC Address 1!
© 6:8a:36:44:04:80
46:5a:b6:7a:6d:97
ba:e5:f7:6e:ec:0b
c6:88:e5:bf:Ba:47
fer91:ad:e1:46:c0

3. Fare clic su approva.

Name It

dc1-adm1
dcl-sn
dot-sn3
del-gw1
dcl-gw2

Type i
Admin Node
Storage Node

' Storage Node

AP| Gateway Node
APl Gateway Node

Platform i
CentOS Container
CentOS Container
CentOS Container
CentOS Container
CentOS Container

DNS

Search

Passwords

Q

Grid Network IPv4 Address ~

10.193.204.43/24
10.193.204.44/24
10.193.204.46/24
10.193.204.47/24
10.193.204.98/24

4. In Impostazioni generali, modificare le impostazioni per le seguenti proprieta, se necessario.
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Admin Node Configuration

General Settings

Site
MName

NTF Role

Grid Network

Configuration
IPv4 Address (CIDR)

Gateway

Admin Network

Configuration

This network interface is not present. Add the network interface before configuring network settings.

IPv4 Address (CIDR)
Gateway

Subnets (CIDR)

Client Network

Configuration
IPv4 Address (CIDR})

Gateway

New York |
dcl-adm1
| Automatic & |
STATIC

10.193.204 43/24

10.193.204.1

DISABLED

STATIC

10.193.205.43/24

10.193.205.1

— Sito: Il nome del sistema del sito per questo nodo della griglia.

— Nome: Il nome host che verra assegnato al nodo e il nome che verra visualizzato in Grid Manager. Per
impostazione predefinita, il nome € quello specificato durante la distribuzione dei nodi, ma & possibile
modificarlo in base alle esigenze.

—ruolo NTP: Il ruolo NTP del nodo grid. Le opzioni disponibili sono Automatic (automatico), Primary
(primario) e Client (Client). Selezionando I'opzione automatico, il ruolo primario viene assegnato ai nodi di
amministrazione, ai nodi di archiviazione con i servizi ADC (Administrative Domain Controller), ai nodi
gateway e a tutti i nodi di griglia che dispongono di indirizzi IP non statici. A tutti gli altri nodi della griglia
viene assegnato il ruolo del client.



Assicurarsi che almeno due nodi di ciascun sito possano accedere ad almeno quattro origini
NTP esterne. Se solo un nodo di un sito pud raggiungere le origini NTP, si verificheranno

@ problemi di tempistica se tale nodo non funziona. Inoltre, la designazione di due nodi per
sito come origini NTP primarie garantisce tempi precisi se un sito viene isolato dal resto
della rete.

— Servizio ADC (solo nodi di archiviazione): Selezionare automatico per consentire al sistema di
determinare se il nodo richiede il servizio ADC. |l servizio ADC tiene traccia della posizione e della
disponibilita dei servizi grid. Alimeno tre nodi di archiviazione in ogni sito devono includere il servizio ADC.
Non & possibile aggiungere il servizio ADC a un nodo dopo averlo implementato.

. In rete griglia, modificare le impostazioni per le seguenti proprieta, se necessario:

—IPv4 address (CIDR): L'indirizzo di rete CIDR per l'interfaccia di rete di rete (eth0O all'interno del
contenitore). Ad esempio, 192.168.1.234/24.

— Gateway: Il gateway di rete. Ad esempio, 192.168.0.1.

@ Se sono presenti piu sottoreti di rete, &€ necessario il gateway.

Se si seleziona DHCP per la configurazione della rete di rete e si modifica il valore in questo
@ punto, il nuovo valore viene configurato come indirizzo statico sul nodo. Verificare che
I'indirizzo IP risultante non sia incluso in un pool di indirizzi DHCP.

. Per configurare la rete di amministrazione per il nodo della griglia, aggiungere o aggiornare le impostazioni
nella sezione Admin Network (rete di amministrazione), se necessario.

Inserire le subnet di destinazione dei percorsi fuori dall’'interfaccia nella casella di testo subnet (CIDR). Se
sono presenti piu sottoreti amministrative, € necessario il gateway amministratore.

Se si seleziona DHCP per la configurazione della rete amministrativa e si modifica il valore
@ in questo campo, il nuovo valore viene configurato come indirizzo statico sul nodo. Verificare
che lindirizzo IP risultante non sia incluso in un pool di indirizzi DHCP.

Dispositivi: Per un dispositivo StorageGRID, se la rete di amministrazione non & stata configurata durante
l'installazione iniziale utilizzando il programma di installazione del dispositivo StorageGRID, non & possibile
configurarla in questa finestra di dialogo Gestione griglia. E invece necessario attenersi alla seguente
procedura:

a. Riavviare il dispositivo: In Appliance Installer, selezionare Advanced > Reboot (Avanzate[Riavvia)). Il
riavvio puo richiedere alcuni minuti.

(o

. Selezionare Configura rete » Configurazione collegamento e abilitare le reti appropriate.

. Selezionare Configura rete » Configurazione IP e configurare le reti abilitate.

o o

. Tornare alla Home page e fare clic su Start Installation (Avvia installazione).

o

In Grid Manager: Se il nodo € elencato nella tabella dei nodi approvati, reimpostare il nodo.

—h

Rimuovere il nodo dalla tabella Pending Nodes (nodi in sospeso).

Attendere che il nodo riappaia nell’elenco Pending Nodes (nodi in sospeso).

I @

Confermare che € possibile configurare le reti appropriate. Devono essere gia popolate con le
informazioni fornite nella pagina di configurazione IP. Per ulteriori informazioni, consultare le istruzioni
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di installazione e manutenzione relative al modello di appliance in uso.

7. Se si desidera configurare la rete client per il nodo Grid, aggiungere o aggiornare le impostazioni nella
sezione rete client secondo necessita. Se la rete client € configurata, il gateway & necessario e diventa il
gateway predefinito per il nodo dopo l'installazione.

Dispositivi: Per un dispositivo StorageGRID, se la rete client non & stata configurata durante l'installazione
iniziale utilizzando il programma di installazione del dispositivo StorageGRID, non & possibile configurarla
in questa finestra di dialogo Gestore griglia. E invece necessario attenersi alla seguente procedura:

a. Riavviare il dispositivo: In Appliance Installer, selezionare Advanced > Reboot (Avanzate[Riavvia]). Il
riavvio puo richiedere alcuni minuti.

(on

. Selezionare Configura rete > Configurazione collegamento e abilitare le reti appropriate.
. Selezionare Configura rete > Configurazione IP e configurare le reti abilitate.
. Tornare alla Home page e fare clic su Start Installation (Avvia installazione).

. In Grid Manager: Se il nodo € elencato nella tabella dei nodi approvati, reimpostare il nodo.

-~ ® Qo o

. Rimuovere il nodo dalla tabella Pending Nodes (nodi in sospeso).

. Attendere che il nodo riappaia nell’elenco Pending Nodes (nodi in sospeso).

o Q@

. Confermare che & possibile configurare le reti appropriate. Devono essere gia popolate con le
informazioni fornite nella pagina di configurazione IP. Per ulteriori informazioni, consultare le istruzioni
di installazione e manutenzione dell’'apparecchio.

8. Fare clic su Salva. La voce del nodo della griglia viene spostata nell’elenco dei nodi approvati.
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NetApp® StorageGRID®

Install

o N £
[ - - ) = . -
I"jjfﬁ’" "ﬁ._,_ﬁ‘f . o »

I_ic%nse Sites Grid Network  Grid Nodes NTP

Summary

Grid Nodes

Approve and configure grid nodes, so that they are added correctly to your StorageGRID systemn.

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

w iTRemmrei

Grid Network MAC Address !l Name Il Type I Platform i1
© f6:8a;36:44:c4:80 del-adm1  Admin Node CentDS Container
46:5a:b6:7a:6d:97 dc1-sn1 Storage Node CentOS Container
ba:e5:f7:6eec:0b dct-sn3 Storage Node CentOS Container
c6:89:e5:bf:8a:47 del-gw1 AP| Gateway Node  CentOS Container
fe:91:ad:e1:46:c0 dcl-gw2 APl Gateway Node CentOS Container

DNS

Search

Q

Grid Network IPv4 Address ~

10.193.204.43/24
10.193.204.44/24
10.193.204.46/24
10.193.204.47/24
10.193.204.98/24

9. Ripetere i passaggi 1-8 per ogni nodo griglia in sospeso che si desidera approvare.

E necessario approvare tutti i nodi desiderati nella griglia. Tuttavia, & possibile tornare a questa pagina in
qualsiasi momento prima di fare clic su Installa nella pagina Riepilogo. Per modificare le proprieta di un

nodo griglia approvato, fare clic sul relativo pulsante di opzione, quindi fare clic su Modifica.

10. Dopo aver approvato i nodi della griglia, fare clic su Avanti.

Specificare i dettagli del server NTP per StorageGRID

Informazioni su come specificare le informazioni di configurazione NTP per il sistema
StorageGRID in modo che le operazioni eseguite su server separati possano essere

mantenute sincronizzate.

Per evitare problemi di deriva temporale, € necessario specificare quattro riferimenti server NTP esterni dello

strato 3 o superiore.

Quando si specifica 'origine NTP esterna per un’installazione StorageGRID a livello di

produzione, non utilizzare il servizio Windows Time (W32Time) su una versione di Windows

@ precedente a Windows Server 2016. Il servizio Time nelle versioni precedenti di Windows non &

sufficientemente accurato e non é supportato da Microsoft per 'uso in ambienti complessi come

StorageGRID.

| server NTP esterni vengono utilizzati dai nodi ai quali sono stati precedentemente assegnati i ruoli NTP
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primari.

La rete client non & abilitata abbastanza presto nel processo di installazione per essere I'unica
fonte di server NTP. Assicurarsi che almeno un server NTP possa essere raggiunto sulla rete di
rete o sulla rete amministrativa.

Per specificare le informazioni sul server NTP, attenersi alla seguente procedura:

Fasi

1. Nelle caselle di testo Server 1 to Server 4 (Server 1 - Server 2), specificare gli indirizzi IP per almeno
quattro server NTP.

2. Se necessario, fare clic sul segno piu accanto all’'ultima voce per aggiungere altre voci al server.

NetApp® StorageGRID® Help ~

Install

O—0 0O O =« @ G

License Sites Grid Network Grid Nodes NTP DNS Passwords Summary

Network Time Protocol

Enter the |P addresses for at least four Network Time Protocol (NTP) servers, so that operations performed on separate servers are kept in
sync.

Server 1 10.193.204.1

Server 2 10.193.204.1

Server 3 10.193.174.249

Server 4 _ 10.193.174.250 e

oo | EZIEE

3. Fare clic su Avanti.

Specificare i dettagli del server DNS per StorageGRID
Informazioni su come configurare il server DNS per StorageGRID.

E necessario specificare le informazioni DNS per il sistema StorageGRID in modo da poter accedere ai server
esterni utilizzando nomi host invece di indirizzi IP.

La specifica delle informazioni sul server DNS consente di utilizzare nomi host FQDN (Fully Qualified Domain
Name) anziché indirizzi IP per le notifiche e-mail e i messaggi NetApp AutoSupport®. NetApp consiglia di
specificare almeno due server DNS.

@ Selezionare i server DNS ai quali ciascun sito puo accedere localmente in caso di rete.
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Per specificare le informazioni sul server DNS, attenersi alla procedura illustrata di seguito:

Fasi
1. Nella casella di testo Server 1, specificare I'indirizzo IP di un server DNS.

2. Se necessario, fare clic sul segno piu accanto all’'ultima voce per aggiungere altri server.

NetApp® StorageGRID® Help ~
Install
O © © 0 0 0 7 i
License Sites Grid Network Grid Nodes NTP DNS Passwords Summary

Domain Name Service

Enter the IP address for at least one Domain Name System (DNS) server, so that server hostnames can be used instead of IP addresses.
Specifying at least two DNS servers is recommended. Configuring DNS enables server connectivity, email notifications, and NetApp

AutoSupport.
Server 1 10.193.204.101 »®
Server 2 10.193.204.102 + X

s 1D

3. Fare clic su Avanti.

Specificare le password di sistema per StorageGRID

Scoprite come proteggere il vostro sistema StorageGRID impostando la passphrase di
provisioning e la password utente root di gestione delle griglie.

Per immettere le password da utilizzare per proteggere il sistema StorageGRID, attenersi alla seguente
procedura:

Fasi

1. In Provisioning Passphrase, immettere la passphrase di provisioning necessaria per apportare modifiche
alla topologia della griglia del sistema StorageGRID. Registrare la password in un luogo sicuro.

2. In Confirm Provisioning Passphrase (Conferma passphrase di provisioning), immettere nuovamente la
passphrase di provisioning.

3. In Grid Management Root User Password (Password utente principale di Grid Management), immettere la
password da utilizzare per accedere a Grid Manager come utente root.

4. In Confirm Root User Password (Conferma password utente root), immettere nuovamente la password di
Grid Manager.
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Install

OO0 6 0 0

License Sites Grid Metwork Grid Modes NTP

Passwords Summary

Passwords

Enter secure passwords that meet your organization’s security policies. A text file containing the command line passwords must be downloaded
during the final installation step.

Provisioning ssssEEen
Passphrase

Confirm (TTIITYT]
Frovisioning
Passphrase

Grid Management sssseEEE
Root User
Password

Confirm Root User ssssseee
Passwaord

W Create random command ling passwords.

5. Se si sta installando una griglia per scopi dimostrativi o dimostrativi, deselezionare I'opzione Crea
password della riga di comando casuale.

Per le implementazioni in produzione, le password casuali devono essere sempre utilizzate per motivi di
sicurezza. Deselezionare I'opzione Create Random Command Line Passwords (Crea password casuali
della riga di comando) solo per le griglie demo se si desidera utilizzare password predefinite per accedere
ai nodi della griglia dalla riga di comando utilizzando I'account root o admin.

Quando si fa clic su Installa nella pagina Riepilogo, viene richiesto di scaricare il file del

pacchetto di ripristino (sgws-recovery-packageid-revision. zip. E necessario
@ scaricare questo file per completare I'installazione. Le password di accesso al sistema

vengono memorizzate nel Passwords. txt file contenuto nel pacchetto di ripristino.

6. Fare clic su Avanti.

Rivedere la configurazione e completare I'installazione di StorageGRID

Scopri come convalidare le informazioni di configurazione della griglia e completare il
processo di installazione di StorageGRID.

Per assicurarsi che l'installazione venga completata correttamente, esaminare attentamente le informazioni di
configurazione immesse. Seguire questa procedura.

Fasi
1. Visualizzare la pagina Riepilogo.
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NetApp® StorageGRID® Help ~

Install
License Sites Grid Network Grid Nodes NTP DNS Passwords Summary
Summary

Verify that all of the grid configuration information is correct, and then click Install. You can view the status of each grid node as it installs. Click the
Modify links to go back and change the associated information.

General Settings

This is an unsupported license and does not provide any support entittement for this product.

Grid Name Morth America Modify License

Passwords StorageGRID demo grid passwords. Modify Passwords
Networking

NTP 10.193.204.101 10.193.204.102 10.193.174.249 10.54.17.30 Modify NTP

DNS 10.193.204.101 10.193.204.102 Modify DNS

Grid Network 10.193.204 .0/24 Modify Grid Network

Topology
Topology MNew York Modify Sites Modify Grid Nodes

dcl-adm1  dcl-gwi1 dctgw2 dcil-sm1  dci-sn2  dci-sn3

==y [

2. Verificare che tutte le informazioni di configurazione della griglia siano corrette. Utilizzare i link Modify
(Modifica) nella pagina Summary (Riepilogo) per tornare indietro e correggere eventuali errori.

3. Fare clic su Installa.

Se un nodo & configurato per I'utilizzo della rete client, il gateway predefinito per quel nodo
CD passa dalla rete griglia alla rete client quando si fa clic su Installa. Se si perde la

connettivita, assicurarsi di accedere al nodo amministrativo primario tramite una subnet

accessibile. Per ulteriori informazioni, vedere "Installazione e provisioning della rete".

4. Fare clic su Scarica pacchetto di ripristino.

Quando I'installazione procede fino al punto in cui € definita la topologia della griglia, viene richiesto di
scaricare il file del pacchetto di ripristino (. zip) e di confermare che & possibile accedere al contenuto di
questo file. E necessario scaricare il file del pacchetto di ripristino in modo da poter ripristinare il sistema
StorageGRID in caso di errore di uno o piu nodi della griglia.

Verificare che sia possibile estrarre il contenuto del . z1ip file e salvarlo in due posizioni sicure, sicure e
separate.

@ Il file del pacchetto di ripristino deve essere protetto perché contiene chiavi di crittografia e
password che possono essere utilizzate per ottenere dati dal sistema StorageGRID.
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5. Selezionare I'opzione ho scaricato e verificato il file del pacchetto di ripristino, quindi fare clic su Avanti.

Download Recovery Package
Before proceeding, you must download the Recovery Package file. This file is necessary to recover the StorageGRID system if a failure
0CCUTS.

When the download completes, open the zip file and confirm it includes a "gpt-backup” directory and a second zip file. Then, extract
this inner zip file and confirm you can open the passwords bd file,

After you have verified the contents, copy the Recovery Package file to two safe, secure, and separate locations. The Recovery Package
file must be secured because i contains encryption keys and passwords that can be used to cbiain data from the StorageGRID
system.

€ The Recaovery Package is required for recovery procedures and must be stored in & secure location.

Bownload Recevery Package

™ | have successfully downloaded and verified the Recovery Package file.

Se linstallazione & ancora in corso, viene visualizzata la pagina Stato installazione. Questa pagina indica
lo stato di avanzamento dell’installazione per ciascun nodo della griglia.

Insiakabon Status

Hnecnseary, you may & Downinad Be Recomry Paccage fe again

a
Harie It Sie 11 Grid Natwark IPvé Addrmss v Progess It Stage I
dct-adm? Sita1 172164 29521 M e = % - Starteg seneces
vt Site1 172 16.4 21621 N et
detat Site1 17216821721 MM Wsiting for Dynanmic P Service pears
detal Sited 172 16 4 2R . Dlowenlozding hotfx fram prmany Admren if

naadad
ng hotfx It § T

A el 179 164 21801 . Downlosding hothix lram peimary Admm il

needad

Quando viene raggiunta la fase completa per tutti i nodi della griglia, si apre la pagina di accesso per Grid
Manager.

6. Accedere a Grid Manager come utente root con la password specificata durante l'installazione.

Aggiorna i nodi bare-metal in StorageGRID
Scopri il processo di upgrade per i nodi bare-metal in StorageGRID.

Il processo di upgrade per i nodi bare-metal & diverso rispetto ad appliance o nodi VMware. Prima di eseguire
un aggiornamento di un nodo bare-metal, € necessario aggiornare i file RPM su tutti gli host prima di eseguire
'aggiornamento tramite la GUI.

[root@hostl rpms]# rpm -Uvh StorageGRID-Webscale-Images-*.rpm
[root@hostl rpms]# rpm -Uvh StorageGRID-Webscale-Service-*.rpm

A questo punto & possibile procedere all’aggiornamento del software tramite la GUI.
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TR-4907: Configurare StorageGRID con veritas Enterprise
Vault

Introduzione alla configurazione di StorageGRID per il failover del sito

Scopri come veritas Enterprise Vault utilizza StorageGRID come destinazione di storage
primario per il disaster recovery.

Questa guida alla configurazione fornisce i passaggi per configurare NetApp® StorageGRID® come
destinazione di storage primario con veritas Enterprise Vault. Viene inoltre descritto come configurare
StorageGRID per il failover del sito in uno scenario di disaster recovery (DR).

Architettura di riferimento

StorageGRID offre una destinazione di backup cloud on-premise compatibile con S3 per veritas Enterprise
Vault. La figura seguente illustra I'architettura di veritas Enterprise Vault e StorageGRID.
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Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:

+ Centro di documentazione NetApp StorageGRID https://docs.netapp.com/us-en/storagegrid-118/
« Abilitazione NetApp StorageGRID https://docs.netapp.com/us-en/storagegrid-enable/
* Documentazione dei prodotti NetApp https://www.netapp.com/support-and-training/documentation/

Configurare StorageGRID e veritas Enterprise Vault

Scopri come implementare le configurazioni di base per StorageGRID 11,5 o versioni
successive e veritas Enterprise Vault 14,1 o versioni successive.

343


https://docs.netapp.com/us-en/storagegrid-118/
https://docs.netapp.com/us-en/storagegrid-enable/
https://www.netapp.com/support-and-training/documentation/

Questa guida alla configurazione si basa su StorageGRID 11,5 e Enterprise Vault 14,1. Per lo storage in
modalita write once, Read many (WORM) utilizzando blocco degli oggetti S3, StorageGRID 11,6 ed Enterprise
Vault 14.2.2. Per informazioni piu dettagliate su queste linee guida, visitare la "Documentazione StorageGRID"
pagina o contattare un esperto StorageGRID.

Prerequisiti per configurare StorageGRID e veritas Enterprise Vault

» Prima di configurare StorageGRID con veritas Enterprise Vault, verificare i seguenti prerequisiti:
@ Per lo storage WORM (blocco oggetti) € richiesto StorageGRID 11,6 o superiore.
« E installato veritas Enterprise Vault 14,1 o versione successiva.

@ Per lo storage WORM (blocco degli oggetti), € richiesto Enterprise Vault versione 14.2.2 o
superiore.

» Sono stati creati gruppi di archivi del vault e un archivio del vault. Per ulteriori informazioni, vedere veritas
Enterprise Vault Administration Guide.

» Sono stati creati tenant StorageGRID, chiave di accesso, chiave segreta e bucket.
« E stato creato un endpoint di bilanciamento del carico StorageGRID (HTTP o HTTPS).

« Se si utilizza un certificato autofirmato, aggiungere il certificato CA autofirmato StorageGRID ai server di
Enterprise Vault. Per ulteriori informazioni, vedere questo "Articolo della veritas Knowledge base".

» Aggiornare e applicare il file di configurazione del vault Enterprise piu recente per abilitare le soluzioni di
storage supportate, come NetApp StorageGRID. Per ulteriori informazioni, vedere questo "Articolo della
veritas Knowledge base".

Configurare StorageGRID con veritas Enterprise Vault

Per configurare StorageGRID con veritas Enterprise Vault, attenersi alla seguente procedura:

Fasi
1. Avviare la console di amministrazione di Enterprise Vault.
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2. Creare una nuova partizione dell’archivio dei vault nell’archivio appropriato. Espandere la cartella Vault

Store Groups e quindi I'archivio del vault appropriato. Fare clic con il pulsante destro del mouse su
partizione e selezionare Nuova » partizione.
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3. Seguire la procedura guidata creazione nuova partizione. Dal menu a discesa tipo di archiviazione,
selezionare NetApp StorageGRID (S3). Fare clic su Avanti.
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MNew Partition >

Enterprise Vault can oreate a Vault Store Parfiion on vanous types of
storage. Clidk Help for more nformation.

Storage type!
hetApp StorageGRID (53 ~
Storage descripbon:

e
stevage.

VERITAS
For essential information regarding the support of these devices, see
the Enterprse Vault Compatibility Charts,

4. Lasciare deselezionata 'opzione Memorizza dati in modalita WORM utilizzando blocco oggetti S3. Fare
clic su Avanti.

MNew Partition x

How do you want Enterprise Vault to store data in the Netapp
StorageGRID (53) budket?

Cick Help for more information

<ok [dea> ]| conce Hep |

5. Nella pagina delle impostazioni di connessione, fornire le seguenti informazioni:
o ID chiave di accesso
> Chiave di accesso segreta

> Nome host del servizio: Assicurarsi di includere la porta LBE (Load Balancer Endpoint) configurata in
StorageGRID (ad esempio https://<hostname>:<LBE_port>)
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o Nome bucket: Nome del bucket di destinazione creato in precedenza. veritas Enterprise Vault non crea
il bucket.

> Area bucket: us-east-1 E il valore predefinito.

MNew Partition X
NetApo StorageGRID (53) cannection settings

Setting 4 Value il

£ Access key 1D SKAZKHHIS0B932...

% Bucket access type Path

0 Bucket narme object-lock-exam...

7 Bucket region us-east-1

£ Log level Mo logging

N Read chunk size (MB) 5 -
Reset Al Test Modify

Descripbon

VERITAS Enter the geograptvcal regon where the bucket is ceated,

T R

6. Per verificare il collegamento al bucket StorageGRID, fare clic su Test. Verificare che il test di connessione
sia stato eseguito correttamente. Fare clic su OK, quindi su Next (Avanti).

Metipp StorageGRID {53} connecton setings

Setting Value
| &% Access key (D SMMMI‘NEE‘}_E,.

Enterprise Vault X

o Metdpp StorageGRID (53) connection test succesded.

7. StorageGRID non supporta il parametro di replica S3. Per proteggere gli oggetti, StorageGRID utilizza le
regole ILM (Information Lifecycle Management) per specificare schemi di protezione dei dati: Copie
multiple o erasure coding. Selezionare I'opzione quando esistono file archiviati nell’archiviazione e fare clic
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su Avanti.

MNew Partition x

Enterprse Vault seores the archived iems n the 53-compliant
storage at the configurad stan intenval.

(C) When ardhived files are replicsied on the storage

(8 When archived fles sxst on the storage

VERITNS

o [ ] [ omn | [

8. Verificare le informazioni nella pagina di riepilogo e fare clic su fine.

New Partition x

You have now entered al the information required to create the new
Vault Store Partition:
Vault Store Partison ~
hama: o stoeagegnd
Deseripion: Partrtion of Vault Store FEAVSPerf
Storage: Metipp StorageGRID (53)
Service host name: hitps: [ fegs060-gd 1.spdemo.neta
Bkt riame: object dock -example
Bucke! regan: us-sast-1
Bucket access type! Path
Storage dase: 53 Standard v

VERITAS = '
Clhick Firesh to oeate the new Partition,

<ok [T ] | ooms | | rep

9. Una volta creata la nuova partizione dell’archivio vault, &€ possibile archiviare, ripristinare e cercare i dati in
Enterprise Vault con StorageGRID come storage primario.
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Mew Partition b 4

The new Vault Store Partition has been successfully oeated and s
ready for use,

VERITAS

¢ Back IE ance

Configurare il blocco degli oggetti StorageGRID S3 per lo storage WORM

Scopri come configurare StorageGRID per lo storage WORM utilizzando blocco oggetti
S3.
Prerequisiti per configurare StorageGRID per lo storage WORM

Per lo storage WORM, StorageGRID utilizza il blocco degli oggetti S3 per mantenere gli oggetti per la
conformita. Cio richiede StorageGRID 11,6 o superiore, in cui € stata introdotta la conservazione predefinita
del bucket blocco oggetti S3. Enterprise Vault richiede anche la versione 14.2.2 o superiore.

Configurare la conservazione predefinita del bucket di blocco oggetti StorageGRID S3

Per configurare la conservazione predefinita del bucket di blocco degli oggetti StorageGRID S3, attenersi alla
seguente procedura:

Fasi
1. In Gestione tenant StorageGRID, creare un bucket e fare clic su continua
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Create buc
o Enter details

Enter bucket details

Enter the bucket's name and select the bucket's region

Bucket mame ﬁ

uh|acl-|a|:h-e-an1pl|:4

Reglon &

L -ast-1

2. Selezionare I'opzione attiva blocco oggetti S3 e fare clic su Crea bucket.
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Create bucket

= o -
t’__J Ente tetails o Manage object settings
M 1

Manage object settings

Ohject versioning

Enable object wersioning If you want to Store every Yersion of each object in This bcket. You can then retnese previous versons of an

object as nesdad,

n Oibgect versloning has been enabled automatically because this bucket haz 53 Object Lock enabled

53 Object Lock

53 Object Lock allows you to specify rétention and legal hold settings for the objects ingestéd into a bucket, if you want to use 53 Object

Laeh, Yol must enable this setting when yau creats the bucket. Yau cannat add or disable 53 Object Lock after & buckst ks cieated

1T 53 Object Lock Is enabled, object versioning it enabled for the bucket automatically and cannot be suspended.

Enable 3 Object Lock

3. Una volta creata la benna, selezionarla per visualizzare le opzioni della benna. Espandere I'opzione a
discesa blocco oggetti S3.
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Budeet options Bucket access Platfonm services
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Il bucket & ora pronto per essere utilizzato da Enterprise Vault per memorizzare dati WORM.

Configurare Enterprise Vault

Per configurare Enterprise Vault, completare i seguenti passaggi:

Fasi

1. Ripetere i passaggi 1-3 della "Configurazione di base" sezione, ma questa volta selezionare 'opzione
Memorizza dati in modalita WORM utilizzando blocco oggetti S3. Fare clic su Avanti.

Mew Partition x

How do you want Enterprise Vault to store data in the NetApp
StorageGRID (53) budket?
[/]Btore data in WORM mode using 53 Obect Lodk|
Cick Help for more information
VERITAS
< gack Cancel Help

2. Quando si immettono le impostazioni di connessione del bucket S3, assicurarsi di immettere il nome di un
bucket S3 in cui & attivata la conservazione predefinita del blocco degli oggetti S3.

3. Verificare la connessione per verificare le impostazioni.

Configurare il failover del sito StorageGRID per il disaster recovery

Scoprite come configurare il failover del sito StorageGRID in uno scenario di disaster
recovery.

E una prassi comune che I'implementazione di un’architettura StorageGRID sia multisito. | siti possono essere
Active-Active o Active-passive per il disaster recovery. In uno scenario di disaster recovery, assicurati che
veritas Enterprise Vault mantenga la connessione al proprio storage primario (StorageGRID) e continui ad
acquisire e recuperare i dati durante un guasto del sito. In questa sezione vengono fornite istruzioni di
configurazione di alto livello per una distribuzione attiva-passiva a due siti. Per informazioni dettagliate su
queste linee guida, visitare "Documentazione StorageGRID" la pagina o contattare un esperto StorageGRID.

Prerequisiti per configurare StorageGRID con veritas Enterprise Vault

Prima di configurare il failover del sito StorageGRID, verificare i seguenti prerequisiti:
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https://docs.netapp.com/it-it/storagegrid-enable/technical-reports/configure-storagegrid-s3-object-lock.html#configure-storagegrid-s3-object-lock-default-bucket-retention
https://docs.netapp.com/us-en/storagegrid-118/

« E prevista una distribuzione di StorageGRID in due siti, ad esempio site1 e site2.

« E stato creato un nodo admin che esegue il servizio di bilanciamento del carico o un nodo gateway, in
ciascun sito, per il bilanciamento del carico.

« E stato creato un endpoint di bilanciamento del carico StorageGRID.
Configurare il failover del sito StorageGRID

Per configurare il failover del sito StorageGRID, attenersi alla seguente procedura:

Fasi

1. Per garantire la connettivita a StorageGRID in caso di guasti nel sito, configurare un gruppo ad alta
disponibilita (ha). Dall’interfaccia GMI (StorageGRID Grid Manager Interface), fare clic su Configurazione,
gruppi ad alta disponibilita e + Crea.

[vertias/veritas-create-un-gruppo-ad-alta disponibilita]
2. Inserire le informazioni richieste. Fare clic su Select Interfaces (Seleziona interfacce) e includere le

interfacce di rete di site1 e site2 in cui site1 (il sito primario) & il master preferito. Assegnare un indirizzo IP
virtuale all’interno della stessa subnet. Fare clic su Salva.

Edit High Avallability Group 'site1-HA'
High Availability Group
H ATt B T-HA,
Drazcrplion £il8 1-HA
Interfaces
Salec] nierfades [0 MOiEe n Mhe HA group, AN MTErEces must be o e Same network Subnet

Selell mbertaogs

Mode Name Interface IPv4 Subnet Praferred Mastar
SITE 1-ADM1 eth2 05 D24 .
SITEZ-ADM1 wth? 65 024

Dinplaying 2 imerfaces

Virtual IP Addreases

Vimual P Sutnal 10 103 205 024 AN vrual 1P addraseas miueel ba within Tes sutnet Thors must b o
et 1 @nd no mahe Ban 10 vifual [P addestes

Virtzal IP Addrets 1 -.'(":* 43 +

3. Questo indirizzo IP virtuale (VIP) deve essere associato al nome host S3 utilizzato durante la
configurazione della partizione di veritas Enterprise Vault. L'indirizzo VIP risolve il traffico a site1 e, durante
un errore site1, l'indirizzo VIP reindirizza il traffico a site2 in modo trasparente.

4. Verifica che i dati siano replicati su site1 e site2. In questo modo, se site1 fallisce, i dati dell’oggetto sono
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ancora disponibili da site2. Questa operazione viene eseguita configurando per la prima volta i pool di
storage.

Da StorageGRID GMI, fare clic su ILM, Storage Pools, quindi su + Crea. Seguire la procedura guidata per
creare due pool di storage: Uno per site1 e uno per site2.

| pool di storage sono raggruppamenti logici di nodi utilizzati per definire il posizionamento degli oggetti

Storage Pool Detaiks - sited

Bicaden nchicked 5 i

Mumber of Hodea, 4
Storage Grade; Al Siorage Rindes

Mods FHamrms
STE143
HTE1-34
SITE1:52
SITE-51

Storaga Pool Detalls - site

iy Incdisd ol | I

Numiser of Nodes: 4
Sterage Orade: AR Slrage Modkes

Mads Nama - Simn Marw sl (%) O i
siTEzE EITE2 L
SITEILY ETED DdiTs
SITE?G3 SITED D434
SITE2-54 SITEZ BN
=

5. Da StorageGRID GMI, fare clic su ILM, regole, quindi su + Crea. Seguire la procedura guidata per creare
una regola ILM specificando una copia da archiviare per sito con un comportamento di acquisizione
bilanciato.

Iaemcipinn g g ni
g Dby el
T bmrn gt e

| B |y

Uz o cimeh -

6. Aggiungere la regola ILM in un criterio ILM e attivare il criterio.
Questa configurazione produce i seguenti risultati:

* Un IP endpoint virtuale S3 in cui site1 € I'endpoint primario e site2 € 'endpoint secondario. Se site1
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fallisce, il VIP passa a site2.

* Quando i dati archiviati vengono inviati da veritas Enterprise Vault, StorageGRID garantisce che una copia
venga archiviata in site1 e un’altra copia di DR in site2. Se site1 si guasta, Enterprise Vault continua ad
acquisire e recuperare da site2 TB.

Entrambe queste configurazioni sono trasparenti per veritas Enterprise Vault. L'endpoint S3, il
nome del bucket, le chiavi di accesso e cosi via sono gli stessi. Non & necessario riconfigurare
le impostazioni di connessione S3 nella partizione veritas Enterprise Vault.
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Procedura per accedere al software di
valutazione StorageGRID

Queste istruzioni sono destinate alla vendita di NetApp, ai partner e ai prospect impegnati
in NetApp.

Registrati per un account

1. Registrati per ottenere un account su "Sito di supporto NetApp" utilizzando il tuo indirizzo e-mail aziendale.
a. Assicurati di non aver effettuato 'accesso con I'account appena creato.

b. Se si dispone gia di un account, assicurarsi di non aver effettuato I'accesso e procedere con il
passaggio successivo.

2. Creare un caso di supporto non tecnico per elevare i livelli di accesso al "potenziale cliente". A tale scopo,
fare clic sul ""Segnala un problema"collegamento " nel pié di pagina del sito Web.

3. Selezionare "problema di registrazione" come categoria di feedback.

4. Nella sezione dei commenti, scrivi: "ll mio indirizzo e-mail del cliente & il vostro-indirizzo-e-mail. Vorrei
ottenere I'accesso al potenziale cliente per scaricare il software di valutazione StorageGRID."

a. Citare il nome della persona interna di NetApp che ha suggerito la richiesta di accesso al prospect.

Scarica StorageGRID

1. Dopo aver esaminato e approvato il tuo caso di supporto, il supporto NetApp ti informera via e-mail che al
tuo account € stato concesso I'accesso ai prospect.

2. Scaricare "Software di valutazione StorageGRID".

@ Il file di licenza di valutazione si trova all'interno del file zip. Si tratta di StorageGRID-webscale-
<version>\vsphere\NLF000000.txt una volta decompresso.

Il download del software € un processo che prevede misure di conformita commerciale per

rispettare i requisiti legali. Per garantire la conformita, gli utenti devono creare un account e
aprire un caso di supporto prima di poter accedere. Questo processo ci aiuta a mantenere il
controllo e la documentazione corretti, fornendo ai potenziali clienti il software pronto per la

produzione di cui hanno bisogno.

@ Forniamo la versione "pronta per la produzione" di StorageGRID, che non & una versione open-
source o alternativa. E importante notare che il supporto non viene fornito a meno che il
potenziale cliente non effettui 'aggiornamento a una licenza di produzione.

Contattare StorageGRID.Feedback@netapp.com per eventuali problemi con i passaggi
precedenti.
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B

log di NetApp StorageGRID

Puoi trovare alcuni fantastici blog su NetApp StorageGRID qui:
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Febbraio 16 2024: "Presentazione di StorageGRID 11,8: Sicurezza, semplicita ed esperienza utente
migliorate"

Febbraio 16 2024: "Presentazione di StorageGRID 11,8"
Febbraio 2 2024: "Presentazione della descrizione della soluzione StorageGRID + LakeFS"

12 2023 dicembre: "Analisi dei big data su StorageGRID: Dremio esegue 23 volte piu velocemente di
Apache Hive"

7 2023 novembre: "Ghiacciaio on-premise di Spectra Logic con StorageGRID"

17 2023 ottobre: "Transizione da Hadoop: Modernizzazione dell’analisi dei dati con Dremio e
StorageGRID"

1 2023 settembre: "Utilizzo di Cloud Insights per monitorare e raccogliere i registri utilizzando Fluent bit"
30 2023 agosto: "Il punto di montaggio per Amazon S3 file System & ora GA"

16 2023 maggio: "Introduzione di StorageGRID 11,7 e della nuova appliance di storage a oggetti all-flash
SGF6112"

16 2023 maggio: "Novita della famiglia di storage a oggetti StorageGRID"
Marzo 30 2023: "Punto di montaggio per Amazon S3 Alpha release con StorageGRID"
Marzo 30 2023: "USA BlueXP per proteggere Epic EHR con una policy di backup conforme a 3:2:1"

Marzo 14 2023: "Come eseguire il backup dei database EHR di Epic Systems con un comando in
un’architettura compatibile con 3:2:1"

Febbraio 14 2023: "Cosa hanno in comune cioccolato, sci, orologi e mainframe?"

Gennaio 18 2023: "Blocco degli oggetti StorageGRID S3 validato per veritas NetBackup"
Gennaio 16 2023: "StorageGRID rinnova la certificazione di conformita NF203 e ISO/IEC 25051"
6 2022 dicembre: "StorageGRID ottiene la certificazione di conformita KPMG"

23 2022 novembre: "Ai spiegabile con MLOPS basati su NetApp € Modzy"

7 2022 novembre: "Supporto di StorageGRID e ONTAP S3: Differenze, analogie e integrazione”
5 2022 ottobre: "NetApp Cloud Insights aggiunge dashboard della galleria StorageGRID"

5 2022 ottobre: "Defrost dei dati su StorageGRID per Snowflake"

26 2022 settembre: "NetApp StorageGRID per service provider"

19 2022 settembre: "Supporto di protezione DatalLock e ransomware per StorageGRID"

1 2022 settembre: "Prendi queste metriche e Graph it"

23 2022 agosto: "Costruisci il tuo data Lake su StorageGRID"

17 2022 agosto: "Tutto inizia con il blocco degli oggetti... Creazione di un ecosistema di storage S3 per le
applicazioni di backup critiche"

16 2022 agosto: "Integrazione di StorageGRID con lo stack ELK open-source per migliorare I'esperienza
del cliente"

5 2022 agosto: "NetApp StorageGRID ottiene la certificazione Common Criteria Security"

26 2022 luglio: "Consulta I'elenco in continua crescita di soluzioni validate dei partner per StorageGRID"


https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://www.netapp.com/blog/storagegrid-11-8-enhanced-security-and-simplicity/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-8/ba-p/450762
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Announcing-the-StorageGRID-lakeFS-Solution-Brief/ba-p/451465
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Big-data-analytics-on-StorageGRID-Dremio-performs-23-times-faster-than-Apache/ba-p/449695
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Spectra-Logic-On-Prem-Glacier-with-StorageGRID/ba-p/448686
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Moving-on-from-Hadoop-Modernizing-Data-Analytics-with-Dremio-and-StorageGRID/ba-p/448335
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Leveraging-Cloud-Insights-to-Monitor-and-Collect-Logs-Using-Fluent-Bit/ba-p/447301
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-File-System-is-Now-GA/ba-p/447314
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Introducing-StorageGRID-11-7-and-the-new-all-flash-object-storage-appliance/ba-p/444095
https://www.netapp.com/blog/storagegrid-object-storage-platform/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Mountpoint-for-Amazon-S3-alpha-release-with-StorageGRID/ba-p/442993
https://www.netapp.com/blog/3-2-1-backup-bluexp-ontap-storagegrid-rest-apis/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://community.netapp.com/t5/Tech-ONTAP-Blogs/How-to-back-up-Epic-Systems-EHR-databases-with-one-command-in-a-3-2-1-compliant/ba-p/442426#M171
https://www.netapp.com/blog/bedag-storagegrid-story/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-S3-Object-Lock-validated-for-veritas-NetBackup/ba-p/440916
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-renews-NF203-and-ISO-IEC-25051-compliance-certification/ba-p/440942
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-achieves-KPMG-compliance-certification/ba-p/440343
https://www.netapp.com/blog/explainable-AI-netapp-modzy/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-and-ONTAP-S3-support-Differences-similarities-and-integration/ba-p/439706
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-Cloud-Insights-adds-StorageGRID-gallery-dashboards/ba-p/438882#M130
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Defrost-your-data-on-StorageGRID-for-Snowflake/ba-p/438883#M131
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-for-service-providers/ba-p/438658
https://community.netapp.com/t5/Tech-ONTAP-Blogs/DataLock-and-Ransomware-Protection-Support-for-StorageGRID/ba-p/438222
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Take-these-Metrics-and-Graph-it/ba-p/437919
https://www.netapp.com/blog/build-your-data-lake-storagegrid/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/It-all-starts-with-Object-Locking-Building-a-S3-storage-ecosystem-for-critical/ba-p/437464
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Integrating-StorageGRID-with-the-open-source-ELK-stack-to-enhance-customer/ba-p/437420
https://community.netapp.com/t5/Tech-ONTAP-Blogs/NetApp-StorageGRID-earns-Common-Criteria-security-certification/ba-p/437143
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Check-out-the-growing-list-of-validated-partner-solutions-for-StorageGRID/ba-p/436908

* 92022 giugno: "USA il connettore S3A di Cloudera Hadoop con StorageGRID"
* 26 2022 maggio: "StorageGRID: Memorizzazione e gestione dei dati di replica e backup on-premise"
* 24 2022 maggio: "Modernizza i carichi di lavoro di analisi con NetApp e Alluxio"

+ 10 2022 maggio: "Il laboratorio on-demand ¢ il tuo miglior tool di vendita per StorageGRID"
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https://community.netapp.com/t5/Tech-ONTAP-Blogs/Use-Cloudera-Hadoop-S3A-connector-with-StorageGRID/ba-p/435801
https://community.netapp.com/t5/Tech-ONTAP-Blogs/StorageGRID-storing-and-managing-the-on-premises-backup-and-replication-data/ba-p/435322#M94
https://www.netapp.com/blog/modernize-analytics-workloads-netapp-alluxio/
https://community.netapp.com/t5/Tech-ONTAP-Blogs/Lab-on-Demand-is-one-of-your-best-sales-tools-for-StorageGRID/ba-p/434876

Documentazione di NetApp StorageGRID

La documentazione completa per ciascuna release di NetApp StorageGRID é disponibile
qui:

* "Appliance StorageGRID"
» "Software StorageGRID 11.5 - 12.0"
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https://docs.netapp.com/us-en/storagegrid-appliances/index.html
https://docs.netapp.com/us-en/storagegrid/index.html

Note legali

Le note legali forniscono I'accesso a dichiarazioni di copyright, marchi, brevetti e altro
ancora.

Copyright

"https://www.netapp.com/company/legal/copyright/"

Marchi

NETAPP, il logo NETAPP e i marchi elencati nella pagina dei marchi NetApp sono marchi di NetApp, Inc. Altri
nomi di societa e prodotti potrebbero essere marchi dei rispettivi proprietari.

"https://www.netapp.com/company/legal/trademarks/"

Brevetti
Un elenco aggiornato dei brevetti di proprieta di NetApp € disponibile all’indirizzo:

https://www.netapp.com/pdf.html?item=/media/11887-patentspage.pdf

Direttiva sulla privacy

"https://www.netapp.com/company/legal/privacy-policy/"

Open source
| file di avviso forniscono informazioni sul copyright e sulle licenze di terze parti utilizzate nel software NetApp.
https://library.netapp.com/ecm/ecm_download_file/2879263

https://library.netapp.com/ecm/ecm_download_file/2881511
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https://www.netapp.com/company/legal/privacy-policy/
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Informazioni sul copyright

Copyright © 2025 NetApp, Inc. Tutti i diritti riservati. Stampato negli Stati Uniti d’America. Nessuna porzione di
questo documento soggetta a copyright pud essere riprodotta in qualsiasi formato o mezzo (grafico, elettronico
0 meccanico, inclusi fotocopie, registrazione, nastri o storage in un sistema elettronico) senza previo consenso
scritto da parte del detentore del copyright.

Il software derivato dal materiale sottoposto a copyright di NetApp € soggetto alla seguente licenza e
dichiarazione di non responsabilita:

IL PRESENTE SOFTWARE VIENE FORNITO DA NETAPP "COSI COM’E" E SENZA QUALSIVOGLIA TIPO
DI GARANZIA IMPLICITA O ESPRESSA FRA CUI, ATITOLO ESEMPLIFICATIVO E NON ESAUSTIVO,
GARANZIE IMPLICITE DI COMMERCIABILITA E IDONEITA PER UNO SCOPO SPECIFICO, CHE
VENGONO DECLINATE DAL PRESENTE DOCUMENTO. NETAPP NON VERRA CONSIDERATA
RESPONSABILE IN ALCUN CASO PER QUALSIVOGLIA DANNO DIRETTO, INDIRETTO, ACCIDENTALE,
SPECIALE, ESEMPLARE E CONSEQUENZIALE (COMPRESI, ATITOLO ESEMPLIFICATIVO E NON
ESAUSTIVO, PROCUREMENT O SOSTITUZIONE DI MERCI O SERVIZI, IMPOSSIBILITA DI UTILIZZO O
PERDITA DI DATI O PROFITTI OPPURE INTERRUZIONE DELL'ATTIVITA AZIENDALE) CAUSATO IN
QUALSIVOGLIA MODO O IN RELAZIONE A QUALUNQUE TEORIA DI RESPONSABILITA, SIAESSA
CONTRATTUALE, RIGOROSA O DOVUTA A INSOLVENZA (COMPRESA LA NEGLIGENZA O ALTRO)
INSORTA IN QUALSIASI MODO ATTRAVERSO L'UTILIZZO DEL PRESENTE SOFTWARE ANCHE IN
PRESENZA DI UN PREAVVISO CIRCA LEVENTUALITA DI QUESTO TIPO DI DANNI.

NetApp si riserva il diritto di modificare in qualsiasi momento qualunque prodotto descritto nel presente
documento senza fornire alcun preavviso. NetApp non si assume alcuna responsabilita circa I'utilizzo dei
prodotti o materiali descritti nel presente documento, con I'eccezione di quanto concordato espressamente e
per iscritto da NetApp. L'utilizzo o I'acquisto del presente prodotto non comporta il rilascio di una licenza
nell’ambito di un qualche diritto di brevetto, marchio commerciale o altro diritto di proprieta intellettuale di
NetApp.

Il prodotto descritto in questa guida puo essere protetto da uno o piu brevetti degli Stati Uniti, esteri o in attesa
di approvazione.

LEGENDA PER I DIRITTI SOTTOPOSTI A LIMITAZIONE: I'utilizzo, la duplicazione o la divulgazione da parte
degli enti governativi sono soggetti alle limitazioni indicate nel sottoparagrafo (b)(3) della clausola Rights in
Technical Data and Computer Software del DFARS 252.227-7013 (FEB 2014) e FAR 52.227-19 (DIC 2007).

| dati contenuti nel presente documento riguardano un articolo commerciale (secondo la definizione data in
FAR 2.101) e sono di proprieta di NetApp, Inc. Tutti i dati tecnici e il software NetApp forniti secondo i termini
del presente Contratto sono articoli aventi natura commerciale, sviluppati con finanziamenti esclusivamente
privati. Il governo statunitense ha una licenza irrevocabile limitata, non esclusiva, non trasferibile, non cedibile,
mondiale, per l'utilizzo dei Dati esclusivamente in connessione con e a supporto di un contratto governativo
statunitense in base al quale i Dati sono distribuiti. Con la sola esclusione di quanto indicato nel presente
documento, i Dati non possono essere utilizzati, divulgati, riprodotti, modificati, visualizzati o mostrati senza la
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