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Guide alle funzionalita del prodotto

Raggiungimento di un RPO pari a zero con StorageGRID:
Una guida completa alla replica multisito

Questo rapporto tecnico fornisce una guida completa all'implementazione di strategie di
replica StorageGRID per raggiungere un Recovery Point Objective (RPO) pari a zero in
caso di guasto del sito. Il documento descrive in dettaglio varie opzioni di distribuzione
per StorageGRID, tra cui la replica sincrona multi-sito e la replica asincrona multi-griglia.
Spiega come configurare le policy StorageGRID Information Lifecycle Management (ILM)
per garantire la durabilita e la disponibilita dei dati in piu sedi. Inoltre, il rapporto affronta
considerazioni sulle prestazioni, scenari di errore e processi di ripristino per garantire la
continuita delle operazioni dei clienti. L’obiettivo di questo documento & fornire
informazioni per garantire che i dati rimangano accessibili e coerenti, anche in caso di un
guasto completo del sito, sfruttando tecniche di replica sia sincrona che asincrona.

Panoramica di StorageGRID

NetApp StorageGRID & un sistema storage basato su oggetti che supporta I’API Amazon Simple Storage
Service (Amazon S3) standard di settore.

StorageGRID offre un namespace singolo in siti multipli con livelli di servizio variabili determinati da policy di
Information Lifecycle Management (ILM). Grazie a queste policy sul ciclo di vita puoi ottimizzare la
collocazione dei tuoi dati durante tutto il loro ciclo di vita.

StorageGRID garantisce durata e disponibilita configurabili dei tuoi dati in soluzioni locali e geodistribuito. Che i
tuoi dati siano in locale o in un cloud pubblico, i flussi di lavoro cloud ibridi integrati consentono alla tua azienda
di sfruttare servizi cloud come Amazon Simple Notification Service (Amazon SNS), Google Cloud, Microsoft
Azure Blob, Amazon S3 Glacier, Elasticsearch e molti altri.

Scala StorageGRID

Una distribuzione StorageGRID minima € composta da un nodo di amministrazione e 3 nodi di archiviazione in
un unico sito. Una singola griglia puo crescere fino a 220 nodi. StorageGRID pu0 essere distribuito come un
singolo sito o esteso a 16 siti.

Il nodo Admin contiene l'interfaccia di gestione, un punto centrale per le metriche e la registrazione e gestisce
la configurazione dei componenti StorageGRID . Il nodo Admin contiene anche un bilanciatore del carico
integrato per I'accesso all’API S3.

StorageGRID pu0 essere distribuito solo come software, come appliance per macchine virtuali VMware o
come appliance appositamente progettate.

Un nodo di archiviazione pud essere distribuito come:

* Un nodo solo metadati che massimizza il conteggio degli oggetti
* Un nodo di archiviazione di soli oggetti che massimizza lo spazio degli oggetti

* Un nodo combinato di metadati e archiviazione di oggetti che aggiunge sia il conteggio degli oggetti che lo
spazio degli oggetti



Ogni nodo di archiviazione pu0 raggiungere una capacita di archiviazione di oggetti di diversi petabyte,
consentendo un singolo namespace di centinaia di petabyte. StorageGRID fornisce anche un bilanciatore del
carico integrato per le operazioni APl S3 denominato nodo gateway.
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StorageGRID é costituito da una raccolta di nodi posizionati in una topologia di sito. Un sito in StorageGRID
puod essere una posizione fisica unica oppure risiedere in una posizione fisica condivisa come altri siti nella
griglia come costrutto logico. Un sito StorageGRID non dovrebbe estendersi su piu sedi fisiche. Un sito
rappresenta un’infrastruttura di rete locale (LAN) condivisa e un dominio di errore.

StorageGRID e domini di errore

StorageGRID contiene diversi livelli di domini di errore da prendere in considerazione per decidere come
progettare la soluzione, come archiviare i dati e dove archiviare i dati per mitigare i rischi di guasti.

Livello griglia - Una griglia costituita da piu siti pud presentare guasti o isolamento del sito e i siti accessibili
possono continuare a funzionare come rete.

Livello sito - i guasti all'interno di un sito possono influire sulle operazioni del sito, ma non sul resto della
griglia.

* Livello nodo - il guasto di Un nodo non influisce sul funzionamento del sito.

Livello disco - un guasto del disco non influisce sul funzionamento del nodo.

Dati e metadati di oggetti

Con lo storage a oggetti, 'unita di storage € un oggetto, piuttosto che un file o un blocco. A differenza della
gerarchia ad albero di un file system o di uno storage a blocchi, lo storage a oggetti organizza i dati in un

layout piatto e non strutturato. Lo storage a oggetti separa la posizione fisica dei dati dal metodo utilizzato per
memorizzare e recuperare tali dati.

Ogni oggetto in un sistema di storage basato su oggetti ha due parti: Dati oggetto e metadati oggetto.



« | dati oggetto rappresentano i dati sottostanti effettivi, ad esempio una fotografia, un filmato o una cartella
clinica.

| metadati degli oggetti sono informazioni che descrivono un oggetto.

StorageGRID utilizza i metadati degli oggetti per tenere traccia delle posizioni di tutti gli oggetti nella griglia e
gestire il ciclo di vita di ciascun oggetto nel tempo.

I metadati dell’oggetto includono informazioni come:

» Metadati di sistema, tra cui un ID univoco per ciascun oggetto, il nome dell’'oggetto, il nome del bucket S3,
il nome o I'ID dell’account tenant, la dimensione logica dell'oggetto, la data e I'ora in cui 'oggetto &€ stato
creato per la prima volta e la data e I'ora dell’'ultima modifica dell’oggetto.

 Posizione di archiviazione corrente della copia replicata o del frammento con codice di cancellazione di
ciascun oggetto.

* Qualsiasi coppia di valori chiave metadati utente personalizzata associata all’oggetto.
 Per gli oggetti S3, qualsiasi coppia chiave-valore tag oggetto associata all’'oggetto

» Per oggetti segmentati e oggetti multiparte, identificatori di segmento e dimensioni dei dati.

| metadati degli oggetti sono personalizzabili ed espandibili, il che lo rende flessibile per I'utilizzo da parte delle
applicazioni. Per informazioni dettagliate su come e dove StorageGRID archivia i metadati degli oggetti,
visitare il sito "Gestire lo storage dei metadati degli oggetti".

Il sistema Information Lifecycle management (ILM) di StorageGRID viene utilizzato per orchestrare il
posizionamento, la durata e il comportamento di acquisizione per tutti i dati degli oggetti nel sistema
StorageGRID. Le regole ILM determinano il modo in cui StorageGRID archivia gli oggetti nel tempo utilizzando
repliche degli oggetti o erasure coding dell’'oggetto nei nodi e nei siti. Questo sistema ILM & responsabile della
coerenza dei dati degli oggetti all'interno di una griglia.

Erasure coding

StorageGRID offre la possibilita di cancellare i dati del codice a livello di nodo e a livello di unita. Con gli
apparecchi StorageGRID cancelliamo tramite codice i dati memorizzati su ciascun nodo su tutte le unita
presenti nel nodo, garantendo protezione locale contro guasti di piu dischi che causano perdite o interruzioni di
dati. Le ricostruzioni in seguito a guasti delle unita sono locali al nodo e non richiedono la replica dei dati sulla
rete.

Inoltre, gli apparecchi StorageGRID utilizzano schemi di codifica di cancellazione per archiviare i dati degli
oggetti nei nodi all’interno di un sito o distribuiti su 3 o piu siti nel sistema StorageGRID tramite le regole ILM di
StorageGRID che proteggono dai guasti dei nodi.

La codifica di cancellazione fornisce un layout di archiviazione resiliente ai guasti dei nodi e dei siti con un
overhead inferiore rispetto alla replica. Tutti gli schemi di codifica di cancellazione StorageGRID possono
essere implementati in un singolo sito, a condizione che venga raggiunto il numero minimo di nodi necessari
per archiviare i blocchi di dati. Cio significa che per uno schema EC 4+2 devono essere disponibili almeno 6
nodi per ricevere i dati.


https://docs.netapp.com/us-en/storagegrid/admin/managing-object-metadata-storage.html

Erasure-coding Minimum number Recommended Total Site loss Storage overhead
scheme (k+m) of deployed sites number of recommended protection?
Storage Nodes at number of

each site Storage Nodes
442 3 3 9 Yes 50%
6+2 b 3 12 Yes 33%
8+2 5 3 15 Yes 25%
6+3 3 4 12 Yes 50%
9+3 4 4 16 Yes 33%
2+1 3 2 g Yes 50%
441 5 3 15 Yes 25%
6+1 7 3 21 Yes 17%
745 3 5 15 Yes T1%

Coerenza dei metadati

In StorageGRID, i metadati vengono generalmente archiviati con tre repliche per sito, per garantire coerenza e
disponibilita. Questa ridondanza contribuisce a mantenere l'integrita e I'accessibilita dei dati anche in caso di
errore.

La coerenza predefinita & definita a livello di griglia. Gli utenti possono modificare la coerenza a livello del
bucket in qualsiasi momento.

Le opzioni di coerenza delle benne disponibili in StorageGRID sono:
* Tutti: Offre il massimo livello di coerenza. Tutti i nodi nella griglia ricevono i dati immediatamente, altrimenti
la richiesta non riesce.
* Forte-globale:
> Legacy Strong Global: garantisce la coerenza di lettura e scrittura per tutte le richieste dei clienti su
tutti i siti.
= Questo € il comportamento predefinito per tutti i sistemi aggiornati dalla versione 11.9 o precedente
alla versione 12.0 senza passare manualmente al nuovo Quorum Strong Global.

> Quorum Strong-global: garantisce la coerenza di lettura e scrittura per tutte le richieste dei client su
tutti i siti. Offre coerenza per piu nodi o persino in caso di errore del sito se € possibile raggiungere il
quorum di replica dei metadati.

= Questo € il comportamento predefinito per tutti i sistemi appena installati alla versione 12.0 o
successiva.

= La coerenza del QUORUM é definita come un quorum di repliche di metadati del nodo di
archiviazione, in cui ogni sito ha 3 repliche di metadati. Puo essere calcolato come segue:
1+((N*3)/2) dove N & il numero totale di siti

= Ad esempio, € necessario effettuare almeno 5 repliche da una griglia a 3 siti, con un massimo di 3



repliche all'interno di un sito.

« Strong-Site: Garantisce la coerenza di lettura dopo scrittura per tutte le richieste dei client all’interno di un
sito.

» Read-after-new-write(default): Fornisce coerenza lettura-dopo-scrittura per nuovi oggetti ed eventuale
coerenza per gli aggiornamenti degli oggetti. Offre alta disponibilita e garanzie di protezione dei dati.
Consigliato per la maggior parte dei casi.

« Available: Fornisce una coerenza finale sia per i nuovi oggetti che per gli aggiornamenti degli oggetti. Per i
bucket S3, utilizzare solo se necessario (ad esempio, per un bucket che contiene valori di log che vengono
raramente letti o per operazioni HEAD o GET su chiavi che non esistono). Non supportato per i bucket S3
FabricPool.

Coerenza dei dati degli oggetti

Mentre i metadati vengono replicati automaticamente all’interno e tra i siti, spetta a te prendere decisioni sul
posizionamento dello storage dei dati a oggetti. | dati degli oggetti possono essere memorizzati in repliche
allinterno e tra i siti, con erasure coding all'interno o tra i siti, 0 in una combinazione o repliche e schemi di
storage con erasure coding. Le regole ILM possono essere applicate a tutti gli oggetti o filtrate per applicarsi
solo a determinati oggetti, bucket o tenant. Le regole ILM definiscono il modo in cui gli oggetti vengono
memorizzati, le repliche e/o il erasure coding, la durata della memorizzazione degli oggetti in tali posizioni, se il
numero di repliche o lo schema di erasure coding deve cambiare o se le posizioni devono cambiare nel tempo.

Ogni regola ILM verra configurata con uno dei tre comportamenti di acquisizione per la protezione degli
oggetti: Dual commit, balanced o Strict.

L'opzione di doppio commit eseguira immediatamente due copie su due nodi di archiviazione diversi nella
griglia e restituira al client la richiesta di esito positivo. La selezione del nodo verra tentata all'interno del sito
della richiesta, ma in alcune circostanze potrebbe utilizzare nodi di un altro sito. L’'oggetto viene aggiunto alla
coda ILM per essere valutato e posizionato in base alle regole ILM.

L'opzione bilanciata valuta immediatamente 'oggetto in base alla policy ILM e lo posiziona in modo sincrono
prima di restituire la richiesta di esito positivo al client. Se la regola ILM non puo essere rispettata
immediatamente a causa di un’interruzione o di uno spazio di archiviazione inadeguato per soddisfare i
requisiti di posizionamento, verra utilizzato il doppio commit. Una volta risolto il problema, ILM posizionera
automaticamente I'oggetto in base alla regola definita.

L'opzione strict valuta immediatamente I'oggetto in base alla policy ILM e lo posiziona in modo sincrono prima
di restituire la richiesta di esito positivo al client. Se la regola ILM non puo essere soddisfatta immediatamente
a causa di un’interruzione o di uno spazio di archiviazione inadeguato per soddisfare i requisiti di
posizionamento, la richiesta non andra a buon fine e il client dovra riprovare.

Bilanciamento del carico

StorageGRID pu0 essere implementato con accesso client tramite i nodi gateway integrati, un bilanciatore di
carico esterno di 3¢ parti, round robin DNS o direttamente in un nodo storage. E possibile implementare diversi
nodi di gateway in un sito e configurarli in gruppi a disponibilita elevata per offrire failover e failback automatici
in caso di black-out di un nodo di gateway. E possibile combinare metodi di bilanciamento del carico in una
soluzione per fornire un unico punto di accesso per tutti i siti in una soluzione.

Per impostazione predefinita, i nodi gateway bilanciano il carico tra i nodi di archiviazione nel sito in cui risiede
il nodo gateway. StorageGRID pud essere configurato per consentire ai nodi gateway di bilanciare il carico
utilizzando nodi provenienti da piu siti. Questa configurazione aggiungerebbe la latenza tra quei siti alla latenza
di risposta alle richieste del client. Questa impostazione dovrebbe essere configurata solo se la latenza totale &
accettabile per i client.



E possibile garantire un RTO pari a zero combinando il bilanciamento del carico locale e globale. Per garantire
un accesso client ininterrotto & necessario bilanciare il carico delle richieste client. Una soluzione StorageGRID
pud contenere molti nodi gateway e gruppi ad alta disponibilita in ogni sito. Per garantire un accesso
ininterrotto ai client in qualsiasi sito, anche in caso di guasto del sito, € necessario configurare una soluzione di
bilanciamento del carico esterno in combinazione con i nodi StorageGRID Gateway. Configurare gruppi ad alta
disponibilita del nodo Gateway che gestiscono il carico all'interno di ciascun sito e utilizzare il bilanciatore del
carico esterno per bilanciare il carico tra i gruppi ad alta disponibilita. Il bilanciatore del carico esterno deve
essere configurato per eseguire un controllo dello stato di integrita per garantire che le richieste vengano
inviate solo ai siti operativi. Per ulteriori informazioni sul bilanciamento del carico con StorageGRID ,
consultare "Report tecnico per il bilanciamento del carico di StorageGRID".

Requisiti per Zero RPO con StorageGRID

Per raggiungere I'obiettivo RPO (Recovery Point Objective) zero in un sistema storage a oggetti, &
fondamentale che al momento del guasto:

« Sia i metadati che i contenuti degli oggetti sono sincronizzati e considerati coerenti

* | contenuti degli oggetti rimangono accessibili nonostante il guasto.

Per una distribuzione multi-sito, Quorum Strong Global & il modello di coerenza preferito per garantire che i
metadati siano sincronizzati su tutti i siti, rendendolo essenziale per soddisfare il requisito RPO zero.

Gli oggetti nel sistema di archiviazione vengono archiviati in base alle regole di Information Lifecycle
Management (ILM), che stabiliscono come e dove i dati vengono archiviati durante il loro ciclo di vita. Per la
replica sincrona, € possibile prendere in considerazione I'esecuzione rigorosa o I'esecuzione bilanciata.

* Per un RPO pari a zero € necessaria un’esecuzione rigorosa di queste regole ILM, in quanto assicura che
gli oggetti vengano posizionati nelle posizioni definite senza alcun ritardo o fallback, mantenendo la
disponibilita e la coerenza dei dati.

* Il comportamento di acquisizione ILM di StorageGRID offre un equilibrio tra alta disponibilita e resilienza,
consentendo agli utenti di continuare ad acquisire i dati anche in caso di guasto del sito.

Implementazioni sincrone in siti multipli

Soluzioni multi-sito: StorageGRID consente di replicare oggetti su piu siti all'interno della griglia in modo
sincrono. Impostando regole di Information Lifecycle Management (ILM) con comportamento bilanciato o
rigoroso, gli oggetti vengono posizionati immediatamente nelle posizioni specificate. Anche la configurazione
del livello di coerenza del bucket su Quorum Strong Global garantira la replica sincrona dei metadati.
StorageGRID utilizza un singolo namespace globale, memorizzando le posizioni di posizionamento degli
oggetti come metadati, in modo che ogni nodo sappia dove si trovano tutte le copie o i pezzi codificati per la
cancellazione. Se un oggetto non puo essere recuperato dal sito in cui € stata effettuata la richiesta, verra
recuperato automaticamente da un sito remoto senza bisogno di procedure di failover.

Una volta risolto il problema, non & necessario alcun intervento di failback manuale. Le performance di replica
dipendono dal sito con il throughput di rete piu basso, la latenza piu alta e le performance piu basse. Le
prestazioni di un sito si basano sul numero di nodi, sul numero di core della CPU e sulla velocita, sulla
memoria, sulla quantita di unita e sui tipi di unita.

Soluzioni multi-grid: StorageGRID ¢ in grado di replicare tenant, utenti e bucket tra piu sistemi StorageGRID
utilizzando la replica cross-grid (CGR, Cross-Grid Replication). CGR puo estendere i dati selezionati a piu di
16 siti, aumentare la capacita utilizzabile dell’archivio di oggetti e fornire il disaster recovery. La replica dei
bucket con CGR include oggetti, versioni degli oggetti e metadati e pud essere bidirezionale o unidirezionale.
L'RPO (Recovery Point Objective) dipende dalle prestazioni di ogni sistema StorageGRID e dalle connessioni


https://www.netapp.com/media/17068-tr4626.pdf

di rete tra di essi.
Sommario:

« La replica intra-grid include una replica sincrona e asincrona, configurabile tramite comportamento di
acquisizione ILM e controllo della coerenza dei metadati.

* La replica inter-grid € solo asincrona.

Distribuzione multisito Single Grid

Negli scenari seguenti, le soluzioni StorageGRID sono configurate con un bilanciatore del carico esterno
opzionale che gestisce le richieste ai gruppi ad alta disponibilita del bilanciatore del carico integrato. In questo
modo si otterra un RTO pari a zero, oltre a un RPO pari a zero. ILM & configurato con protezione di ingestione
bilanciata per il posizionamento sincrono. Ogni bucket € configurato con la versione Quorum del modello di
coerenza Strong Global per griglie di 3 o piu siti e con la versione Legacy del modello di coerenza Strong
Global per 2 siti.

Scenario 1:

In una soluzione StorageGRID a due siti, sono presenti almeno due repliche di ogni oggetto e 6 repliche di tutti
i metadati. In caso di ripristino dopo un errore, gli aggiornamenti dall’interruzione verranno sincronizzati
automaticamente con il sito/nodi ripristinati. Con solo 2 siti, € improbabile che si riesca a raggiungere un RPO
pari a zero in scenari di guasto che vanno oltre la perdita completa del sito.



DC1

Site 1 Storage Node

Site 2 Storage Node

DC2

Scenario 2:

In una soluzione StorageGRID di tre o piu siti, sono presenti almeno 3 repliche o 3 blocchi EC di ogni oggetto
e 9 repliche di tutti i metadati. In caso di ripristino dopo un errore, gli aggiornamenti dall’interruzione verranno
sincronizzati automaticamente con il sito/nodi ripristinati. Con tre o piu siti &€ possibile raggiungere un RPO pari
a zero.



Scenari di guasti su piu siti

Guasto

Guasto al disco a nodo singolo

Guasto a un singolo nodo in un sito

Guasto a piu nodi in un solo sito

DC3

Risultato a 2 siti + Legacy
Strong Global

Ogni appliance utilizza gruppi di
dischi multipli e pud sostenere
almeno 1 dischi per gruppo di
guasti senza interruzioni o perdita
di dati.

Nessuna interruzione delle
operazioni o perdita di dati.

Interruzione delle operazioni dei
client dirette a questo sito senza
perdita di dati.

Le operazioni dirette all’altro sito
rimangono senza interruzioni € non
perdono dati.

Site 1 Storage Node

Site 2 Storage Node

Site 3 Storage Node

3 o piu siti risultato + Quorum
Strong Global

Ogni appliance utilizza gruppi di
dischi multipli e pud sostenere
almeno 1 dischi per gruppo di
guasti senza interruzioni o perdita
di dati.

Nessuna interruzione delle

operazioni o perdita di dati.

Le operazioni vengono dirette a
tutti gli altri siti mantenendo
interruzioni e senza perdita di dati.



Guasto

Guasto a nodo singolo in piu siti

Guasto a un singolo sito

Guasti a un singolo sito e a un nodo

singolo

10

Risultato a 2 siti + Legacy
Strong Global

Nessuna interruzione o perdita di
dati se:

* Esiste almeno una copia
replicata nella griglia

* Nella griglia sono presenti
frammenti EC sufficienti

Operazioni interrotte e rischio di
perdita di dati se:

* Non esistono copie replicate

* Presenza di mandrini EC
insufficienti

Alcune operazioni del client
verranno interrotte finché il
problema non verra risolto. Le
operazioni GET e HEAD
continueranno senza interruzioni.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore.

Alcune operazioni del client
verranno interrotte finché il
problema non verra risolto. Le
operazioni HEAD continueranno
senza interruzioni. Le operazioni
GET continueranno senza
interruzioni se esiste una copia

replicata o un numero sufficiente di
blocchi EC. Ridurre la coerenza del

bucket a lettura dopo nuova
scrittura o inferiore per continuare
le operazioni senza interruzioni in
questo stato di errore.

3 o piu siti risultato + Quorum
Strong Global

Nessuna interruzione o perdita di
dati se:

* Esiste almeno una singola
copia replicata nella griglia

* Nella griglia sono presenti
frammenti EC sufficienti

Operazioni interrotte e rischio di
perdita di dati se:

* Non esistono copie replicate

* Non esistono chucks EC
sufficienti per recuperare
I'oggetto

Nessuna interruzione delle
operazioni o perdita di dati.

Nessuna interruzione delle
operazioni o perdita di dati.
Possibile perdita di dati a seconda
del numero di copie replicate. La
codifica Local Erasure puo
impedire la perdita di dati.



Guasto

Singolo sito piu un nodo da ciascun
sito rimanente

Guasto multi-sito

Isolamento della rete di un sito

Risultato a 2 siti + Legacy
Strong Global

Esistono solo due siti. Vedere:
Singolo sito pit un singolo nodo.

Non rimangono siti operativi. | dati
andranno persi se almeno un sito
non potra essere recuperato nella
sua interezza.

le operazioni del client saranno
interrotte finché il problema non
sara risolto. Ridurre la coerenza
del bucket a lettura dopo nuova
scrittura o inferiore per continuare
le operazioni senza interruzioni in
questo stato di errore. Nessuna
perdita di dati

Distribuzione multi-sito multi-grid

3 o piu siti risultato + Quorum
Strong Global

Le operazioni verranno interrotte
se non sara possibile raggiungere il
quorum della replica dei metadati.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore. Possibile
perdita di dati per guasto
permanente a seconda del numero
di copie replicate. La codifica Local
Erasure puo impedire la perdita di
dati.

Le operazioni verranno interrotte
se non sara possibile raggiungere il
quorum della replica dei metadati.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore. Possibile
perdita di dati per guasto
permanente se non rimangono
sufficienti blocchi codificati per la
cancellazione. La codifica di
cancellazione locale o le copie
replicate possono impedire la
perdita di dati.

Le operazioni saranno interrotte
per il sito isolato, ma non si
verifichera alcuna perdita di dati.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore. Nessuna
interruzione delle operazioni nei siti
rimanenti e nessuna perdita di dati.

Per aggiungere un ulteriore livello di ridondanza, questo scenario impieghera due cluster StorageGRID e
utilizzera la replica tra griglie per mantenerli sincronizzati. Per questa soluzione, ogni cluster StorageGRID
avra tre siti. Due siti saranno utilizzati per I'archiviazione degli oggetti e dei metadati, mentre il terzo sito sara
utilizzato esclusivamente per i metadati. Entrambi i sistemi saranno configurati con una regola ILM bilanciata
per archiviare in modo sincrono gli oggetti utilizzando la codifica di cancellazione in ciascuno dei due siti dati. |
bucket saranno configurati con il modello di coerenza globale Quorum Strong. Ogni griglia sara configurata
con replica bidirezionale tra griglie su ogni bucket. Cio garantisce la replicazione asincrona tra le regioni.
Facoltativamente, & possibile implementare un bilanciatore del carico globale per gestire le richieste ai gruppi
ad alta disponibilita del bilanciatore del carico integrato di entrambi i sistemi StorageGRID per ottenere un
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RPO pari a zero.

La soluzione utilizzera quattro posizioni equamente suddivise in due regioni. La regione 1 conterra i 2 siti di
memorizzazione della griglia 1 come griglia primaria della regione e il sito di metadati della griglia 2. La regione
2 conterra i 2 siti di memorizzazione della griglia 2 come griglia primaria della regione e il sito di metadati della
griglia 1. In ogni regione la stessa posizione puo ospitare il sito di archiviazione della griglia primaria della
regione e il sito di sola metadati della griglia delle altre regioni. L'utilizzo dei soli nodi di metadati come il terzo
sito fornira la coerenza richiesta per i metadati, non duplicando lo storage degli oggetti in tale posizione.

/ Region 1 \ / Region 2 \
DC1 DC3

Region 1

Region 2

GRID 1 site

Grid 1, Site 1 Storage Node

Grid 1, Site 2 Storage Node

Grid 1, Site 3 Metadata-only Node

GRID 2 site

IOREHDOOC O

| Grid 2, Site 1 Storage Node

Grid 2, Site 2 Storage Node

:-
=

E Grid 2, Site 3 Metadata-only Node

Questa soluzione con quattro ubicazioni separate offre ridondanza completa di due sistemi StorageGRID
separati che mantengono un RPO di 0 e sfrutteranno sia la replica sincrona multi-sito che la replica asincrona
multi-grid. E possibile guastare qualsiasi sito mantenendo operazioni client senza interruzioni su entrambi i
sistemi StorageGRID.

Questa soluzione prevede quattro copie sottoposte a erasure coding per ciascun oggetto e 18 repliche di tutti i
metadati. Cid consente piu scenari di errore senza impatto sulle operazioni dei client. In caso di errore, gli
aggiornamenti del ripristino dal black-out verranno sincronizzati automaticamente con il sito/i nodi guasti.

Scenari di guasto multisito e multi-grid

Guasto Risultato

Guasto al disco a nodo singolo Ogni appliance utilizza gruppi di dischi multipli e pud
sostenere almeno 1 dischi per gruppo di guasti senza
interruzioni o perdita di dati.

Guasto a un singolo nodo in un sito in un grid Nessuna interruzione delle operazioni o perdita di
dati.

Guasto a un singolo nodo in un sito in ciascun grid Nessuna interruzione delle operazioni o perdita di
dati.
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Guasto

Guasto di piu nodi in un sito in una griglia

Guasto a piu nodi in un sito in ciascun grid

Guasto a un singolo nodo in piu siti in un grid

Guasto a un singolo nodo in piu siti in ciascun grid

Guasto a un singolo sito in una griglia

Guasto a un singolo sito in ciascun grid

Guasti a un singolo sito e a un nodo in un grid

Singolo sito pitu un nodo da ciascun sito rimanente in
un singolo grid

Errore di singola posizione

Errore di singola posizione in ciascuna griglia DC1 e
DC3

Errore di singola posizione in ciascuna griglia DC1 e
DC4 o DC2 e DC3

Errore di singola posizione in ciascuna griglia DC2 e
DC4

Isolamento della rete di un sito

Conclusione

Risultato

Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di
dati.
Nessuna interruzione delle operazioni o perdita di

dati.

Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di
dati.
Nessuna interruzione delle operazioni o perdita di

dati.

Le operazioni verranno interrotte fino a quando il
guasto non verra risolto o la coerenza del bucket non
verra ridotta; ogni grid avra perso 2 siti

Tutti i dati sono ancora presenti in 2 postazioni
Nessuna interruzione delle operazioni o perdita di
dati.

Nessuna interruzione delle operazioni o perdita di

dati.

Le operazioni per il sito isolato verranno interrotte, ma
nessun dato andra perso

Nessuna interruzione delle operazioni nei siti
rimanenti o perdita di dati.

L'obiettivo di zero recovery point objective (RPO) con StorageGRID & un obiettivo critico per garantire la
conservazione e la disponibilita dei dati in caso di guasti del sito. Sfruttando le solide strategie di replica di
StorageGRID, tra cui la replica sincrona multisito e la replica asincrona multi-grid, le organizzazioni possono
mantenere operazioni ininterrotte dei client e garantire la coerenza dei dati in pit posizioni. L'implementazione
delle policy ILM (Information Lifecycle Management) e I'utilizzo di nodi basati solo sui metadati migliorano
ulteriormente la resilienza e le prestazioni del sistema. Con StorageGRID, le aziende possono gestire con
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sicurezza i propri dati, sapendo che rimangono accessibili e coerenti anche in caso di complessi scenari di
guasto. Questo approccio completo alla gestione e alla replica dei dati sottolinea I'importanza di una
pianificazione e di un’esecuzione meticolose per il raggiungimento di un RPO pari a zero e la salvaguardia di
informazioni preziose.

Creazione di un pool di storage cloud per AWS o Google
Cloud

E possibile utilizzare un pool di storage cloud se si desidera spostare gli oggetti
StorageGRID in un bucket S3 esterno. Il bucket esterno pud appartenere ad Amazon S3
(AWS) o Google Cloud.

Di cosa hai bisogno

» StorageGRID 11.6 & stato configurato.

* Hai gia configurato un bucket S3 esterno su AWS o Google Cloud.

Fasi
1. In Grid Manager, selezionare ILM > Storage Pools.

2. Nella sezione Cloud Storage Pools della pagina, selezionare Create.
Viene visualizzata la finestra a comparsa Create Cloud Storage Pool (Crea pool di storage cloud).

3. Inserire un nome visualizzato.

4. Selezionare Amazon S3 dall’elenco a discesa Provider Type (tipo di provider).
Questo tipo di provider funziona per AWS S3 o Google Cloud.
5. Immettere I'URI per il bucket S3 da utilizzare per il Cloud Storage Pool.
Sono consentiti due formati:
https://host:port
http://host:port
6. Immettere il nome del bucket S3.
Il nome specificato deve corrispondere esattamente al nome del bucket S3; in caso contrario, la creazione
del pool di storage cloud non riesce. Non & possibile modificare questo valore dopo il salvataggio del Cloud

Storage Pool.

7. Se si desidera, inserire I'ID della chiave di accesso e la chiave di accesso segreta.
8. Selezionare non verificare certificato dall’elenco a discesa.

9. Fare clic su Save (Salva).

Risultato previsto

Verificare che sia stato creato un Cloud Storage Pool per Amazon S3 o Google Cloud.

Di Jonathan Wong
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Creazione di un pool di storage cloud per lo storage Azure
Blob

E possibile utilizzare un pool di storage cloud se si desidera spostare gli oggetti
StorageGRID in un container Azure esterno.

Di cosa hai bisogno
« StorageGRID 11.6 & stato configurato.

* Hai gia configurato un container Azure esterno.

Fasi
1. In Grid Manager, selezionare ILM > Storage Pools.

2. Nella sezione Cloud Storage Pools della pagina, selezionare Create.
Viene visualizzata la finestra a comparsa Create Cloud Storage Pool (Crea pool di storage cloud).

3. Inserire un nome visualizzato.
4. Selezionare Azure Blob Storage dall’elenco a discesa Provider Type (tipo di provider).

5. Immettere I'URI per il bucket S3 da utilizzare per il Cloud Storage Pool.

Sono consentiti due formati:
https://host:port
http://host:port
6. Immettere il nome del container Azure.
Il nome specificato deve corrispondere esattamente al nome del container Azure; in caso contrario, la
creazione del pool di storage cloud non riesce. Non € possibile modificare questo valore dopo il

salvataggio del Cloud Storage Pool.

7. Facoltativamente, inserire il nome account associato al container Azure e la chiave account per
'autenticazione.

8. Selezionare non verificare certificato dall’elenco a discesa.

9. Fare clic su Save (Salva).

Risultato previsto
Verificare che sia stato creato un pool di storage cloud per Azure Blob Storage.

Di Jonathan Wong

Utilizza un pool di storage cloud per il backup

E possibile creare una regola ILM per spostare gli oggetti in un Cloud Storage Pool per il
backup.

Di cosa hai bisogno
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« StorageGRID 11.6 & stato configurato.

* Hai gia configurato un container Azure esterno.

Fasi
1. In Grid Manager, selezionare ILM > Rules > Create.

Inserire una descrizione.

Inserire un criterio per attivare la regola.
Fare clic su Avanti.

Replicare I'oggetto nei nodi di storage.
Aggiungere una regola di posizionamento.
Replicare I'oggetto nel Cloud Storage Pool

Fare clic su Avanti.

© ©® N o g &~ WD

Fare clic su Save (Salva).

Risultato previsto

Verificare che il diagramma di conservazione mostri gli oggetti memorizzati localmente in StorageGRID e in un
pool di storage cloud per il backup.

Verificare che, quando viene attivata la regola ILM, esista una copia nel Cloud Storage Pool ed & possibile
recuperare I'oggetto localmente senza eseguire un ripristino dell’oggetto.

Di Jonathan Wong

Configurare il servizio di integrazione della ricerca
StorageGRID

Questa guida fornisce istruzioni dettagliate per la configurazione del servizio di
integrazione della ricerca NetApp StorageGRID con il servizio Amazon OpenSearch o
Elasticsearch on-premise.

Introduzione
StorageGRID supporta tre tipi di servizi di piattaforma.
* Replica di StorageGRID CloudMirror. Eseguire il mirroring di oggetti specifici da un bucket StorageGRID
a una destinazione esterna specificata.

* Notifiche. Notifiche di eventi per bucket per inviare notifiche su azioni specifiche eseguite su oggetti a un
servizio Amazon Simple Notification Service (Amazon SNS) esterno specificato.

* Ricerca servizio di integrazione. Inviare metadati di oggetti Simple Storage Service (S3) a un indice
Elasticsearch specificato, in cui & possibile cercare o analizzare i metadati utilizzando il servizio esterno.

| servizi della piattaforma vengono configurati dal tenant S3 tramite l'interfaccia utente di Tenant Manager. Per
ulteriori informazioni, vedere "Considerazioni sull’utilizzo dei servizi della piattaforma”.

Il presente documento costituisce un’integrazione di "Guida al tenant di StorageGRID 11.6" inoltre, fornisce

istruzioni dettagliate ed esempi per la configurazione di endpoint e bucket per i servizi di integrazione della
ricerca. Le istruzioni di configurazione di Amazon Web Services (AWS) o on-premise Elasticsearch qui incluse
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sono esclusivamente a scopo dimostrativo o di test di base.

Gli utenti devono avere familiarita con Grid Manager, il tenant manager, e avere accesso al browser S3 per
eseguire operazioni di caricamento (PUT) e download (GET) di base per il test di integrazione della ricerca
StorageGRID.

Creare tenant e abilitare i servizi della piattaforma

1. Creare un tenant S3 utilizzando Grid Manager, immettere un nome visualizzato e selezionare il protocollo
S3.

2. Nella pagina Permission, selezionare I'opzione Allow Platform Services (Consenti servizi piattaforma). Se
necessario, selezionare altre autorizzazioni.

Create a tenant

{:'J Enter details o Selact permitsiong

Select permissions
Select the pErmosSsons fior this lenant account
Miow platiorm services @

Use owm identity source §

ilbow 53 Selegt @

3. Impostare la password iniziale dell’'utente root tenant oppure, se I'opzione identifica federazione ¢é attivata
sulla griglia, selezionare il gruppo federated che dispone dell’autorizzazione di accesso root per
configurare I'account tenant.

4. Fare clic su Accedi come root e selezionare bucket: Crea e gestisci bucket.
Viene visualizzata la pagina del tenant manager.

5. Da Tenant Manager, selezionare My Access Keys (chiavi di accesso personali) per creare e scaricare la
chiave di accesso S3 per i test successivi.

Cerca servizi di integrazione con Amazon OpenSearch

Configurazione del servizio Amazon OpenSearch (precedentemente chiamato Elasticsearch)

Utilizzare questa procedura per una configurazione rapida e semplice del servizio OpenSearch solo a scopo di
test/demo. Se si utilizza on-premise Elasticsearch per i servizi di integrazione della ricerca, consultare la
sezione Cerca servizi di integrazione con Elasticsearch on premise.

Per iscriversi al servizio OpenSearch, &€ necessario disporre di un account di accesso alla
@ console AWS valido, di una chiave di accesso, di una chiave di accesso segreta e
dell'autorizzazione.

1. Creare un nuovo dominio utilizzando le istruzioni fornite da "Guida introduttiva al servizio AWS
OpenSearch”, ad eccezione di:
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o Fase 4. Nome di dominio: Sgdemo

o Fase 10. Controllo degli accessi dettagliato: Deselezionare I'opzione Enable fine-Grained Access
Control (attiva controllo degli accessi con grana fine).

o Fase 12. Access policy (criterio di accesso): Selezionare Configure Level Access Policy (Configura
policy di accesso a livello), selezionare la scheda JSON per modificare la policy di accesso utilizzando
il seguente esempio:

= Sostituire il testo evidenziato con il proprio ID AWS Identity and Access Management (IAM) e il
proprio nome utente.

= Sostituire il testo evidenziato (I'indirizzo IP) con 'indirizzo IP pubblico del computer locale utilizzato
per accedere alla console AWS.

= Aprire una scheda del browser in "https://checkip.amazonaws.com" Per trovare I'lP pubblico.

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal":
{"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},
"Action": "es:*",
"Resource": "arn:aws:es:us-east-1l:nnnnnn:domain/sgdemo/*"
by
{
"Effect": "Allow",
"Principal": {"AWS": "*"},
"Action": [
"es:ESHttp*"
1,
"Condition": {
"IpAddress": {
"aws:Sourcelp": [ "nnn.nnn.nn.n/nn"

]

by

"Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

}


https://checkip.amazonaws.com/

Fine-grained access control

Fine-gr asned aoens controd peovides numeroun featre to help you keep your dats secure Featuees include documens-level secusity, feld-
bevel vecurity, read -only usen, and OpenSearch Deahboandh/Kibana ternent. Fine-grained accen control regueres 2 master user. Learn more

=z

Enable fine-grained access control

SAML authentication for OpenSearch Dashboards/Kibana

SAML puthentiaton Lot you ute your erating identey provider for wngle ugn-on for OpenSearch Dahboant/M2una Learn meore [

@ Touse SAML authentication, you must first enable fine-grained access control.

Amazon Cognito authentication

Enable to uwe Amaron Cognito suthentication for OpenSearch Dashboardu/Xibana Amazon Cognita supports a variety of identity providen
for viername -panword authentication Lesm more B

Enable Amazon Cognito authentication

Access policy
Acurus poticeey control whether a request s sccepted or repected when it resches the Amazon Openfearch Sermce domain Hf you spedity an
SLeoUnt, uier, of role in this policy, you Mmunt g your reguests. Learn more [

Domain access policy
Only use fine-grained access control

Allow open sotEs 1o the domuan

Do not set domain level access policy
Al reguests to the dorman will be dersed

© Configure domain level access policy

Visual editor Import policy

Access policy
j- “tatesent”; | -
& |
L | "Lffece”: "Allow",
L5 “Principal”: {
? T T e L Ry, em—
L b
L “Action®: “es:tt,
ie “Resource”: 'jrn:hu:cl:ui‘clll.!:dm:mth}l'ﬁiﬁt"
1 ).
2. {
13 "Iffect”: "Allow",
18+ TPrincipal”: {
13 e
18 Y
17= “Action™: |
18 “es:lDerpe*
19 *
8= “Coadition™: {
1= “Ipaddress”™: {
3= “bwi:tourcels®: |
i3 TALG . —
i ]
% }
~ G .
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2. Attendere da 15 a 20 minuti per attivare il dominio.

OpenSearth Service
Sgd emo w. Delete ctiom ¥
General information
\\\\\ b Boma
demo i @ Acthve
i N Cluste th iat
(3 aremecesyseest. | S o vl

3. Fare clic su OpenSearch Dashboards URL (URL dashboard OpenSearch) per aprire il dominio in una
nuova scheda e accedere alla dashboard. Se viene visualizzato un errore di accesso negato, verificare che
l'indirizzo IP di origine del criterio di accesso sia impostato correttamente sull’'lP pubblico del computer per
consentire I'accesso alla dashboard del dominio.

4. Nella pagina di benvenuto della dashboard, selezionare Esplora da solo. Dal menu, selezionare
Management (Gestione) — Dev Tools (Strumenti di sviluppo)

. In Strumenti di sviluppo — Console , immettere PUT <index> Dove si utilizza I'indice per memorizzare i
metadati degli oggetti StorageGRID. Nell’esempio seguente viene utilizzato il nome dell’indice
"sgmetadata". Fare clic sul piccolo simbolo del triangolo per eseguire IL comando PUT. Il risultato previsto
viene visualizzato sul pannello di destra, come mostrato nella seguente schermata di esempio.

S OpenSearch Dashboards

= Dev Tools

Console

History Settings Help

1 PUT sgmetadata D2, 1~ |{
"acknowledged™ : true,
3 "shards acknowledged” : true,
4 "index" : "sgmetadata”

6. Verificare che I'indice sia visibile dall’interfaccia utente di Amazon OpenSearch in sgdomain > indici.
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Configurazione degli endpoint dei servizi della piattaforma
Per configurare gli endpoint dei servizi della piattaforma, attenersi alla seguente procedura:

1. In Tenant Manager, andare a STORAGE(S3) > Platform Services Endpoint.

2. Fare clic su Create Endpoint (Crea endpoint), immettere quanto segue, quindi fare clic su Continue
(continua):

° Esempio di nome visualizzato aws-opensearch

o L’endpoint di dominio nella schermata di esempio nella fase 2 della procedura precedente nel campo
URI.

o Il dominio ARN utilizzato nella fase 2 della procedura precedente nel campo URN e aggiungere
/<index>/ doc Alla fine di ARN.

In questo esempio, URN diventa arn:aws:es:us-east-1:211234567890:domain/sgdemo
/sgmedata/ doc.
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Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

aws-opensearch

URl @
https://search-sgdemo-/ | i -co50-]e

URN ©

r

sestus-east- 1 ——— 0200 sgdemo/ sgmetadata/_doc

3. Per accedere a Amazon OpenSearch sgdomain, scegli Access Key come tipo di autenticazione, quindi
inserisci la chiave di accesso Amazon S3 e la chiave segreta. Per passare alla pagina successiva, fare clic

su Continue (continua).
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Create endpoint

@ Enter details — ‘Se!ectauthenhcatlun type @ Verify server

' Ophional L Ophional

Authentication type @

Select the method used to authenticate connections to the endpoint.
Access Key v
Access key ID @
AK | | O

Secret access key @

Previous Continue

4. Per verificare I'endpoint, selezionare Use Operating System CA Certificate and Test (Usa certificato CA del
sistema operativo e test) e Create Endpoint (Crea endpoint). Se la verifica ha esito positivo, viene
visualizzata una schermata dell’endpoint simile alla seguente figura. Se la verifica non riesce, verificare

che 'URN includa /<index>/ doc Alla fine del percorso, la chiave di accesso AWS e la chiave segreta
sono corrette.

Platform services endpoints

A platform services endpoint stores the information StorageGRIC needsto use an external resource as a target for a platform service (CloudMirror replication, notifications, or search integration . You must
configure an endpoint for each pletform service you plan to use

1 endpoint Create endpoint

Display name & Lasterror a Type

s s e = UrH @ =
(] e ]
A5 hittps://search-sgdemo- sz - armawsesus-east-
Search 7 2
cpansearch L.egz.amazonaws.com/ 1 ki 1 0310/ sgdemio sgmetadata/_doc

Cerca servizi di integrazione con Elasticsearch on premise

Configurazione di Elasticsearch on premise

Questa procedura & per una rapida configurazione di on premise Elasticsearch e Kibana utilizzando docker
solo a scopo di test. Se il server Elasticsearch e Kibana esiste gia, passare alla fase 5.
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1.

2.
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Seguire questa procedura "Procedura di installazione di Docker" per installare docker. Utilizziamo il
"Procedura di installazione di CentOS Docker" in questa configurazione.

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo
https://download.docker.com/linux/centos/docker-ce.repo
sudo yum install docker-ce docker-ce-cli containerd.io
sudo systemctl start docker

o Per avviare docker dopo il riavvio, immettere quanto segue:
sudo systemctl enable docker

° Impostare vm.max map count valore 262144:
sysctl -w vm.max map count=262144

o Per mantenere I'impostazione dopo il riavvio, immettere quanto segue:
echo 'vm.max map count=262144' >> /etc/sysctl.conf

Seguire la "Elasticsearch Guida introduttiva" Sezione autogestito per installare ed eseguire il docker
Elasticsearch e Kibana. In questo esempio, € stata installata la versione 8.1.

Annotare il nome utente/password e il token creati da Elasticsearch, necessari per avviare
I'autenticazione dell'interfaccia utente Kibana e dell’endpoint della piattaforma StorageGRID.


https://docs.docker.com/engine/install/
https://docs.docker.com/engine/install/centos/
https://www.elastic.co/guide/en/elasticsearch/reference/current/getting-started.html

Elasticsearch Service || Self-managed

install and run Elasticsearch
1. Install and start Docker Desktop.

2. Run:

VWhen you start Elasticsearch for the first time, the following security configuration
occurs automatically:
s Certificates and keys are generated for the transport and HTTP layers.

* The Transport Layer Security (TLS) configuration settings are written to
elasticsearch.yml.
* A password is generated for the elastic user

= An enroliment token is generated for Kibana.

You might need to scroll back a bit in the terminal to view the password

wore and enrollment token.

3. Copy the generated password and enrollment token and save them in a secure
location. These values are shown only when you start Elasticsearch for the first time.

You'll use these to enroll Kibana with your Elasticsearch cluster and log in.

F:] If you need to reset the password for the elastic user or other built-in
h-reset-password tool. To generate new

NOTE Users, runthe elasticsearc
enrollment tokens for Kibana or Elasticsearch nodes, run the
-create-enrollment-toksn tool. These tools are available in

B e
TadolLliloid

the Elasticsearch bin directory.

Install and run Kibana

To analyze, visualize, and manage Elasticsearch data using an intuitive Ul, install Kibana.

1. In a new terminal session, run:

docker pull docker.elastic.co/kibana/kibana:3

docker run --pname kib-81 --net elastic -p ! docker.elastic.co/fk

When you start Kibana, a unique link is output to your terminal.
2. To access Kibana, click the generated link in your terminal.
a. In your browser, paste the enrollment token that you copied and click the
bution to connect your Kibana instance with Elasticsearch.
b. Legin to Kibana as the elastic user with the password that was generated

when you started Elasticsearch.
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. Una volta avviato il container Kibana docker, viene visualizzato il link URL https://0.0.0.0:5601

viene visualizzato nella console. Sostituire 0.0.0.0 con I'indirizzo IP del server nellURL.

. Accedere all'interfaccia utente di Kibana utilizzando il nome utente elastic E la password generata da

Elastic nel passaggio precedente.

. Per il primo accesso, nella pagina di benvenuto della dashboard, selezionare Esplora da solo. Dal menu,

selezionare Management (Gestione) > Dev Tools (Strumenti di sviluppo).

- Nella schermata Console di Dev Tools, immettere PUT <index> Dove si utilizza questo indice per

memorizzare i metadati degli oggetti StorageGRID. Utilizziamo il nome dell'indice sgmetadata in questo
esempio. Fare clic sul piccolo simbolo del triangolo per eseguire IL comando PUT. Il risultato previsto viene
visualizzato sul pannello di destra, come mostrato nella seguente schermata di esempio.

& elastic

= . Dev Tools Console
Console Search Profiler Grok Debugger Painless Lab sera

History Settings Help

=

1 PUT sgmetadata b2 -

Configurazione degli endpoint dei servizi della piattaforma

Per configurare gli endpoint per i servizi della piattaforma, attenersi alla seguente procedura:

1.
2.
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In Tenant Manager, andare a STORAGE(S3) > Platform Services Endpoint

Fare clic su Create Endpoint (Crea endpoint), immettere quanto segue, quindi fare clic su Continue
(continua):

° Esempio di nome visualizzato: elasticsearch
° URIl: https://<elasticsearch-server-ip or hostname>:9200

° URNA: urn:<something>:es:::<some-unique-text>/<index-name>/ doc Dove index-
name & il nome utilizzato sulla console Kibana. Esempio:
urn:local:es:::sgmd/sgmetadata/ doc



Create endpoint

o Enter details

Enter endpoint details

Enter the endpoint's display name, URI, and URN.
Display name @

elasticsearch

URl @

Attps: /10 ——— . ()

URN ©

urn:local:es::sgmd/sgmetadata/_doc

| o m

3. Selezionare HTTP di base come tipo di autenticazione, quindi immettere il nome utente elastic E la
password generata dal processo di installazione di Elasticsearch. Per passare alla pagina successiva, fare
clic su Continue (continua).

Authentication type @

Select the method used to authenticate connections to the endpoint.
Basic HTTP W
Username @
elastic

Password @

[ — @

Previous Continue
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4. Selezionare non verificare certificato e test e Crea endpoint per verificare I'endpoint. Se la verifica ha esito
positivo, viene visualizzata una schermata dell’endpoint simile alla seguente schermata. Se la verifica non
riesce, verificare che le voci URN, URI e nome utente/password siano corrette.

Platform services endpoints

& platform senvices endpoint stores the information Sf.Cl'_'l.'.'JC-:_-H: niads to use an extomal resource as a target fora plathorm service CloudMrrar replicateon, notifications, or search imtegration . You must

configure an encpaint far each platform senvice youplon 10 uss,

2 endponits Create endpolnt

[
L1

um @ = uRN @ 2

s aesrch-spdemo-Tw 22 3holpeElzcarpe 3y 3rle Tlus-east: EITCANS T 3 e st

L& amatonans.com 1:2 1081 1500188 domaindsgdama) sgmetad ata;_do

asticsearch Search NEnpssl| L — ) umilocal e gmd, sgmetadatal_toc

Configurazione del servizio di integrazione della ricerca nel bucket

Una volta creato I'endpoint del servizio della piattaforma, il passaggio successivo consiste nel configurare
questo servizio a livello di bucket per inviare i metadati dell’'oggetto all’endpoint definito ogni volta che un
oggetto viene creato, cancellato o i relativi metadati o tag vengono aggiornati.

E possibile configurare l'integrazione della ricerca utilizzando Tenant Manager per applicare un XML di
configurazione StorageGRID personalizzato a un bucket come segue:
1. In Tenant Manager, andare a STORAGE(S3) > Bucket

2. Fare clic su Create bucket (Crea bucket), inserire il nome del bucket (ad esempio, sgmetadata-test)e
accettare I'impostazione predefinita us-east-1 regione.

3. Fare clic su continua > Crea bucket.

4. Per visualizzare la pagina Panoramica del bucket, fare clic sul nome del bucket, quindi selezionare
Platform Services (servizi piattaforma).

5. Selezionare la finestra di dialogo Enable Search Integration (attiva integrazione ricerca). Nella casella XML
fornita, immettere il file XML di configurazione utilizzando questa sintassi.

L’'URN evidenziato deve corrispondere all’endpoint dei servizi della piattaforma definito dall’'utente. E
possibile aprire un’altra scheda del browser per accedere a Tenant Manager e copiare I'URN dall’endpoint
dei servizi della piattaforma definito.

In questo esempio, non abbiamo utilizzato alcun prefisso, il che significa che i metadati per ogni oggetto in
questo bucket vengono inviati all’endpoint Elasticsearch definito in precedenza.
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<MetadataNotificationConfiguration>
<Rule>
<ID>Rule-1</ID>
<Status>Enabled</Status>
<Prefix></Prefix>
<Destination>
<Urn> urn:local:es:::sgmd/sgmetadata/ doc</Urn>
</Destination>
</Rule>
</MetadataNotificationConfiguration>

6. Utilizzare S3 browser per connettersi a StorageGRID con la chiave di accesso/segreto del tenant e

caricare gli oggetti di test in sgmetadata-test bucket e aggiunta di tag o metadati personalizzati agli
oggetti.

o 53 Breweer 855 - Fres Version (for non-commercial use only) (Administrater) - 3g6060-platform-service — | 4
Accounts  Buckets Files  Tools Upgradeto Prof  Heip New version available
l{’fl-?\hw bucket = Path: EI SBT3
L sgmetadata-test | File Sire Type Last Modsfied Storage Class
B2R1KB | | 319/2022 123552 AM | STANDARD
& Lighthouse jpg S4B.12KB JPG File NSA022 123952 AM  STANDARD
feastl b 45 bytes Text Document 31972022 123952 AM  STANDARD
| 1es1Z o 35 bytas Taxt Document IHZZ 123952 AM  STANDARD
1:1 Upload = E_Dmndn.ld ﬁ Delete | 5] New Felder i.-'i‘f Refresh L (TRE S g e e

Tasks (14) Permissions Hup Headers Ta3gs Propedies Preview Versions Evenilog

URL:  https://10.193.204.106: 10445/ sgmetadata-test/Koala. jpg (3 Copy
| Key Value

date 01-01-2020

wmnar lestuser

project lest

type IPg

G Add J” Edit Delele | Dafault Tags o Apply changes | o= Raload

7. Utilizzare I'interfaccia utente di Kibana per verificare che i metadati dell’oggetto siano stati caricati
nell’indice di sgmetadata.

a. Dal menu, selezionare Management (Gestione) > Dev Tools (Strumenti di sviluppo).

b. Incollare la query di esempio nel pannello della console a sinistra e fare clic sul simbolo del triangolo
per eseguirla.

Il risultato dell’esempio di query 1 nella seguente schermata di esempio mostra quattro record. Questo
corrisponde al numero di oggetti nel bucket.
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GET sgmetadata/ search

"query": {
"match all": { }

. Orw Tools = L

Console Search Profiler Grok Debugger Painless Lab  sers

Histery Senings Halp

GET sgeatadatal search P
o alse
atch g A | 8
cass ful”
5 3 o,
a (1]
La
aliw £
alat Y -
n 1.0
*h
textl. txt
"
"Bucket”™ “sgmetadata-test”,
Y o 1L B o
AL COUR iy 7 440 TN 1 1
i{Fre" -
ni Sails figaTin] fo
P EALT
...... 0
. G 505 1 Qa7 fdrbrdd o a & 51
tags™ 1
e EeStuser”
AroiELT “TRAT
afl
8 TéRLRT
Fl G744 4 26 101 ibetafl™

Il risultato dell’esempio di query 2 nella seguente schermata mostra due record con il tipo di tag jpg.




GET

sgmetadata/ search

"query": {
"match":

{

"tags.type":
" query"

}

{
"jpg"

}

— . Dhe Tocila Carriacls
Cansolo Search Profiler Grok Debugger
Mty  Batbings  Haip

I-_n gt acatal i

sy
mitch i :
¥E e i Ll e
[
e &

Painless Lab

BT

fCellabiolBL

cchefRSi o a5 iS4

SFLCEDMGDAL2A el bat

fapalfaideerd”

wiafi”
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Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:

» "Cosa sono i servizi della piattaforma"

+ "Documentazione di StorageGRID 11.6"

Di Angela Cheng

Clone del nodo

Considerazioni e performance sui cloni dei nodi.

Considerazioni sui cloni dei nodi

Il clone del nodo pud essere un metodo piu rapido per sostituire i nodi appliance esistenti per un
aggiornamento tecnico, aumentare la capacita o aumentare le performance del sistema StorageGRID. Il clone
del nodo pu0 essere utile anche per la conversione alla crittografia del nodo con un KMS o per la modifica di
un nodo di storage da DDP8 a DDP16.

 La capacita utilizzata del nodo di origine non & rilevante per il tempo richiesto per il completamento del
processo di clonazione. |l clone del nodo & una copia completa del nodo che include spazio libero nel
nodo.

* Le appliance di origine e di destinazione devono essere della stessa versione PGE
* Il nodo di destinazione deve avere sempre una capacita maggiore rispetto all’origine

o Assicurarsi che il nuovo dispositivo di destinazione abbia un disco di dimensioni maggiori rispetto a
quello di origine

> Se il dispositivo di destinazione dispone di unita delle stesse dimensioni ed € configurato per il DDP8, &
possibile configurare la destinazione per il DDP16. Se I'origine € gia configurata per DDP16, non sara
possibile clonare il nodo.

> Quando si passa dalle appliance SG5660 o SG5760 alle appliance SG6060, tenere presente che le
unita SG5x60 dispongono di 60 dischi di capacita, mentre le unita SG6060 ne hanno solo 58.

« Il processo di clonazione del nodo richiede che il nodo di origine sia offline nella griglia per tutta la durata
del processo di clonazione. Se un nodo aggiuntivo passa offline durante questo periodo di tempo, i servizi
client potrebbero risentire.

* 11,8 e soffietto: Un nodo storage puo essere offline solo per 15 giorni. Se la stima del processo di cloning &
prossima a 15 giorni o supera i 15 giorni, utilizzare le procedure di espansione e decommissionamento.

> 11,9: Il limite di 15 giorni & stato rimosso.

* Per un SG6060 o SG6160 con shelf di espansione, € necessario aggiungere al tempo dell’appliance di
base il tempo necessario per le dimensioni corrette dello shelf, per ottenere I'intera durata del clone.

* Il numero di volumi in un dispositivo di storage di destinazione deve essere maggiore o uguale al numero
di volumi nel nodo di origine. Non & possibile clonare un nodo di origine con volumi di archivi di oggetti 16
(rangedb) in un’appliance di storage di destinazione con volumi di archivi di oggetti 12, anche se
I'appliance di destinazione ha una capacita maggiore rispetto al nodo di origine. La maggior parte delle
appliance di storage dispone di 16 volumi di archivi di oggetti, ad eccezione dell’appliance di storage
SGF6112 che ha solo 12 volumi di archivi di oggetti. Ad esempio, non & possibile clonare da SG5760 a
SGF6112.
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https://docs.netapp.com/us-en/storagegrid-116/tenant/what-platform-services-are.html
https://docs.netapp.com/us-en/storagegrid-116/index.html

Stime delle performance dei cloni dei nodi

Le seguenti tabelle contengono stime calcolate per la durata del clone del nodo. Le condizioni variano,
pertanto, le voci in BOLD potrebbero rischiare di superare il limite di 15 giorni per un nodo inattivo.

DDP8

S$G5612/SG5712/SG5812 — QUALSIASI

Velocita Dimensio Dimensio Dimensio 12TB di Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco8 nidisco capacita ni ni ni
dell’unita TB 10 TB dell’unita dell’'unita dell’unita dell’unita
4TB 16 TB 18 TB 22TB

10 GB 1 giorno 2 giorni 2.5 giorni 3 giorni 4 giorni 4.5 giorni 5.5 giorni

25GB 1 giorno 2 giorni 2.5 giorni 3 giorni 4 giorni 4.5 giorni 5.5 giorni

SG5660 — SG5760/SG5860

Velocita Dimensio Dimensio Dimensio 12TBdi Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco 8 nidisco capacita ni ni ni
dell’unita TB 10 TB dell’unita dell’unita dell’unita dell’unita
4TB 16 TB 18 TB 22TB

10 GB 3.5 giorni 7 giorni 8.5 giorni  10.5 giorni 13,5 15,5 18,5

giorni giorni giorni
25 GB 3.5 giorni 7 giorni 8.5 giorni  10.5 giorni 13,5 15,5 18,5
giorni giorni giorni

S$G5660 — SG6060/SG6160

Velocita Dimensio Dimensio Dimensio 12TB di Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco8 nidisco capacita ni ni ni
dell’unita TB 10 TB dell’unita dell’'unita dell’unita dell’'unita
4TB 16 TB 18 TB 22TB

10 GB 2.5giormni 4.5 giorni 5.5 giorni 6.5 giorni 9 giorni 10 giorni 12 giorni

25 GB 2 giorni 4 giorni 5 giorni 6 giorni 8 giorni 9 giorni 10 giorni

SG5760/SG5860 — SG5760/SG5860
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Velocita

Dimensio

dell’interfaccia di rete ni

10 GB

25GB

dell’unita
4TB

3.5 giorni

3.5 giorni

SG5760/SG5860 — SG6060/SG6160

Velocita

Dimensio

dell’interfaccia di rete ni

10 GB

25GB

dell’unita
4TB

2.5 giorni

2 giorni

SG6060/SG6160 — SG6060/SG6160

Velocita

Dimensio

dell’interfaccia di rete ni

10 GB

25GB

DDP16

dell’unita
4TB

2.5 giorni

2 giorni

SG5760/SG5860 — SG5760/SG5860

Velocita

Dimensio

dell’interfaccia di rete ni

10 GB

25GB
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dell’unita
4TB

3.5 giorni

3.5 giorni

Dimensio
ni disco 8
B

7 giorni

7 giorni

Dimensio
ni disco 8
TB

4.5 giorni

3.5 giorni

Dimensio
ni disco 8
B

4.5 giorni

3 giorni

Dimensio
ni disco 8
TB

6.5 giorni

6.5 giorni

Dimensio
ni disco
10TB

8.5 giorni

8.5 giorni

Dimensio
ni disco
10TB

5.5 giorni

4.5 giorni

Dimensio
ni disco
10TB

5.5 giorni

4 giorni

Dimensio
ni disco
10TB

8 giorni

8 giorni

12 TB di
capacita
dell’unita

10.5 giorni

10.5 giorni

12 TB di
capacita
dell’unita

6.5 giorni

5.5 giorni

12 TB di
capacita
dell’unita

6.5 giorni

4.5 giorni

12 TB di
capacita
dell’unita

9.5 giorni

9.5 giorni

Dimensio
ni
dell’unita
16 TB

13,5
giorni

13,5
giorni

Dimensio
ni
dell’unita
16 TB

9 giorni

7 giorni

Dimensio
ni
dell’unita
16 TB

8.5 giorni

6 giorni

Dimensio
ni
dell’unita
16 TB

12,5
giorni

12,5
giorni

Dimensio
ni
dell’unita
18 TB

15,5
giorni

15,5
giorni

Dimensio
ni
dell’unita
18 TB

10 giorni

8 giorni

Dimensio
ni
dell’unita
18 TB

9.5 giorni

7 giorni

Dimensio
ni
dell’unita
18 TB

14 giorni

14 giorni

Dimensio
ni
dell’unita
22TB

18,5
giorni

18,5
giorni

Dimensio
ni
dell’unita
22TB

12 giorni

9.5 giorni

Dimensio
ni
dell’unita
22TB

11.5 giorni

8.5 giorni

Dimensio
ni
dell’unita
22TB

17 giorni

17 giorni



SG5760/SG5860 — SG6060/SG6160

Velocita Dimensio Dimensio Dimensio 12TB di Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco8 nidisco capacita ni ni ni
dellunita TB 10 TB dell’unita dell’unita dell’unita dell’unita
4TB 16 TB 18 TB 227TB

10 GB 2.5 giorni 5 giorni 6 giorni 7.5 giorni 10 giorni 11 giorni 13 giorni

25GB 2 giorni 3.5 giorni 4 giorni 5 giorni 6.5 giorni 7 giorni 8.5 giorni

S$G6060/SG6160 — SG6060/SG6160

Velocita Dimensio Dimensio Dimensio 12 TB di Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco8 nidisco capacita ni ni ni
dellunita TB 10TB dell’unita dell’unita dell’unita dell’unita
4TB 16 TB 18 TB 22TB

10 GB 3 giorni 5 giorni 6 giorni 7 giorni 9.5 giorni  10.5 giorni 13 giorni

25 GB 2 giorni 3.5 giorni 4.5 giorni 5 giorni 7 giorni 7.5 giorni 9 giorni

Shelf di espansione (aggiunta a oltre SG6060 TB/SG6160 TB per ogni shelf sull’appliance di origine)

Velocita Dimensio Dimensio Dimensio 12TBdi Dimensio Dimensio Dimensio

dell’interfaccia di rete ni ni disco 8 nidisco capacita ni ni ni
dell’unita TB 10 TB dell’unita dell’unita dell’unita dell’'unita
4TB 16 TB 18 TB 22TB

10 GB 3.5 giorni 5 giorni 6 giorni 7 giorni 9.5 giorni  10.5 giorni 12 giorni

25 GB 2 giorni 3 giorni 4 giorni 4.5 giorni 6 giorni 7 giorni 8.5 giorni

Di Aron Klein

Procedura di trasferimento del sito a griglia e di modifica
della rete a livello di sito

Questa guida descrive la preparazione e la procedura per il trasferimento del sito
StorageGRID in una griglia multisito. E necessario avere una conoscenza completa di
questa procedura e pianificare in anticipo per garantire un processo senza problemi e
ridurre al minimo le interruzioni per i clienti.

Se & necessario modificare la rete Grid di tutta la griglia, vedere
"Modificare gli indirizzi IP per tutti i nodi nella griglia".
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https://docs.netapp.com/us-en/storagegrid-118/maintain/changing-nodes-network-configuration.html

Considerazioni prima del trasferimento del sito

* Lo spostamento del sito deve essere completato e tutti i nodi online entro 15 giorni per evitare la
ricostruzione del database Cassandra.
"Recovery Storage Node Down per piu di 15 giorni"

» Se una regola ILM delle policy attive utilizza un comportamento di acquisizione rigoroso, considerare la
possibilita di cambiarlo in modo da bilanciarlo o in dual commit se il cliente desidera continuare a
INSERIRE gli oggetti nel Grid durante il trasferimento del sito.

Per le appliance storage con 60 dischi o piu, non spostare mai lo shelf con i dischi installati. Etichettare
ciascuna unita disco e rimuoverla dal contenitore di archiviazione prima di imballarla/spostarla.

Modifica appliance StorageGRID la rete VLAN pu0 essere eseguita in remoto tramite rete di
amministrazione o rete client. Oppure si prevede di essere in loco per eseguire la modifica prima o dopo il
trasferimento.

Verificare se I'applicazione cliente sta utilizzando HEAD o OTTENERE l'oggetto di non esistenza prima di
METTERE. In caso affermativo, modificare la coerenza del bucket in strong-site per evitare I'errore HTTP
500. In caso di dubbi, consultare la panoramica S3 grafici Grafana Grid manager > supporto > metriche,
passare il mouse sul grafico "richiesta totale completata". Se il conteggio € molto elevato di 404 oggetti
GET o 404 oggetti Head, probabilmente una o piu applicazioni utilizzano 'oggetto Head o Get
nonexistence. Il conteggio & cumulativo, passare il mouse su una timeline diversa per vedere la differenza.

129K
150

1

10.2 Mil
1.52 Mil
258K

Total Completed Requests

Procedura di modifica dell’indirizzo IP della griglia prima del trasferimento del sito

Fasi

1. Se la nuova subnet di rete della griglia viene utilizzata nella nuova posizione,
"Aggiungere la subnet all’elenco delle subnet di rete della griglia"

2. Accedere al nodo di amministrazione primario, utilizzare change-ip per modificare I'lP della griglia, deve
stage la modifica prima di arrestare il nodo per il trasferimento.
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https://docs.netapp.com/us-en/storagegrid-118/maintain/recovering-storage-node-that-has-been-down-more-than-15-days.html
https://docs.netapp.com/us-en/storagegrid-118/expand/updating-subnets-for-grid-network.htmll

a. Selezionare 2 quindi 1 per la modifica dell'lP della griglia

Editing: Node IP/subnet and gateway

OUse up arrow to recall a previously typed value, which you can then edit
Uze d or 0.0.0.0/0 a=s the IF/mask to delete the network from the node

OUse g to complete the editing session early and return to the previous menu
Press <enter> to use the value shown in square brackets

Site: LONDONW

LONDON-ADM] Grid IF/mask [ 10.45.74.14/26 ]: 10.45.74.24/26
LONDON-51 Grid IF/mask [ 10.45.74.16/26 ]: 10.45.74.26/26
LONDON-52 Grid IF/mask [ 10.45.74.17/26 1: 10.45.74.27/26
LONDON-53 Grid IF/mask [ 10.45.74.18/26 ]: 10.45.74.28/26
LONDON-ADM1 Grid Fateway [ 10.45.74.1 ]:
LONDON-51 Grid Gateway [ I 45:.74:1 ]:
LONDON-52 Grid Gateway [ 10.45.74.1 ]:
LONDON-53 Grid Gateway [ 10.45.74.1 1:

Site: OXFORD

OXFCRD-ADM1 Grid IB/mask [ 10.45.75.14/26 ]:
OXFCORD-51 Grid IB/mask [ 10.45.75.16/26 ]:
OXFORD-52 Grid IB/mask [ 10.45.75.17/26 1:
OXFCRD-53 Grid IB/mask [ 10.45.75.18/26 ]:
OXFCRD-ADM1 Grid Gateway [ 10.45.75.1 ]:
OXFORD-51 Grid Gateway [ 1.45.75.1 ]:
OXFORD-52 Grid Gateway [ 12.45.75.1 ]:
OXFCORD-53 Grid Gateway [ 10.45.75.1 ]:

Finished editing. Press Enter to returm to menu.l

b. selezionare 5 per visualizzare le modifiche

Site: LONDON

LONDCOH-ADM1 Grid IF
LONDON-51 Grid IF
LONDON-52 Grid IF
LONDOHN-53 Grid IF
Press Enter to cnntinuel

10.45.74.14/26
10.45.74.16/26
10.45.74.17/26
10.45.74.18/2¢6

[
oM MM

[
1
1

c. selezionare 10 per convalidare e applicare la modifica.
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Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1: SELECT HCDES to edit

2: EDIT IP/mask and gateway

3: EDIT admin network subnet lists

4: EDIT grid metwork subnet list

5: SHOW changes

[ SHOW full configuration, with changes highlighted
T: VALIDATE changes

8: SAVE changes, so you can resume later
GS: CLEAR all changes, to start fresh

10: APPLY changes to the grid

0: Exit

Selection: lGI

d. In questa fase & necessario selezionare fase.

Validating new networking configuration... L
{Checking for Grid Network IP address swaps...

Applyving these changes will update the following nodes:

LONDON-ADM1
LONDON-51
LONDCON-52
LONDON-53

The following nodes will also require restarting:
LONDOH-ADM]
LONDON-51
LONDCH-52
LONDON-53
Select one of the following options:
apply: apply all changes and automatically restart nodes {if necessary)
stage: stage the changes; no changes will take effect until the nodes are restarted

cancel: do not make any network changes at this time

[apply/stagefcancel] > stagel

e. Se il nodo di amministrazione primario € incluso nella modifica precedente, immettere ‘A’ per riavviare
manualmente il nodo di amministrazione primario



EP 10.45.74.14 - PuTTY

Validating new networking configuration... PASSE
Checking for Grid Network IP address swaps...

Applying these changes will update the following nodes:

LONDCN-ADHL
LONDCN-51
LONDON-52
LONDON=53

The following nodes will also require restarting:

LONDON=-RDM1
LONDCN-51
LONDON=52
LONDCN-53

Select one of the following options:

apply: apply all changes and automatically restart nodes (if necessary)
stage: scage the changes; no changes will take effect until the nodes are restarted
cancel: do not make any network changes at this time

[apply/stage/cancel]> stage

Generating new grid networking
Running provisioning... PASSED.
Updating necwork configuration
Updating network configuration
Updating nectwork configuration
Updating network configuration

Finished staging network changes. You must manually restart these nodes for the changes to take effect:

LONDON-ADM1 (has IP 10.45.74.14 until restart)
LONDON=51 (has IP 10.45.74.1€ until restart)
LONDON-52 (has IP 10.45.74.17 uncil rescarc)
LONDON-53 (has IP 10.45.74.18 until restart)

Importing bundles... PASSED.

B R R R R

ol IMPORTANT

configuration change. Select Maintenance > Recovery Package
* in the Grid Manager to download it.

"
* A new zecovery package has been generzated as & result of the *
"
"

Hetwork Update Complete. Primary admin restart required. Select 'continue’ to restart this node immediately, 'abort' TO restart manually.
Enter a to abort, ¢ to continue [afc]>

f. Premere invio per tornare al menu precedente e uscire dall’'interfaccia change-ip.

Network Update Complete. Primary admin restart required. Select "continue' to restart this node immediately, '"abort' to restart manually.
Encer a to abort, © ©o continus [afc]l> a

Restart aborced. You must manually rescart this node as soon as possible

Eress Enter to return to the previous mnu..

3. Da Grid Manager, scaricare il nuovo pacchetto di ripristino. Grid manager > Maintenance > Recovery
package

4. Se é necessario modificare la VLAN sull’appliance StorageGRID, vedere la sezione Modifica VLAN
dell’appliance.

5. Arrestare tutti i nodi e/o le appliance in sede, etichettare/rimuovere le unita disco se necessario,
disimballare, imballare e spostare.

6. Se si prevede di modificare l'indirizzo ip della rete amministrativa e/o la VLAN e I'indirizzo ip del client, &
possibile eseguire la modifica dopo il trasferimento.

Modifica VLAN dell’appliance

La procedura riportata di seguito presuppone I'accesso remoto alla rete client o di amministrazione
dell’appliance StorageGRID per eseguire la modifica in remoto.

Fasi

1. Prima di spegnere I'apparecchio,
"impostare I'apparecchio in modalita di manutenzione".
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https://docs.netapp.com/us-en/storagegrid-appliances/commonhardware/placing-appliance-into-maintenance-mode.html

2. Utilizzando un browser per accedere alla GUI del programma di installazione dell’appliance StorageGRID
utilizzando https://<admin-or-client-network-ip>:8443. Non & possibile utilizzare Grid IP come nuovo Grid IP
gia in uso dopo I'avvio dell’appliance in modalita di manutenzione.

3. Modificare la VLAN per la rete Grid. Se si accede all’appliance tramite la rete client, non € possibile
modificare la VLAN client in questo momento, & possibile modificarla dopo lo spostamento.

4. ssh per I'appliance e spegnere il nodo utilizzando 'hutdoown -h now'

5. Dopo che le appliance sono pronte presso il nuovo sito, accedere alla GUI del programma di installazione
dell’'appliance StorageGRID utilizzando https:/<grid-network-ip>:8443. Verificare che lo storage sia in uno
stato ottimale e la connettivita di rete agli altri nodi Grid utilizzando gli strumenti ping/nmap nella GUI.

6. Se si prevede di modificare I'lP della rete client, & possibile modificare la VLAN client in questa fase. La
rete client non & pronta finché non si aggiorna I'ip della rete client utilizzando lo strumento change-ip nel
passaggio successivo.

7. Uscire dalla modalita di manutenzione. Dal programma di installazione dell’appliance StorageGRID,
selezionare Avanzate > Riavvia controller, quindi selezionare Riavvia in StorageGRID.

8. Dopo che tutti i nodi sono attivi e Grid non mostra alcun problema di connettivita, utilizzare change-ip per
aggiornare la rete di amministrazione dell’appliance e la rete client, se necessario.

Migrazione dello storage a oggetti da ONTAP S3 a
StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID

Demo sulla migrazione

Questa € una dimostrazione sulla migrazione di utenti e bucket da ONTAP S3 a StorageGRID.

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID

Preparazione di ONTAP

A scopo dimostrativo creeremo un server per archivio di oggetti SVM, un utente, un gruppo, una policy di
gruppo e bucket.

Creare la Storage Virtual Machine

In Gestione sistema di ONTAP, accedere alle VM di archiviazione e aggiungere una nuova VM di
archiviazione.
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https://<admin-or-client-network-ip>:8443
https://<grid-network-ip>:8443

= [ ONTAP System Manager

DASHBOARD clustert

INSIGHTS
Health

STORAGE

Overview

Volumes

LUNs 4 SIMBOX
Consistency groups [ |
NVMe namespaces

Shares

Buckets

Qtrees

Quotas

Storage VMs

Selezionare le caselle di controllo "Enable" (attiva S3) e "Enable TLS" (attiva TLS) e configurare le porte
HTTP(S). Definire I'lP, la subnet mask e definire il gateway e il dominio di broadcast se non si utilizza
l'impostazione predefinita o obbligatoria nel’lambiente in uso.
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Add storage VM

STORAGE VM NAME

svm_demo

Access protocol

() SMB/CIFS, NFS, S3  iSCS f NVMe

[ ] Enable SMB/CIFS
[ enable NFS
B Enable s3

S3 SERVER NAME

s3portal.demo.netapp.com

B enable TLs

PORT

‘443@

CERTIFICATE
(© use system-generated certificate (i )

O Use external-CA signed certificate

[] use HTTP (non-secure)

PORT

‘ 8080 B

DEFAULT LANGUAGE ()

cutf 8

NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

onPrem-01

IP ADDRESS SUBNET MASK GATEWAY BROADCAST DOMAIN AND PORT V74

Add optional gateway

192.168.0.200 24| Default v

Storage VM administration

[_] enable maximum capacity limit
The maximum capacity that all volumes in this storage VM can allocate. Lea M

[ Manage administrator account

kave

Durante la creazione della SVM verra creato un utente. Scaricare i S3 tasti per questo utente e chiudere la
finestra.




Added storage VM

STORAGE VM 53 SERVER NAME
svm_demo s3portal.demo.netapp.com

User details

USER NAME
sm_s3_user

1\ The secret key won't be displayed again. Save this key for future use.

ACCESS KEY

34EH21411SMW1YOV3NQY

SECRET KEY

Download

Una volta creata la SVM, edita la SVM e Aggiungi le impostazioni DNS.

Services

NIS Name service switch

Not configured Services lookup order @
HOSTS
Files, then DNS

GROUP
Files

NAME MAP
Files

NETGROUP

DNS

Not configured




Definire il nome DNS e I'lP.

Add DNS domain

DNS domains

demo.netapp.com

Name servers

192.168.0.253

Creare un utente SVM S3

Ora possiamo configurare i S3 utenti e il gruppo. Modificare le impostazioni S3.
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Protocols

NFS

Not configured

NVMe

Not configured

Aggiungere un nuovo utente.

2 @& SMB/CIFS

Not configured

S3

STATUS

() Enabled

s
Disabled

HTTP
Enabled
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Storage VMs

~+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns

Disabled

HTTP
Enabled

root

sm_s3_user

TLS PORT

443

HTTP PORT
8080

34EH21411SMW1YOV3NQY

Inserire il nome utente e la scadenza della chiave.

Storage VMs

+ Add
S3

(. Enabled

Server

FQON
s3portal.demo.netapp.com

ns
Disabled

HTTP

Enabled

root

sm_s3_user

Scaricare i S3 tasti per il nuovo utente.

TLS PORT
443

HTTP PORT
8080

34EH21411SMW1YOV3NQY

Valid forever

Valid forever




Added user

USER NAME
demo_s3_user

ACCESS KEY

3TVPI142)JGE3Y7FV2KCO

SECRET KEY

75a1QqKBU4quA132twl4g4iC4Gg5PP30ncy0sPES

Key

KEY EXPIRATION TIME
Valid forever

/\ The secret key won't be displayed again. Save this key for future use.

Download iflq:pse

Creare un gruppo SVM S3

Nella scheda Groups (gruppi) delle impostazioni SVM S3, aggiungere un nuovo gruppo con l'utente creato in
precedenza e le autorizzazioni FullAccess.

47



Add group

NAME

demo_s3_group

USERS

demo_s3 user x

POLICIES

FullAccess x

Creare bucket SVM S3

Passare alla sezione benne e fare clic sul pulsante "+Aggiungi".
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= [ ONTAP System Manager

DASHBOARD Buckets

INSIGHTS +~d
STORAGE

Overview

Volumes

LUNs

Consistency groups
NVMe namespaces

Shares

Buckets

Qtrees
Quotas
Storage VMs
Tiers

Immettere un nome, una capacita e deselezionare la casella di controllo "Abilita accesso a ListBucket...",
quindi fare clic sul pulsante "altre opzioni".




Add bucket

NAME

bucket

CAPACITY

100@”&3 v|

|:| Enable ListBucket access for all users on the storage VM “svm_demo®.

Enabling this will allow users to access the bucket.

fMore options

Nella sezione "altre opzioni" selezionare la casella di controllo attiva versione e fare clic sul pulsante "Salva".
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Add bucket

NAME

‘ bucket

FOLDER (OPTIONAL)

Specify the folder to map to this bucket. Know more

CAPACITY

‘ 100

[ | Use for tiering

If you select this option, the system will try to select low-cost media with optimal performance for the tiered data.

. Enable versioning

Versioning-enabled buckets allow you to recover objects that were accidentally deleted or overwritten. After versioning is enabled, it can't be
disabled. However, you can suspend versioning.

PERFORMANCE SERVICE LEVEL

Extreme

Not sure?

Ripetere il processo e creare un secondo bucket senza attivare il controllo delle versioni. Immettere un nome
con la stessa capacita del bucket uno e deselezionare la casella di controllo "Abilita accesso a ListBucket...",
quindi fare clic sul pulsante "Salva".
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Add bucket

NAME

ontap-dummy

CAPACITY

1OOHHGiB v|

|:| Enable ListBucket access for all users on the storage VM "svm_demo”,

Enabling this will allow users to access the bucket.

Di Rafael Guedes e Aron Klein

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID

Preparazione di StorageGRID

Continuando la configurazione per questa demo, creeremo un tenant, un utente, un gruppo di sicurezza, una
policy di gruppo e un bucket.

Creare il tenant

Passare alla scheda "inquilini" e fare clic sul pulsante "Crea"
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= N NetApp | StorageGRID Grid Manager

DASHBOARD

ALERTS @ ¥ Te n a n tS

NODES

TENANTS

™ v

CONFIGURATION
Name @ % Logical spaceused @ & Quota utilization @ % Quota @ 2 Objectcount @ 2 Signin/Copy URL @

MAINTENANCE

SUPPORT

No tenants found

Inserire i dettagli del tenant che fornisce il nome del tenant, selezionare S3 per il tipo di client e non € richiesta
alcuna quota. Non & necessario selezionare i servizi della piattaforma o consentire la selezione S3. Se lo si
sceglie, € possibile scegliere di utilizzare la propria fonte di identita. Impostare la password principale e fare
clic sul pulsante Finish (fine).

Fare clic sul nome del tenant per visualizzare i dettagli del tenant. In seguito sara necessario I'lID tenant,
quindi copiarlo. Fare clic sul pulsante Accedi. In questo modo si accede al portale tenant. Salvare 'URL per

uso futuro.

View information for each tenant account. Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view more recent values, select the
tenant name
Name @ 2 Logical spaceused @ = Quota utilization @ = Quota @ = Objectcount @ = Sign in/Copy URL @
ANt ¢ 0 bytes 0 = [E]
)
1

In questo modo si accede al portale tenant. Salvare 'URL per uso futuro e immettere le credenziali dell’'utente
root.
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ure | 192.168.0.80/7a

C A No
Q@ LabStatus @ PowerControls @ Accounts

StorageGRIDi Tenant Manager
Recent Optional v
Account ID 27041610751165610501
Username root

NetApp

Password | seeese g

Sign in

Creare l'utente

Accedere alla scheda utenti e creare un nuovo utente.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A U Sers

My access keys
ew local and federated users. Edit properties and group membership of local users.

Buckets
Platform services endpoints 1 user m

ACCESS MANAGEMENT A

Groups
Users
Username = FullName 3 Denied 3 Type =
Identity federation
Root Local
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Enter user credentials

Create a new local user and configure user access.
Fullname @

Demo S3 User

Username @

demo_s3_user

Password

Confirm password

Deny access

Do you want to prevent this user from signing in regardless of assigned group permissions?

Ora che il nuovo utente & stato creato, fare clic sul nome dell’utente per aprire i dettagli dell’'utente.

Copiare I'ID utente dal’URL da utilizzare in un secondo momento.
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A Notsecure | hips://192.168.0.80/ui/#/users/ebc132e2-cfc3-42c0-3445-3b4465cb523c

@ PowerControls @ Accounts m clusterl-mgmt @ cluster2-mgmt @ Blus XP

etApp | StorageGRID Tenant Manager

Demo S3 User

~
Overview
Full name: @ Demo S3 User /'
endpoints
Username: @ demo_s3_user
EMENT A
User type: @ Local
Denied access: @ Yes
Access mode: @ No Groups
Group membership: @ None
Password Access [r\r Access keys Groups

Change password

Change this user's password.

Per creare i tasti S3, fare clic sul nome utente.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD
STORAGE (S3) A U S e rS
My access keys
View local and federated users. Edit properties and group membership of local users
Buckets

Platform services endpoints 2users m

ACCESS MANAGEMENT A

Groups.
Users
Username S FullName 32 Denied 3 Type =
Identity federation
Root Local
m L\ user Demo S3 User v Local

Selezionare la scheda "tasti di accesso" e fare clic sul pulsante "Crea chiave". Non & necessario impostare
un’ora di scadenza. Scaricare i S3 tasti in quanto non possono essere richiamati una volta chiusa la finestra.
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Create access key

@ Choose expiration time a Download access key

Download access key

To save the keys for future reference, select Download .csv, or copy and paste the values to another location.

0 You will not be able to view the Access key ID or Secret access key after you close this dialog.

Access key ID

TCT7L1IXSMIOS091E86TR @j

Secret access key

RIJNCSN5SFX9RSWgFdj6SQ7wMrfRZYuSbQLANQTOC rD

o}, Download .csv Finish

Creare il gruppo di protezione

Andare alla pagina gruppi e creare un nuovo gruppo.
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Create group

° Choose a group type @ Manage permissions @ Set S3 group policy @

Choose a group type @

Create a new local group or import a group from the external identity source.

Local group Federated group

Create local groups to assign permissions to any local users you defined in StorageGRID.
Display name

Demo S3 Group

Unique name @

demo_s3_group

Cancel Continue

Y,

Impostare le autorizzazioni del gruppo su sola lettura. Si tratta delle autorizzazioni dell’'interfaccia utente
tenant, non delle autorizzazioni S3.
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@ Choose a group type - . e Manage permissions -

Manage group permissions

Select an access mode for this group and select one or more permissions.

Access mode @

Select whether users can change settings and perform operations or whether they can only view settings and features.

Read-write @ Read-only

Group permissions @

Select the permissions you want to assign to this group.

Root access

Allows users to access all administration features. Root access permission supersedes all other permissions.

Manage all buckets Manage endpoints Manage your own S3
credentials

Allows users to change settings of Allows users to configure

all S3 buckets (or Swift endpoints for platform services. Allows users to create and delete

containers) in this account. their own S3 access keys.

pre"‘OUS m

Le autorizzazioni S3 sono controllate con i criteri di gruppo (criteri IAM). Impostare il criterio di gruppo su
personalizzato e incollare il criterio json nella casella. Questo criterio consente agli utenti di questo gruppo di
elencare i bucket del tenant ed eseguire qualsiasi operazione S3 nel bucket denominato "bucket" o
sottocartelle nel bucket denominato "bucket".
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"Statement": |

{

"Effect": "Allow",

"Action": "s3:ListAllMyBuckets",

"Resource": "arn:aws:s3:::*"
by
{

"Effect": "Allow",

"Action": "s3:*",

"Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]
}

Create group

Choose a group type - Manage permissions ——— Set S3group policy ———— it
g g 4 -

Set S3 group policy @

An S3 group policy controls user access permissions to specific specific S3 resources, including buckets. Non-root users have no access
by default.

No S3 Access

"Effect": "Allow",
Read Only Access "Action": "s3:ListAlIMyBuckets",

"Resource": "arn:aws:s3:::
Full Access h

@ Custom "Effect": "Allow",

"Action": "s3:"",
"Resource": ["arn:aws:s3:::bucket”,"arn:aws:s3:::bucket !|

(o]
v

B m

Infine, aggiungere I'utente al gruppo e terminare.
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Create group

@ Choose agrouptype ——— @ Manage permissions ——— @ Set S3 group policy ——— o Mdumm

Add users

Select local users to add to the group Demo S$3 Group.

Username 3 FullName % Denied S
demo_s3_user Demo S3 User v
Previous Create group

Creare due bucket

Passare alla scheda bucket e fare clic sul pulsante Crea bucket.

= N NetApp | StorageGRID Tenant Manager

DASHBOARD

STORAGE (S3) A B u C kets

My access keys
Create buckets and manage bucket settings

Buckets
Platform services endpoints 0 buckets Create |~(kﬂ

ACCESS MANAGEMENT A
Console [4

Groups

Users
Name 3 Region & ObjectCount @ % SpaceUsed @ 3 Date Created %

Identity federation

No buckets found

Create bucket

Definire il nome del bucket e la regione.
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Create bucket

. M ge object settings
o Enter details "‘( =l

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

bucket]

Region @

us-east-1 v

In questo primo bucket abilitare la versione.

Create bucket

@ Enter details ° hf?nége object settings

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

Previous Create iucket

Ora creare un secondo bucket senza abilitare il controllo delle versioni.
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Create bucket

- Manage object settings
° Enter details @ . . -

Enter bucket details

Enter the bucket's name and select the bucket's region.

Bucket name @

sp,dummy{

Region @

us-east-1 v

Non abilitare la versione in questo secondo bucket.

Create bucket

@ Enter details a N‘la..nlajg‘e BUJRCL Bt

Manage object settings

Object versioning

Enable object versioning if you want to store every version of each object in this bucket. You can then retrieve previous versions of an

object as needed.

Enable object versioning

_‘-hc reate bucket

Di Rafael Guedes e Aron Klein
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Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID

Compilare il bucket Source (origine)

Consente di inserire alcuni oggetti nel bucket ONTAP di origine. Utilizzeremo S3Browser per questa demo, ma
puoi usare qualsiasi strumento che ti trovi a tuo agio.

Utilizzando le chiavi S3 dell’'utente ONTAP create in precedenza, configurare S3Browser per la connessione al
sistema ONTAP.
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| Add New Account - O X

© AddNewAccount online help
i

Enter new account details and click Add new account

Display name:

IBucket (onginal and post-migration) I

Assign any name to your account

Account type:

[ S3 Compatible Storage -
Choose the storage you want to work with. Default is Amazon S3 Storage

1 REST Endpoint:

[s3portal.demo.netapp.com:8080

Specify S3-compatible AP| endpoint It can be found in storage documentation. Example: rest server.com:8080

Access Key ID:
|3TVPI142JGESY7FV2KCO

Required to sign the requests you send to Amazon S3, see more details at hitps://s3browser.com/keys

Secret Access Key:

Required to sign the requests you send to Amazon S3, see more details at https://s3browser.com/keys

[[] Encrypt Access Keys with a password:

Tum this option on if you want to protect your Access Keys with a master password.

[[] Use secure transfer (SSL/TLS)
If checked. all communications with the storage will go through encrypted SSL/TLS channel

< Addndjsccount | (@ Cancel

4 advanced settings..

Ora permette di caricare alcuni file nel bucket abilitato per la versione.



S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) S
g 9 B e 7

Accounts Buckets Files Bookmark Tools UpgradetoPro! Help

T

New bucket &8 Add external bucket == Refresh Path: | /
=

----- {__| ontap-dummy

Name Size - Type LastModified Storage Class

B (st
m Upload folder(s)

QUP"”G -I | Download % Delete m New Folder E& Refresh
g

Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Task Size %  Progress Status Speed
E S3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (oniginal and post-migration) ) .
[ open X
| T " > ThisPC > Downloads v O Search Downloads Pl
Organize v New folder v @ @
‘ Downloads # # Name i Date modified Type Size
Documents # [ ] 9141P1_q imagetgz 3/22/20241:225AM  TGZFile 2,641,058 KB
[&] Pictures  # clusterl_demo_s3_user_s3_user.bt 3/23/202411:04PM  Text Document 1KB
[ This PC cluster1_svm_demo_s3_details (1).txt 3/23/202411:03PM  Text Document 1KB
—j ——— cluster]_svm_demo_s3_details.bt 3/23/202411:01PM  Text Document 1KB
9 8 his.exe 3/22/20241:24AM  Application 2121KB
&8 Cloud Storage o [ hotfix-install-11.6.0.14 3/23/202411:55AM 14 File 717,506 KB
I Desktop 7/18/20206:39PM  Shortcut 2K8
putty
Documents ¢l s3browser-11-6-7.exe 3/23/202412:36 PM  Application 9,807 KB
Jl Downloads
D Music
(&= Pictures
B videos
‘is Local Disk (C:)
v
: e
File name: | "s3browselemo_s3_user_s3_user.bt” cluster_svm_demo_s3_details (1).b¢" “cluster]_svm_demo_s3_details.bd" "hfs.exe" "putty” v|
| Open I l Cancel J

66




[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) EERE l‘
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
s New bucket & Add external bucket %2 Refresh Path:
i t;l ontap-dummy Name Size Type LastModified Storage Class
' (_1 _ clusterl_dem.. 157 bytes Text Document 3/23/2024 11:23.25PM  STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM STANDARD
; clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
[ putty exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
[1hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM STANDARD
é Upload ~ Download Delete @ New Folder ' bf?f«' Refresh
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
Ora permette di creare alcune versioni di oggetti nel bucket.
Eliminare un file.
Qf:E‘»u:‘:&:“f_—::ff ersion (for non-commercial use o - Bucket (original and post-migration = % 1‘ %
Accounts  Buckets Files Bookmarks Tools UpgradetoPro! Help
5 New bucket & Add external bucket 42 Refresh Path:
{;x ontap-dummy Name Size - Type Last Modified Storage Class
{2 bucket E clusterl_dem... 157 bytes TextDocument  3/23/2024 11:23:25PM STANDARD
=l clusterl_svm... 211 bytes Text Document 3/23/2024 11:23:25PM STANDARD
=l clusterl_svm.. 211bytes Text Document 3/23/2024 11:23:25PM  STANDARD
¥ putty. exe 834.05KB Application 3/23/2024 11:23:25PM  STANDARD
(i hfs.exe 207MB Application 3/23/2024 11:23:25PM  STANDARD
[#5s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM  STANDARD
Confirm File Delete
3\ ) Are you sure to delete ‘putty.exe’?
Upload ~ Download Delete @ New Folde 0
" & *
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog 5
o
Task Size %  Progress Status — I,,\;

Caricare un file gia esistente nel bucket per copiare il file su se stesso e crearne una nuova versione.



& s3Brow

53 Open X
1 & > ThisPC > Downloads v &  Search Downloads P
. Storage Class
Organize ¥ New folder v [N e
L 1 STANDARD
~ n -
& Downloads Name Date modified Type Size W STANDARD
El * M . - > £A1 LR ¥ W STANDARD
] Documents | | 9141P1_g_image.tgz TGZ File 2,641,058 KB
= pi 3 , W STANDARD
[&=] Pictures * || cluster]_demo_s3_user_s3_user.bt Text Document 1KB
[ cluster! d 3_details (1).bt Text D 1KB i ISTANDARD
X cluster1_svm_demo_s: ails (1) ext Document X
& This PC sl e ‘ .
. || clusterl_svm_demo_s3_details.bdt Text Document 1KB
3D Objects
#8 hfs.exe Application 2,121KB
2" Cloud Storage o 3 Sy - -
B 9 | hotfix-install-11.6.0.14 4File
[ Desktop P putty Shortcut
|s| Documents ¢y s3browser-11-6-7.exe Application
JL Downloads
D Music
[&=] Pictures
B videos
‘wa Local Disk (C:)
v
File name: | hfs.exe v
n — AS -2
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
&2 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (original and post-migration) = ™ - =] b2
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
o New bucket ofs Add external bucket £2 Refresh patr:[ /| /28713
] ontap-dummy Name Sze Type LastModified Storage Class
{2 bucket [ clusterl_dem.. 157bytes TextDocument  3/23/2024 11:2325PM STANDARD
" clusterl_svm.. 211bytes TextDocument 3/23/2024 11:2325PM  STANDARD
“ clusterl_svm... 211bytes TextDocument 3/23/2024 11:23:25PM  STANDARD
hfs exe 207MB Application 3/23/2024 11:23:36 PM  STANDARD
[#s3browser-11.. 958 MB Application 3/23/2024 11:23:26 PM  STANDARD
é‘\lplcadv Download oeite (] New Folder ‘ z S fies (11,63 M5) 3nd O Fokiers
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key B o B - " LastModified - ETag Size Storage Class T Owner " Versionld i
[ cluster1_demo_s3_user_s3_user.t
revision # 1 (current) 3/23/2024 11:23:25 PM acf4c9543e97ef3678b2b6ed6able 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMjQTMDAWL.
[7] cluster1_svm_demo_s3_details (1)txt
revision #: 1 (current) 3/23/2024 11:23:25 PM 407753b646abcfef19fde 71 eefb 504 211 bytes STANDARD Unknown (Unknown) NDgOMjQTMDAw.
[ cluster1_svm_demo_s3_details tt
revision #: 1 (current) 3/23/2024 11:23:25 PM 17d20651856f480a587af39%feccc10e2 211 bytes STANDARD Unknown (Unknown) NTU2NzIOMDAWL.
[ hfs.exe
revision #: 2 (current) 3/23/2024 11:23:36 PM 9e8557e98ed1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) NzQ1OTE4MDAwW.
revision # 1 N 3/23/2024 11:23:25 PM 9e8557¢98ed1269372f0ace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAwLn.
[Eputty exe )
revision # 2 (deleted) 3/23) 2331PM Unknown (Unknown) NjMzMDAWMC52
revision # 1 3/23/2024 11:223:25PM 54cb91395cdaad9d47882533c21fc0e9d 834.05KB STANDARD Unknown (Unknown) NzE2NzEyMDAWL.
[Fs3browser-11-6-7.exe
revision # 1 (current) 3/23/2024 11:23:26 PM 2e36b97054782962d6937¢5df082f0-2 958 MB STANDARD Unknown (Unknown) NDY20DcwMDEu.

Stabilire la relazione di replica

Consente di iniziare a inviare dati da ONTAP a StorageGRID.

In Gestione di sistema di ONTAP, selezionare "protezione/Panoramica". Scorri verso il basso fino a "Archivio
oggetti cloud", quindi fai clic sul pulsante "Aggiungi" e seleziona "StorageGRID".
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= [PIONTAP System Manager Search actions, objects, and pages Q Qo ©

Lets you select specific volumes for protection if you Lets you select which volumes you want to be backed up ‘ Lets you protect a consistency group with a zero
DASHBOARD e don't need to protect entire storage VMs. to a cloud destination. ‘ recovery time objective.

INSIGHTS
(@ Netapp SnapCenter software simplifies backup, restore, and clone management for the applications hosted across ONTAP enabled platforms. Use NetApp SnapCenter for application-consistent

STORAGE

NETWORK

Bucket protection
SnapMirror (local or remote)
PROTECTION | 2 of the 2 buckets aren't protected.

EVENTS & JOBS

Relationships Back up to cloud
2 of the 2 buckets aren't backed up to the cloud.
HOSTS

CLUSTER

Protect buckets

Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

(—%SmrageGRlD o
Il oness

aws Amazon S3 o

=
{5 others plicate data or metadata to the cloud target. A valid data container must be created with the object store provider. This assumes that the user has valid
bject store provider to access the data bucket.

+add v

Inserisci le informazioni StorageGRID fornendo un nome, uno stile URL (per questa demo useremo gli URL
Path-styl). Impostare 'ambito dell’archivio oggetti su "Storage VM".

Add cloud object store

NAME

sgws_demo

URL STYLE

Path-style URL

OBJECT STORE SCOPE

O Cluster O Storage VM

USE BY o

O SnapMirror O ONTAP S3 SnapMirror

SERVER NAME (FQDN)

192.168.0.80

Se si utilizza SSL, impostare la porta dell’endpoint del bilanciamento del carico e copiarla nel certificato




dell’endpoint StorageGRID. Altrimenti deselezionare la casella SSL e immettere la porta del’endpoint HTTP
qui.

Immettere i tasti S3 dell’'utente StorageGRID e il nome del bucket dalla configurazione StorageGRID riportata
sopra per la destinazione.

ACCESS KEY

7CT7L1IX5MIOS5091E86TR

SECRET KEY

L P e L T

CONTAINER NAME ()

bucketl

Network for cloud object store

NODE IP ADDRESS SUBNET MASK BROADCAST DOMAIN GATEWAY

onPrem-01 192.168.0.113 24 Default 192.168.0.1

[ ] use HTTP proxy

Una volta configurata una destinazione, & possibile configurare le impostazioni dei criteri per la destinazione.
Espandere "Impostazioni criteri locali" e selezionare "continuo".

Pl ONTAP System Manager Search actions, objects, and pages

Back up to cloud
DASHBOARD 2 of the 2 buckets aren't backed up to the cloud.

INSIGHTS
STORAGE

NETWORK

EVENTS & JORS Lets you select specific buckets for setting up SnapMirror protection to either an ONTAP destination or a cloud destination.

PROTECTION

~ Local policy settings @
Relationships
HOSTS

Protection policies = Snapshot policies =2 Schedules
CLUSTER

Applicable when this cluster is the destination Applicable when this cluster is the source or wh...

A0,5,10, 15,20, 25, 30, 35, 40, 45, 50, and 55 minutes past the
hour, every he

At minutes past the hour, every hour 3 Schedules
No schedules 3 Schedules AL12:15 AM, 06:15 AM, 12:15 PM and 06:15 PM, every day

s AL0215 AM, 10:15 AM and 0:15 PM, every day

o M AL, 102030 40 3 it st e o, vy b

Modificare il criterio continuo e modificare I'obiettivo del punto di ripristino da "1 ore" a "3 secondi".




Policies protect

Protection policies

Policy type

Continuous (Al

Continuous Policy for S3 bucket mirroring. Continuous Cluster

THROTTLE RECOVERY POINT OBJECTIVE
Unlimited 1 Hours

Ora possiamo configurare SnapMirror per replicare il bucket.

SnapMirror create -source-path sv_demo: /Bucket/bucket -destination-path sgws_demo: /Objstore -policy
Continuous

@ clusterl-mgmt

Il bucket mostrera ora un simbolo di nuvola nell’elenco bucket sotto protezione.
Buckets

Lifecycle rules  Capacity (available | total)

0 100 Gi8 100 Gi8

0 100 Gi8 100 Gi8

Se si seleziona il bucket e si passa alla scheda "SnapMirror (ONTAP o Cloud)", verra visualizzato lo stato di
spedizione SnapMirror.
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bucket

ru SnapMirror (ONTAP or cloud)

Destination Relationship health State

sgws_demo:/objstore

© Healthy © Mirrored

| dettagli della replica

Ora disponiamo di un bucket di replica con successo da ONTAP a StorageGRID. Ma che cosa si replica? La
nostra fonte e la nostra destinazione sono entrambi bucket in versione. Anche le versioni precedenti vengono
replicate nella destinazione? Se guardiamo al nostro bucket StorageGRID con S3Browser vediamo che le
versioni esistenti non sono state replicate e 'oggetto eliminato non esiste, né un marcatore di eliminazione per
quell’oggetto. L'oggetto duplicato ha solo la versione 1 nel bucket StorageGRID.

[ 53 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp] - =] X
Accounts  Buckets Files Bookmarks Tools UpgradetoPro!  Help

& New bucket & Add extemal bucket 2 Refresh path:[ 7 |

/8 Y05
bucket Name Size Type LastModified Storage Class
i sg-dummy cluster]_dem.. 157bytes TextDocument  3/24/2024 121353 AM  STANDARD
cluster]_svm.. 211bytes TextDocument  3/24/2024 121353AM  STANDARD
cluster]_svm... 211bytes TextDocument  3/24/2024 121353 AM  STANDARD
W 207MB 3/24/2024 12:1353 AM | STANDARD
W s3brdser-11.. 958MB Application 3/24/2024 121353AM  STANDARD
Upload ~ Download Delet 1| New Folder ., Refresh
ploa g Download | gp Delete [ 2] NewFolder |, Refre

Tasks(1) Permissions Headers Tags Properiies Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe

() copy
Key LastModified ETag

Size Storage Class Owner
[¥lhfs.exe

Version Id
revision #: 1 (current) 3/24/2024 121353 AM "9e8557e98ed1269372ff0ace91d63477" 207MB STANDARD tenant_demo (27041610751...  NjUSRDhCNDItRT.

Nel bucket ONTAP, si aggiunge una nuova versione allo stesso oggetto utilizzato in precedenza e si osserva
come viene replicata.
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[ 53 Browser 11.6.7 - Free Version (for I use only) - Bucks i and p

7 - 8 X
w 2
Accounts Buckets Files Bookmarks Tools UpgradetoPro! Help
45 New bucket s Add extemal bucket £ Refresh path [ / | /B0 703
] ontap-dummy Name Sze Type LastModified Storage Class
& bucket clusterl_dem.. 157bytes TextDocument  3/23/2024 11:23:25PM  STANDARD
7 cluster_svm.. 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
cluster]_svm... 211bytes TextDocument  3/23/2024 11:2325PM  STANDARD
[ putty.exe 83405KB Application 3/23/2024 11:2325PM  STANDARD
[Ehfs exe 207MB Application 3/24/2024 121452 AM - STANDARD
[@s3browser-11.. 958MB Application 3/23/2024 11:2326 PM STANDARD
4 Uplosd - ownload Delete L‘@Nm Folder |, Refresh O ALl w0 ey
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://bucket.s3portal.demo.netapp.com:8080/ [ copy
Key LastModified ETag Size Storage Class Owner Versionld
cluster]_demo_s3_user_s3_user
revision #: 1 (current) 3/23/2024 112325 PM acf4c9543e97ef3678b2bGedba60e 1bc 157 bytes STANDARD Unknown (Unknown) MzgOMQTMDAWL
cluster!_svm_demo_s3_details (1)
revision # 1 (current) 3/23/2024 11:2325PM 407753b646a6cfef19fde71eefS4 211bytes STANDARD Unknown (Unknown) NDgOMQIMDAW.
cluster!_svm_demo_s3_details txt
revision #: 1 (current) 3/23/2024 11:2325PM 17d206518561480a587af3%feccc10e2 211bytes STANDARD Unknown (Unknown) NTU2NzZIOMDAWL
[hfs exe
revision # 3 curent)
revision|, ;2 3/23/2024 112336 PM 9e8557€982d1269372ff0ace91d63477 207MB STANDARD Unknown (Unknown) NzQ10TE4MDAW.
revision #: 1 3/23/2024 11:2325PM 9e8557698ed1269372Mace91d63477 207MB STANDARD Unknown (Unknown) Njk20DI3MDAWLN.
[@putty.exe
revision #: 1 (curent) 3/23/2024 11:2325PM 54cb91395¢cdaad9dd7882533c21c0e9 83405KB STANDARD Unknown (Unknown) NzE2NZEyMDAWL.
[Es3browser-11-67.exe
revision #: 1 (current) 3/23/2024 11:2326 PM 2e36/b970514782962d6937c5df08210-2 958MB STANDARD Unknown (Unknown) NDY20DcwMDEU

Se guardiamo al lato StorageGRID vediamo che ¢ stata creata anche una nuova versione in questo bucket,
ma manca la versione iniziale da prima della relazione SnapMirror.

[ 3 Browser 11.6.7 - Free Version (for non-commercial use only) - Bucket (Migration Temp)

—
w 2
Accounts  Buckets Files Bookmarks Tools UpgradetoPro!  Help
o New bucket s Add external bucket 2 Refresh path: [/ | w /08
£ bucket Name sze Type LastModified Storage Class
&l sg-dummy clusterl_dem... 157bytes TextDocument  3/24/2024 121353AM  STANDARD
 clusterl_svm.. 211bytes TextDocument  3/24/2024121353AM  STANDARD
7 cluster]_svm... 211bytes TextDocument  3/24/2024 121353AM  STANDARD
[Eputty.exe 83405KB Application 3/24/2024 121428 AM  STANDARD
[Ehfs exe 207MB Application 3/24/2024 121456 AM  STANDARD
[Es3browser-11.. 953MB Application 3/24/2024 121353AM  STANDARD
4 Upload + | g Download | g Delte @ NewFolder ||, Refresh 108 (20708)
Tasks (1) Permissions Headers Tags Properties Preview Versions Eventlog
URL:  http://192.168.0.80:8080/bucket/hfs.exe [P
Key L LastModified ETag Size Storage Class Owner Version Id
[¥7hfs.exe
31242024 12:14:56 AM *928557e98ed1269372f0ace9 1k LTAM 207MB STANDARD tenant_demo (27041610751 OEMR]YANDgIRT.
revision # 1 3/24/2024 121353 AM "9¢8557e98ed1269372f0ace9 | iRLNEM STANDARD tenant_demo (27041610751... | NjUSRDhCNDIRT.

Questo perché il processo di ONTAP SnapMirror S3 replica solo la versione corrente dell’'oggetto. Ecco perché
abbiamo creato un bucket di versione sul lato StorageGRID per essere la destinazione. In questo modo
StorageGRID pud mantenere una cronologia delle versioni degli oggetti.

Di Rafael Guedes e Aron Klein

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID
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Migrare S3 chiavi

Per una migrazione, la maggior parte del tempo si desidera migrare le credenziali per gli utenti invece di
generare nuove credenziali sul lato di destinazione. StorageGRID fornisce api per consentire I'importazione di

S3 chiavi per un utente.

Accedendo all'interfaccia utente di gestione di StorageGRID (non all'interfaccia utente di gestione tenant),
aprire la pagina dello swap della documentazione API.

Q @~ ZARootv

= N NetApp | StorageGRID Grid Manager

DASHBOARD Documentation Center

wers @ Dashboard S

NODES
About
Available Storage @

TENANTS
[ Overall st

CONFIGURATION

MAINTENANCE

Espandere la sezione "account", selezionare "POST /grid/account-enable-S3-key-import", fare clic sul pulsante
"prova", quindi fare clic sul pulsante "Esegui".

accounts Operations on accounts

; SR Enables the Import S3 Credentials feature on this node. Warning: Enabling this feature allows Grid Manager users with Change Tenant Root Password permission o
/grid/account-enable-s3-key-import ;o fyll access to tenant data. This feature should be disabled immediately after use

Parameters

No parameters

T |

Ora scorri verso il basso ancora sotto "Accounts"” fino a "POST /grid/accounts/{id}/users/{user_id}/S3-access-
keys"

Qui € dove stiamo andando inserire I'ID del inquilino e I'ID dell’account utente che abbiamo raccolto in
precedenza. Compilare i campi e le chiavi del nostro utente ONTAP nella casella json. E possibile impostare la
scadenza delle chiavi, o rimuovere il ", "expires": 123456789" e fare clic su execute.
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m /grid/accounts/{id}/users/{user_id}/s3-access-keys Imports S3 credentials for a given user in a tenant account

Parameters
Name Description
Id * required
string ID of Storage Tenant Account
(path)

27041610751165610501
user_id " reauired
string ID of user in tenant account
(path)

ebc132e2-cfc3-42c0-a445-3b4465cb523c
body * e

Edit Value Model

(body)

{
"accessKey": “3TVPI142)GE3Y7FV2KCO",
"secretAccessKey™: "75a1QqKBU4quA132twI4g41CaGg5PP30OncyOsPES™

Una volta completate tutte le importazioni della chiave utente, disabilitare la funzione di importazione della
chiave in "account" "POST /grid/account-disable-S3-key-import"

m /grid/account-disable-s3-key-import Disables the Import S3 Credentials feature on this node. a

Parameters can‘iel

No parameters

Responses Response content type I application/json v ]

Se guardiamo I'account utente nell’interfaccia utente del gestore tenant, possiamo vedere che & stata aggiunta
la nuova chiave.
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Users > Demo S3 User

Overview
Full name: @ Demo S3 User /'
Username: @ demo_s3_user
User type: @ Local
Denied access: @ Yes
Access mode: @ Read-only
Group membership: @ Demo S3 Group
Password Access Access keys Groups

Manage access keys

Add or delete access keys for this user.

AccesskeylD = Expirationtime $

--------------- 86TR None

................ m None

Il taglio finale

Se l'intenzione €& quella di avere un bucket a replica perpetua da ONTAP a StorageGRID, puoi finire qui. Se si
tratta di una migrazione da ONTAP S3 a StorageGRID, allora € il momento di mettervi fine e tagliare.

In Gestione di sistema di ONTAP, modificare il gruppo S3 e impostarlo su "ReadOnlyAccess". In questo modo
gli utenti non potranno piu scrivere nel bucket ONTAP S3.
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Edit group

NAME

demo_s3_group

USERS

demo_s3_user x

POLICIES

ReadOnlyAccess x

Tutto cio che resta da fare € configurare il DNS in modo che punti dal cluster ONTAP all’endpoint
StorageGRID. Assicurarsi che il certificato dell’endpoint sia corretto e, se sono necessarie richieste di stile
ospitate virtuali, aggiungere i nomi di dominio del’endpoint in StorageGRID
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Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of S3 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3.example.com,

s3.example.co.uk, s3-east.example.com

Endpoint 1 s3portal.demo.netapp.com +

| client dovranno attendere la scadenza del TTL o scaricare il DNS per risolvere il problema nel nuovo sistema
in modo da poter verificare che tutto funzioni. Resta solo ripulire le chiavi S3 temporanee iniziali utilizzate per
verificare I'accesso ai dati StorageGRID (NON alle chiavi importate), rimuovere le relazioni SnapMirror e
rimuovere i dati ONTAP.

Di Rafael Guedes e Aron Klein
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