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Guide alle funzionalità del prodotto

Raggiungimento di un RPO pari a zero con StorageGRID:
Una guida completa alla replica multisito

Questo rapporto tecnico fornisce una guida completa all’implementazione di strategie di
replica StorageGRID per raggiungere un Recovery Point Objective (RPO) pari a zero in
caso di guasto del sito. Il documento descrive in dettaglio varie opzioni di distribuzione
per StorageGRID, tra cui la replica sincrona multi-sito e la replica asincrona multi-griglia.
Spiega come configurare le policy StorageGRID Information Lifecycle Management (ILM)
per garantire la durabilità e la disponibilità dei dati in più sedi. Inoltre, il rapporto affronta
considerazioni sulle prestazioni, scenari di errore e processi di ripristino per garantire la
continuità delle operazioni dei clienti. L’obiettivo di questo documento è fornire
informazioni per garantire che i dati rimangano accessibili e coerenti, anche in caso di un
guasto completo del sito, sfruttando tecniche di replica sia sincrona che asincrona.

Panoramica di StorageGRID

NetApp StorageGRID è un sistema storage basato su oggetti che supporta l’API Amazon Simple Storage
Service (Amazon S3) standard di settore.

StorageGRID offre un namespace singolo in siti multipli con livelli di servizio variabili determinati da policy di
Information Lifecycle Management (ILM). Grazie a queste policy sul ciclo di vita puoi ottimizzare la
collocazione dei tuoi dati durante tutto il loro ciclo di vita.

StorageGRID garantisce durata e disponibilità configurabili dei tuoi dati in soluzioni locali e geodistribuito. Che i
tuoi dati siano in locale o in un cloud pubblico, i flussi di lavoro cloud ibridi integrati consentono alla tua azienda
di sfruttare servizi cloud come Amazon Simple Notification Service (Amazon SNS), Google Cloud, Microsoft
Azure Blob, Amazon S3 Glacier, Elasticsearch e molti altri.

Scala StorageGRID

Una distribuzione StorageGRID minima è composta da un nodo di amministrazione e 3 nodi di archiviazione in
un unico sito. Una singola griglia può crescere fino a 220 nodi. StorageGRID può essere distribuito come un
singolo sito o esteso a 16 siti.

Il nodo Admin contiene l’interfaccia di gestione, un punto centrale per le metriche e la registrazione e gestisce
la configurazione dei componenti StorageGRID . Il nodo Admin contiene anche un bilanciatore del carico
integrato per l’accesso all’API S3.

StorageGRID può essere distribuito solo come software, come appliance per macchine virtuali VMware o
come appliance appositamente progettate.

Un nodo di archiviazione può essere distribuito come:

• Un nodo solo metadati che massimizza il conteggio degli oggetti

• Un nodo di archiviazione di soli oggetti che massimizza lo spazio degli oggetti

• Un nodo combinato di metadati e archiviazione di oggetti che aggiunge sia il conteggio degli oggetti che lo
spazio degli oggetti
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Ogni nodo di archiviazione può raggiungere una capacità di archiviazione di oggetti di diversi petabyte,
consentendo un singolo namespace di centinaia di petabyte. StorageGRID fornisce anche un bilanciatore del
carico integrato per le operazioni API S3 denominato nodo gateway.

StorageGRID è costituito da una raccolta di nodi posizionati in una topologia di sito. Un sito in StorageGRID
può essere una posizione fisica unica oppure risiedere in una posizione fisica condivisa come altri siti nella
griglia come costrutto logico. Un sito StorageGRID non dovrebbe estendersi su più sedi fisiche. Un sito
rappresenta un’infrastruttura di rete locale (LAN) condivisa e un dominio di errore.

StorageGRID e domini di errore

StorageGRID contiene diversi livelli di domini di errore da prendere in considerazione per decidere come
progettare la soluzione, come archiviare i dati e dove archiviare i dati per mitigare i rischi di guasti.

• Livello griglia - Una griglia costituita da più siti può presentare guasti o isolamento del sito e i siti accessibili
possono continuare a funzionare come rete.

• Livello sito - i guasti all’interno di un sito possono influire sulle operazioni del sito, ma non sul resto della
griglia.

• Livello nodo - il guasto di Un nodo non influisce sul funzionamento del sito.

• Livello disco - un guasto del disco non influisce sul funzionamento del nodo.

Dati e metadati di oggetti

Con lo storage a oggetti, l’unità di storage è un oggetto, piuttosto che un file o un blocco. A differenza della
gerarchia ad albero di un file system o di uno storage a blocchi, lo storage a oggetti organizza i dati in un
layout piatto e non strutturato. Lo storage a oggetti separa la posizione fisica dei dati dal metodo utilizzato per
memorizzare e recuperare tali dati.

Ogni oggetto in un sistema di storage basato su oggetti ha due parti: Dati oggetto e metadati oggetto.
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• I dati oggetto rappresentano i dati sottostanti effettivi, ad esempio una fotografia, un filmato o una cartella
clinica.

• I metadati degli oggetti sono informazioni che descrivono un oggetto.

StorageGRID utilizza i metadati degli oggetti per tenere traccia delle posizioni di tutti gli oggetti nella griglia e
gestire il ciclo di vita di ciascun oggetto nel tempo.

I metadati dell’oggetto includono informazioni come:

• Metadati di sistema, tra cui un ID univoco per ciascun oggetto, il nome dell’oggetto, il nome del bucket S3,
il nome o l’ID dell’account tenant, la dimensione logica dell’oggetto, la data e l’ora in cui l’oggetto è stato
creato per la prima volta e la data e l’ora dell’ultima modifica dell’oggetto.

• Posizione di archiviazione corrente della copia replicata o del frammento con codice di cancellazione di
ciascun oggetto.

• Qualsiasi coppia di valori chiave metadati utente personalizzata associata all’oggetto.

• Per gli oggetti S3, qualsiasi coppia chiave-valore tag oggetto associata all’oggetto

• Per oggetti segmentati e oggetti multiparte, identificatori di segmento e dimensioni dei dati.

I metadati degli oggetti sono personalizzabili ed espandibili, il che lo rende flessibile per l’utilizzo da parte delle
applicazioni. Per informazioni dettagliate su come e dove StorageGRID archivia i metadati degli oggetti,
visitare il sito "Gestire lo storage dei metadati degli oggetti".

Il sistema Information Lifecycle management (ILM) di StorageGRID viene utilizzato per orchestrare il
posizionamento, la durata e il comportamento di acquisizione per tutti i dati degli oggetti nel sistema
StorageGRID. Le regole ILM determinano il modo in cui StorageGRID archivia gli oggetti nel tempo utilizzando
repliche degli oggetti o erasure coding dell’oggetto nei nodi e nei siti. Questo sistema ILM è responsabile della
coerenza dei dati degli oggetti all’interno di una griglia.

Erasure coding

StorageGRID offre la possibilità di cancellare i dati del codice a livello di nodo e a livello di unità. Con gli
apparecchi StorageGRID cancelliamo tramite codice i dati memorizzati su ciascun nodo su tutte le unità
presenti nel nodo, garantendo protezione locale contro guasti di più dischi che causano perdite o interruzioni di
dati. Le ricostruzioni in seguito a guasti delle unità sono locali al nodo e non richiedono la replica dei dati sulla
rete.

Inoltre, gli apparecchi StorageGRID utilizzano schemi di codifica di cancellazione per archiviare i dati degli
oggetti nei nodi all’interno di un sito o distribuiti su 3 o più siti nel sistema StorageGRID tramite le regole ILM di
StorageGRID che proteggono dai guasti dei nodi.

La codifica di cancellazione fornisce un layout di archiviazione resiliente ai guasti dei nodi e dei siti con un
overhead inferiore rispetto alla replica. Tutti gli schemi di codifica di cancellazione StorageGRID possono
essere implementati in un singolo sito, a condizione che venga raggiunto il numero minimo di nodi necessari
per archiviare i blocchi di dati. Ciò significa che per uno schema EC 4+2 devono essere disponibili almeno 6
nodi per ricevere i dati.
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Coerenza dei metadati

In StorageGRID, i metadati vengono generalmente archiviati con tre repliche per sito, per garantire coerenza e
disponibilità. Questa ridondanza contribuisce a mantenere l’integrità e l’accessibilità dei dati anche in caso di
errore.

La coerenza predefinita è definita a livello di griglia. Gli utenti possono modificare la coerenza a livello del
bucket in qualsiasi momento.

Le opzioni di coerenza delle benne disponibili in StorageGRID sono:

• Tutti: Offre il massimo livello di coerenza. Tutti i nodi nella griglia ricevono i dati immediatamente, altrimenti
la richiesta non riesce.

• Forte-globale:

◦ Legacy Strong Global: garantisce la coerenza di lettura e scrittura per tutte le richieste dei clienti su
tutti i siti.

▪ Questo è il comportamento predefinito per tutti i sistemi aggiornati dalla versione 11.9 o precedente
alla versione 12.0 senza passare manualmente al nuovo Quorum Strong Global.

◦ Quorum Strong-global: garantisce la coerenza di lettura e scrittura per tutte le richieste dei client su
tutti i siti. Offre coerenza per più nodi o persino in caso di errore del sito se è possibile raggiungere il
quorum di replica dei metadati.

▪ Questo è il comportamento predefinito per tutti i sistemi appena installati alla versione 12.0 o
successiva.

▪ La coerenza del QUORUM è definita come un quorum di repliche di metadati del nodo di
archiviazione, in cui ogni sito ha 3 repliche di metadati. Può essere calcolato come segue:
1+((N*3)/2) dove N è il numero totale di siti

▪ Ad esempio, è necessario effettuare almeno 5 repliche da una griglia a 3 siti, con un massimo di 3
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repliche all’interno di un sito.

• Strong-Site: Garantisce la coerenza di lettura dopo scrittura per tutte le richieste dei client all’interno di un
sito.

• Read-after-new-write(default): Fornisce coerenza lettura-dopo-scrittura per nuovi oggetti ed eventuale
coerenza per gli aggiornamenti degli oggetti. Offre alta disponibilità e garanzie di protezione dei dati.
Consigliato per la maggior parte dei casi.

• Available: Fornisce una coerenza finale sia per i nuovi oggetti che per gli aggiornamenti degli oggetti. Per i
bucket S3, utilizzare solo se necessario (ad esempio, per un bucket che contiene valori di log che vengono
raramente letti o per operazioni HEAD o GET su chiavi che non esistono). Non supportato per i bucket S3
FabricPool.

Coerenza dei dati degli oggetti

Mentre i metadati vengono replicati automaticamente all’interno e tra i siti, spetta a te prendere decisioni sul
posizionamento dello storage dei dati a oggetti. I dati degli oggetti possono essere memorizzati in repliche
all’interno e tra i siti, con erasure coding all’interno o tra i siti, o in una combinazione o repliche e schemi di
storage con erasure coding. Le regole ILM possono essere applicate a tutti gli oggetti o filtrate per applicarsi
solo a determinati oggetti, bucket o tenant. Le regole ILM definiscono il modo in cui gli oggetti vengono
memorizzati, le repliche e/o il erasure coding, la durata della memorizzazione degli oggetti in tali posizioni, se il
numero di repliche o lo schema di erasure coding deve cambiare o se le posizioni devono cambiare nel tempo.

Ogni regola ILM verrà configurata con uno dei tre comportamenti di acquisizione per la protezione degli
oggetti: Dual commit, balanced o Strict.

L’opzione di doppio commit eseguirà immediatamente due copie su due nodi di archiviazione diversi nella
griglia e restituirà al client la richiesta di esito positivo. La selezione del nodo verrà tentata all’interno del sito
della richiesta, ma in alcune circostanze potrebbe utilizzare nodi di un altro sito. L’oggetto viene aggiunto alla
coda ILM per essere valutato e posizionato in base alle regole ILM.

L’opzione bilanciata valuta immediatamente l’oggetto in base alla policy ILM e lo posiziona in modo sincrono
prima di restituire la richiesta di esito positivo al client. Se la regola ILM non può essere rispettata
immediatamente a causa di un’interruzione o di uno spazio di archiviazione inadeguato per soddisfare i
requisiti di posizionamento, verrà utilizzato il doppio commit. Una volta risolto il problema, ILM posizionerà
automaticamente l’oggetto in base alla regola definita.

L’opzione strict valuta immediatamente l’oggetto in base alla policy ILM e lo posiziona in modo sincrono prima
di restituire la richiesta di esito positivo al client. Se la regola ILM non può essere soddisfatta immediatamente
a causa di un’interruzione o di uno spazio di archiviazione inadeguato per soddisfare i requisiti di
posizionamento, la richiesta non andrà a buon fine e il client dovrà riprovare.

Bilanciamento del carico

StorageGRID può essere implementato con accesso client tramite i nodi gateway integrati, un bilanciatore di
carico esterno di 3e parti, round robin DNS o direttamente in un nodo storage. È possibile implementare diversi
nodi di gateway in un sito e configurarli in gruppi a disponibilità elevata per offrire failover e failback automatici
in caso di black-out di un nodo di gateway. È possibile combinare metodi di bilanciamento del carico in una
soluzione per fornire un unico punto di accesso per tutti i siti in una soluzione.

Per impostazione predefinita, i nodi gateway bilanciano il carico tra i nodi di archiviazione nel sito in cui risiede
il nodo gateway. StorageGRID può essere configurato per consentire ai nodi gateway di bilanciare il carico
utilizzando nodi provenienti da più siti. Questa configurazione aggiungerebbe la latenza tra quei siti alla latenza
di risposta alle richieste del client. Questa impostazione dovrebbe essere configurata solo se la latenza totale è
accettabile per i client.
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È possibile garantire un RTO pari a zero combinando il bilanciamento del carico locale e globale. Per garantire
un accesso client ininterrotto è necessario bilanciare il carico delle richieste client. Una soluzione StorageGRID
può contenere molti nodi gateway e gruppi ad alta disponibilità in ogni sito. Per garantire un accesso
ininterrotto ai client in qualsiasi sito, anche in caso di guasto del sito, è necessario configurare una soluzione di
bilanciamento del carico esterno in combinazione con i nodi StorageGRID Gateway. Configurare gruppi ad alta
disponibilità del nodo Gateway che gestiscono il carico all’interno di ciascun sito e utilizzare il bilanciatore del
carico esterno per bilanciare il carico tra i gruppi ad alta disponibilità. Il bilanciatore del carico esterno deve
essere configurato per eseguire un controllo dello stato di integrità per garantire che le richieste vengano
inviate solo ai siti operativi. Per ulteriori informazioni sul bilanciamento del carico con StorageGRID ,
consultare "Report tecnico per il bilanciamento del carico di StorageGRID".

Requisiti per Zero RPO con StorageGRID

Per raggiungere l’obiettivo RPO (Recovery Point Objective) zero in un sistema storage a oggetti, è
fondamentale che al momento del guasto:

• Sia i metadati che i contenuti degli oggetti sono sincronizzati e considerati coerenti

• I contenuti degli oggetti rimangono accessibili nonostante il guasto.

Per una distribuzione multi-sito, Quorum Strong Global è il modello di coerenza preferito per garantire che i
metadati siano sincronizzati su tutti i siti, rendendolo essenziale per soddisfare il requisito RPO zero.

Gli oggetti nel sistema di archiviazione vengono archiviati in base alle regole di Information Lifecycle
Management (ILM), che stabiliscono come e dove i dati vengono archiviati durante il loro ciclo di vita. Per la
replica sincrona, è possibile prendere in considerazione l’esecuzione rigorosa o l’esecuzione bilanciata.

• Per un RPO pari a zero è necessaria un’esecuzione rigorosa di queste regole ILM, in quanto assicura che
gli oggetti vengano posizionati nelle posizioni definite senza alcun ritardo o fallback, mantenendo la
disponibilità e la coerenza dei dati.

• Il comportamento di acquisizione ILM di StorageGRID offre un equilibrio tra alta disponibilità e resilienza,
consentendo agli utenti di continuare ad acquisire i dati anche in caso di guasto del sito.

Implementazioni sincrone in siti multipli

Soluzioni multi-sito: StorageGRID consente di replicare oggetti su più siti all’interno della griglia in modo
sincrono. Impostando regole di Information Lifecycle Management (ILM) con comportamento bilanciato o
rigoroso, gli oggetti vengono posizionati immediatamente nelle posizioni specificate. Anche la configurazione
del livello di coerenza del bucket su Quorum Strong Global garantirà la replica sincrona dei metadati.
StorageGRID utilizza un singolo namespace globale, memorizzando le posizioni di posizionamento degli
oggetti come metadati, in modo che ogni nodo sappia dove si trovano tutte le copie o i pezzi codificati per la
cancellazione. Se un oggetto non può essere recuperato dal sito in cui è stata effettuata la richiesta, verrà
recuperato automaticamente da un sito remoto senza bisogno di procedure di failover.

Una volta risolto il problema, non è necessario alcun intervento di failback manuale. Le performance di replica
dipendono dal sito con il throughput di rete più basso, la latenza più alta e le performance più basse. Le
prestazioni di un sito si basano sul numero di nodi, sul numero di core della CPU e sulla velocità, sulla
memoria, sulla quantità di unità e sui tipi di unità.

Soluzioni multi-grid: StorageGRID è in grado di replicare tenant, utenti e bucket tra più sistemi StorageGRID
utilizzando la replica cross-grid (CGR, Cross-Grid Replication). CGR può estendere i dati selezionati a più di
16 siti, aumentare la capacità utilizzabile dell’archivio di oggetti e fornire il disaster recovery. La replica dei
bucket con CGR include oggetti, versioni degli oggetti e metadati e può essere bidirezionale o unidirezionale.
L’RPO (Recovery Point Objective) dipende dalle prestazioni di ogni sistema StorageGRID e dalle connessioni
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di rete tra di essi.

Sommario:

• La replica intra-grid include una replica sincrona e asincrona, configurabile tramite comportamento di
acquisizione ILM e controllo della coerenza dei metadati.

• La replica inter-grid è solo asincrona.

Distribuzione multisito Single Grid

Negli scenari seguenti, le soluzioni StorageGRID sono configurate con un bilanciatore del carico esterno
opzionale che gestisce le richieste ai gruppi ad alta disponibilità del bilanciatore del carico integrato. In questo
modo si otterrà un RTO pari a zero, oltre a un RPO pari a zero. ILM è configurato con protezione di ingestione
bilanciata per il posizionamento sincrono. Ogni bucket è configurato con la versione Quorum del modello di
coerenza Strong Global per griglie di 3 o più siti e con la versione Legacy del modello di coerenza Strong
Global per 2 siti.

Scenario 1:

In una soluzione StorageGRID a due siti, sono presenti almeno due repliche di ogni oggetto e 6 repliche di tutti
i metadati. In caso di ripristino dopo un errore, gli aggiornamenti dall’interruzione verranno sincronizzati
automaticamente con il sito/nodi ripristinati. Con solo 2 siti, è improbabile che si riesca a raggiungere un RPO
pari a zero in scenari di guasto che vanno oltre la perdita completa del sito.
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Scenario 2:

In una soluzione StorageGRID di tre o più siti, sono presenti almeno 3 repliche o 3 blocchi EC di ogni oggetto
e 9 repliche di tutti i metadati. In caso di ripristino dopo un errore, gli aggiornamenti dall’interruzione verranno
sincronizzati automaticamente con il sito/nodi ripristinati. Con tre o più siti è possibile raggiungere un RPO pari
a zero.
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Scenari di guasti su più siti

Guasto Risultato a 2 siti + Legacy

Strong Global

3 o più siti risultato + Quorum

Strong Global

Guasto al disco a nodo singolo Ogni appliance utilizza gruppi di
dischi multipli e può sostenere
almeno 1 dischi per gruppo di
guasti senza interruzioni o perdita
di dati.

Ogni appliance utilizza gruppi di
dischi multipli e può sostenere
almeno 1 dischi per gruppo di
guasti senza interruzioni o perdita
di dati.

Guasto a un singolo nodo in un sito Nessuna interruzione delle
operazioni o perdita di dati.

Nessuna interruzione delle
operazioni o perdita di dati.

Guasto a più nodi in un solo sito Interruzione delle operazioni dei
client dirette a questo sito senza
perdita di dati.

Le operazioni dirette all’altro sito
rimangono senza interruzioni e non
perdono dati.

Le operazioni vengono dirette a
tutti gli altri siti mantenendo
interruzioni e senza perdita di dati.
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Guasto Risultato a 2 siti + Legacy

Strong Global

3 o più siti risultato + Quorum

Strong Global

Guasto a nodo singolo in più siti Nessuna interruzione o perdita di
dati se:

• Esiste almeno una copia
replicata nella griglia

• Nella griglia sono presenti
frammenti EC sufficienti

Operazioni interrotte e rischio di
perdita di dati se:

• Non esistono copie replicate

• Presenza di mandrini EC
insufficienti

Nessuna interruzione o perdita di
dati se:

• Esiste almeno una singola
copia replicata nella griglia

• Nella griglia sono presenti
frammenti EC sufficienti

Operazioni interrotte e rischio di
perdita di dati se:

• Non esistono copie replicate

• Non esistono chucks EC
sufficienti per recuperare
l’oggetto

Guasto a un singolo sito Alcune operazioni del client
verranno interrotte finché il
problema non verrà risolto. Le
operazioni GET e HEAD
continueranno senza interruzioni.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore.

Nessuna interruzione delle
operazioni o perdita di dati.

Guasti a un singolo sito e a un nodo
singolo

Alcune operazioni del client
verranno interrotte finché il
problema non verrà risolto. Le
operazioni HEAD continueranno
senza interruzioni. Le operazioni
GET continueranno senza
interruzioni se esiste una copia
replicata o un numero sufficiente di
blocchi EC. Ridurre la coerenza del
bucket a lettura dopo nuova
scrittura o inferiore per continuare
le operazioni senza interruzioni in
questo stato di errore.

Nessuna interruzione delle
operazioni o perdita di dati.
Possibile perdita di dati a seconda
del numero di copie replicate. La
codifica Local Erasure può
impedire la perdita di dati.
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Guasto Risultato a 2 siti + Legacy

Strong Global

3 o più siti risultato + Quorum

Strong Global

Singolo sito più un nodo da ciascun
sito rimanente

Esistono solo due siti. Vedere:
Singolo sito più un singolo nodo.

Le operazioni verranno interrotte
se non sarà possibile raggiungere il
quorum della replica dei metadati.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore. Possibile
perdita di dati per guasto
permanente a seconda del numero
di copie replicate. La codifica Local
Erasure può impedire la perdita di
dati.

Guasto multi-sito Non rimangono siti operativi. I dati
andranno persi se almeno un sito
non potrà essere recuperato nella
sua interezza.

Le operazioni verranno interrotte
se non sarà possibile raggiungere il
quorum della replica dei metadati.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore. Possibile
perdita di dati per guasto
permanente se non rimangono
sufficienti blocchi codificati per la
cancellazione. La codifica di
cancellazione locale o le copie
replicate possono impedire la
perdita di dati.

Isolamento della rete di un sito le operazioni del client saranno
interrotte finché il problema non
sarà risolto. Ridurre la coerenza
del bucket a lettura dopo nuova
scrittura o inferiore per continuare
le operazioni senza interruzioni in
questo stato di errore. Nessuna
perdita di dati

Le operazioni saranno interrotte
per il sito isolato, ma non si
verificherà alcuna perdita di dati.
Ridurre la coerenza del bucket a
lettura dopo nuova scrittura o
inferiore per continuare le
operazioni senza interruzioni in
questo stato di errore. Nessuna
interruzione delle operazioni nei siti
rimanenti e nessuna perdita di dati.

Distribuzione multi-sito multi-grid

Per aggiungere un ulteriore livello di ridondanza, questo scenario impiegherà due cluster StorageGRID e
utilizzerà la replica tra griglie per mantenerli sincronizzati. Per questa soluzione, ogni cluster StorageGRID
avrà tre siti. Due siti saranno utilizzati per l’archiviazione degli oggetti e dei metadati, mentre il terzo sito sarà
utilizzato esclusivamente per i metadati. Entrambi i sistemi saranno configurati con una regola ILM bilanciata
per archiviare in modo sincrono gli oggetti utilizzando la codifica di cancellazione in ciascuno dei due siti dati. I
bucket saranno configurati con il modello di coerenza globale Quorum Strong. Ogni griglia sarà configurata
con replica bidirezionale tra griglie su ogni bucket. Ciò garantisce la replicazione asincrona tra le regioni.
Facoltativamente, è possibile implementare un bilanciatore del carico globale per gestire le richieste ai gruppi
ad alta disponibilità del bilanciatore del carico integrato di entrambi i sistemi StorageGRID per ottenere un
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RPO pari a zero.

La soluzione utilizzerà quattro posizioni equamente suddivise in due regioni. La regione 1 conterrà i 2 siti di
memorizzazione della griglia 1 come griglia primaria della regione e il sito di metadati della griglia 2. La regione
2 conterrà i 2 siti di memorizzazione della griglia 2 come griglia primaria della regione e il sito di metadati della
griglia 1. In ogni regione la stessa posizione può ospitare il sito di archiviazione della griglia primaria della
regione e il sito di sola metadati della griglia delle altre regioni. L’utilizzo dei soli nodi di metadati come il terzo
sito fornirà la coerenza richiesta per i metadati, non duplicando lo storage degli oggetti in tale posizione.

Questa soluzione con quattro ubicazioni separate offre ridondanza completa di due sistemi StorageGRID
separati che mantengono un RPO di 0 e sfrutteranno sia la replica sincrona multi-sito che la replica asincrona
multi-grid. È possibile guastare qualsiasi sito mantenendo operazioni client senza interruzioni su entrambi i
sistemi StorageGRID.

Questa soluzione prevede quattro copie sottoposte a erasure coding per ciascun oggetto e 18 repliche di tutti i
metadati. Ciò consente più scenari di errore senza impatto sulle operazioni dei client. In caso di errore, gli
aggiornamenti del ripristino dal black-out verranno sincronizzati automaticamente con il sito/i nodi guasti.

Scenari di guasto multisito e multi-grid

Guasto Risultato

Guasto al disco a nodo singolo Ogni appliance utilizza gruppi di dischi multipli e può
sostenere almeno 1 dischi per gruppo di guasti senza
interruzioni o perdita di dati.

Guasto a un singolo nodo in un sito in un grid Nessuna interruzione delle operazioni o perdita di
dati.

Guasto a un singolo nodo in un sito in ciascun grid Nessuna interruzione delle operazioni o perdita di
dati.
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Guasto Risultato

Guasto di più nodi in un sito in una griglia Nessuna interruzione delle operazioni o perdita di
dati.

Guasto a più nodi in un sito in ciascun grid Nessuna interruzione delle operazioni o perdita di
dati.

Guasto a un singolo nodo in più siti in un grid Nessuna interruzione delle operazioni o perdita di
dati.

Guasto a un singolo nodo in più siti in ciascun grid Nessuna interruzione delle operazioni o perdita di
dati.

Guasto a un singolo sito in una griglia Nessuna interruzione delle operazioni o perdita di
dati.

Guasto a un singolo sito in ciascun grid Nessuna interruzione delle operazioni o perdita di
dati.

Guasti a un singolo sito e a un nodo in un grid Nessuna interruzione delle operazioni o perdita di
dati.

Singolo sito più un nodo da ciascun sito rimanente in
un singolo grid

Nessuna interruzione delle operazioni o perdita di
dati.

Errore di singola posizione Nessuna interruzione delle operazioni o perdita di
dati.

Errore di singola posizione in ciascuna griglia DC1 e
DC3

Le operazioni verranno interrotte fino a quando il
guasto non verrà risolto o la coerenza del bucket non
verrà ridotta; ogni grid avrà perso 2 siti

Tutti i dati sono ancora presenti in 2 postazioni

Errore di singola posizione in ciascuna griglia DC1 e
DC4 o DC2 e DC3

Nessuna interruzione delle operazioni o perdita di
dati.

Errore di singola posizione in ciascuna griglia DC2 e
DC4

Nessuna interruzione delle operazioni o perdita di
dati.

Isolamento della rete di un sito Le operazioni per il sito isolato verranno interrotte, ma
nessun dato andrà perso

Nessuna interruzione delle operazioni nei siti
rimanenti o perdita di dati.

Conclusione

L’obiettivo di zero recovery point objective (RPO) con StorageGRID è un obiettivo critico per garantire la
conservazione e la disponibilità dei dati in caso di guasti del sito. Sfruttando le solide strategie di replica di
StorageGRID, tra cui la replica sincrona multisito e la replica asincrona multi-grid, le organizzazioni possono
mantenere operazioni ininterrotte dei client e garantire la coerenza dei dati in più posizioni. L’implementazione
delle policy ILM (Information Lifecycle Management) e l’utilizzo di nodi basati solo sui metadati migliorano
ulteriormente la resilienza e le prestazioni del sistema. Con StorageGRID, le aziende possono gestire con
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sicurezza i propri dati, sapendo che rimangono accessibili e coerenti anche in caso di complessi scenari di
guasto. Questo approccio completo alla gestione e alla replica dei dati sottolinea l’importanza di una
pianificazione e di un’esecuzione meticolose per il raggiungimento di un RPO pari a zero e la salvaguardia di
informazioni preziose.

Creazione di un pool di storage cloud per AWS o Google
Cloud

È possibile utilizzare un pool di storage cloud se si desidera spostare gli oggetti
StorageGRID in un bucket S3 esterno. Il bucket esterno può appartenere ad Amazon S3
(AWS) o Google Cloud.

Di cosa hai bisogno

• StorageGRID 11.6 è stato configurato.

• Hai già configurato un bucket S3 esterno su AWS o Google Cloud.

Fasi

1. In Grid Manager, selezionare ILM > Storage Pools.

2. Nella sezione Cloud Storage Pools della pagina, selezionare Create.

Viene visualizzata la finestra a comparsa Create Cloud Storage Pool (Crea pool di storage cloud).

3. Inserire un nome visualizzato.

4. Selezionare Amazon S3 dall’elenco a discesa Provider Type (tipo di provider).

Questo tipo di provider funziona per AWS S3 o Google Cloud.

5. Immettere l’URI per il bucket S3 da utilizzare per il Cloud Storage Pool.

Sono consentiti due formati:

https://host:port

http://host:port

6. Immettere il nome del bucket S3.

Il nome specificato deve corrispondere esattamente al nome del bucket S3; in caso contrario, la creazione
del pool di storage cloud non riesce. Non è possibile modificare questo valore dopo il salvataggio del Cloud
Storage Pool.

7. Se si desidera, inserire l’ID della chiave di accesso e la chiave di accesso segreta.

8. Selezionare non verificare certificato dall’elenco a discesa.

9. Fare clic su Save (Salva).

Risultato previsto

Verificare che sia stato creato un Cloud Storage Pool per Amazon S3 o Google Cloud.

Di Jonathan Wong
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Creazione di un pool di storage cloud per lo storage Azure
Blob

È possibile utilizzare un pool di storage cloud se si desidera spostare gli oggetti
StorageGRID in un container Azure esterno.

Di cosa hai bisogno

• StorageGRID 11.6 è stato configurato.

• Hai già configurato un container Azure esterno.

Fasi

1. In Grid Manager, selezionare ILM > Storage Pools.

2. Nella sezione Cloud Storage Pools della pagina, selezionare Create.

Viene visualizzata la finestra a comparsa Create Cloud Storage Pool (Crea pool di storage cloud).

3. Inserire un nome visualizzato.

4. Selezionare Azure Blob Storage dall’elenco a discesa Provider Type (tipo di provider).

5. Immettere l’URI per il bucket S3 da utilizzare per il Cloud Storage Pool.

Sono consentiti due formati:

https://host:port

http://host:port

6. Immettere il nome del container Azure.

Il nome specificato deve corrispondere esattamente al nome del container Azure; in caso contrario, la
creazione del pool di storage cloud non riesce. Non è possibile modificare questo valore dopo il
salvataggio del Cloud Storage Pool.

7. Facoltativamente, inserire il nome account associato al container Azure e la chiave account per
l’autenticazione.

8. Selezionare non verificare certificato dall’elenco a discesa.

9. Fare clic su Save (Salva).

Risultato previsto

Verificare che sia stato creato un pool di storage cloud per Azure Blob Storage.

Di Jonathan Wong

Utilizza un pool di storage cloud per il backup

È possibile creare una regola ILM per spostare gli oggetti in un Cloud Storage Pool per il
backup.

Di cosa hai bisogno
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• StorageGRID 11.6 è stato configurato.

• Hai già configurato un container Azure esterno.

Fasi

1. In Grid Manager, selezionare ILM > Rules > Create.

2. Inserire una descrizione.

3. Inserire un criterio per attivare la regola.

4. Fare clic su Avanti.

5. Replicare l’oggetto nei nodi di storage.

6. Aggiungere una regola di posizionamento.

7. Replicare l’oggetto nel Cloud Storage Pool

8. Fare clic su Avanti.

9. Fare clic su Save (Salva).

Risultato previsto

Verificare che il diagramma di conservazione mostri gli oggetti memorizzati localmente in StorageGRID e in un
pool di storage cloud per il backup.

Verificare che, quando viene attivata la regola ILM, esista una copia nel Cloud Storage Pool ed è possibile
recuperare l’oggetto localmente senza eseguire un ripristino dell’oggetto.

Di Jonathan Wong

Configurare il servizio di integrazione della ricerca
StorageGRID

Questa guida fornisce istruzioni dettagliate per la configurazione del servizio di
integrazione della ricerca NetApp StorageGRID con il servizio Amazon OpenSearch o
Elasticsearch on-premise.

Introduzione

StorageGRID supporta tre tipi di servizi di piattaforma.

• Replica di StorageGRID CloudMirror. Eseguire il mirroring di oggetti specifici da un bucket StorageGRID
a una destinazione esterna specificata.

• Notifiche. Notifiche di eventi per bucket per inviare notifiche su azioni specifiche eseguite su oggetti a un
servizio Amazon Simple Notification Service (Amazon SNS) esterno specificato.

• Ricerca servizio di integrazione. Inviare metadati di oggetti Simple Storage Service (S3) a un indice
Elasticsearch specificato, in cui è possibile cercare o analizzare i metadati utilizzando il servizio esterno.

I servizi della piattaforma vengono configurati dal tenant S3 tramite l’interfaccia utente di Tenant Manager. Per
ulteriori informazioni, vedere "Considerazioni sull’utilizzo dei servizi della piattaforma".

Il presente documento costituisce un’integrazione di "Guida al tenant di StorageGRID 11.6" inoltre, fornisce
istruzioni dettagliate ed esempi per la configurazione di endpoint e bucket per i servizi di integrazione della
ricerca. Le istruzioni di configurazione di Amazon Web Services (AWS) o on-premise Elasticsearch qui incluse
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sono esclusivamente a scopo dimostrativo o di test di base.

Gli utenti devono avere familiarità con Grid Manager, il tenant manager, e avere accesso al browser S3 per
eseguire operazioni di caricamento (PUT) e download (GET) di base per il test di integrazione della ricerca
StorageGRID.

Creare tenant e abilitare i servizi della piattaforma

1. Creare un tenant S3 utilizzando Grid Manager, immettere un nome visualizzato e selezionare il protocollo
S3.

2. Nella pagina Permission, selezionare l’opzione Allow Platform Services (Consenti servizi piattaforma). Se
necessario, selezionare altre autorizzazioni.

3. Impostare la password iniziale dell’utente root tenant oppure, se l’opzione identifica federazione è attivata
sulla griglia, selezionare il gruppo federated che dispone dell’autorizzazione di accesso root per
configurare l’account tenant.

4. Fare clic su Accedi come root e selezionare bucket: Crea e gestisci bucket.

Viene visualizzata la pagina del tenant manager.

5. Da Tenant Manager, selezionare My Access Keys (chiavi di accesso personali) per creare e scaricare la
chiave di accesso S3 per i test successivi.

Cerca servizi di integrazione con Amazon OpenSearch

Configurazione del servizio Amazon OpenSearch (precedentemente chiamato Elasticsearch)

Utilizzare questa procedura per una configurazione rapida e semplice del servizio OpenSearch solo a scopo di
test/demo. Se si utilizza on-premise Elasticsearch per i servizi di integrazione della ricerca, consultare la
sezione Cerca servizi di integrazione con Elasticsearch on premise.

Per iscriversi al servizio OpenSearch, è necessario disporre di un account di accesso alla
console AWS valido, di una chiave di accesso, di una chiave di accesso segreta e
dell’autorizzazione.

1. Creare un nuovo dominio utilizzando le istruzioni fornite da "Guida introduttiva al servizio AWS
OpenSearch", ad eccezione di:
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◦ Fase 4. Nome di dominio: Sgdemo

◦ Fase 10. Controllo degli accessi dettagliato: Deselezionare l’opzione Enable fine-Grained Access
Control (attiva controllo degli accessi con grana fine).

◦ Fase 12. Access policy (criterio di accesso): Selezionare Configure Level Access Policy (Configura
policy di accesso a livello), selezionare la scheda JSON per modificare la policy di accesso utilizzando
il seguente esempio:

▪ Sostituire il testo evidenziato con il proprio ID AWS Identity and Access Management (IAM) e il
proprio nome utente.

▪ Sostituire il testo evidenziato (l’indirizzo IP) con l’indirizzo IP pubblico del computer locale utilizzato
per accedere alla console AWS.

▪ Aprire una scheda del browser in "https://checkip.amazonaws.com" Per trovare l’IP pubblico.

{

    "Version": "2012-10-17",

    "Statement": [

        {

        "Effect": "Allow",

        "Principal":

        {"AWS": "arn:aws:iam:: nnnnnn:user/xyzabc"},

        "Action": "es:*",

        "Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

        },

        {

        "Effect": "Allow",

        "Principal": {"AWS": "*"},

        "Action": [

        "es:ESHttp*"

                ],

        "Condition": {

            "IpAddress": {

                "aws:SourceIp": [ "nnn.nnn.nn.n/nn"

                    ]

                }

        },

        "Resource": "arn:aws:es:us-east-1:nnnnnn:domain/sgdemo/*"

        }

    ]

}
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2. Attendere da 15 a 20 minuti per attivare il dominio.

3. Fare clic su OpenSearch Dashboards URL (URL dashboard OpenSearch) per aprire il dominio in una
nuova scheda e accedere alla dashboard. Se viene visualizzato un errore di accesso negato, verificare che
l’indirizzo IP di origine del criterio di accesso sia impostato correttamente sull’IP pubblico del computer per
consentire l’accesso alla dashboard del dominio.

4. Nella pagina di benvenuto della dashboard, selezionare Esplora da solo. Dal menu, selezionare
Management (Gestione) → Dev Tools (Strumenti di sviluppo)

5. In Strumenti di sviluppo → Console , immettere PUT <index> Dove si utilizza l’indice per memorizzare i
metadati degli oggetti StorageGRID. Nell’esempio seguente viene utilizzato il nome dell’indice
"sgmetadata". Fare clic sul piccolo simbolo del triangolo per eseguire IL comando PUT. Il risultato previsto
viene visualizzato sul pannello di destra, come mostrato nella seguente schermata di esempio.

6. Verificare che l’indice sia visibile dall’interfaccia utente di Amazon OpenSearch in sgdomain > indici.
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Configurazione degli endpoint dei servizi della piattaforma

Per configurare gli endpoint dei servizi della piattaforma, attenersi alla seguente procedura:

1. In Tenant Manager, andare a STORAGE(S3) > Platform Services Endpoint.

2. Fare clic su Create Endpoint (Crea endpoint), immettere quanto segue, quindi fare clic su Continue
(continua):

◦ Esempio di nome visualizzato aws-opensearch

◦ L’endpoint di dominio nella schermata di esempio nella fase 2 della procedura precedente nel campo
URI.

◦ Il dominio ARN utilizzato nella fase 2 della procedura precedente nel campo URN e aggiungere
/<index>/_doc Alla fine di ARN.

In questo esempio, URN diventa arn:aws:es:us-east-1:211234567890:domain/sgdemo
/sgmedata/_doc.

21



3. Per accedere a Amazon OpenSearch sgdomain, scegli Access Key come tipo di autenticazione, quindi
inserisci la chiave di accesso Amazon S3 e la chiave segreta. Per passare alla pagina successiva, fare clic
su Continue (continua).
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4. Per verificare l’endpoint, selezionare Use Operating System CA Certificate and Test (Usa certificato CA del
sistema operativo e test) e Create Endpoint (Crea endpoint). Se la verifica ha esito positivo, viene
visualizzata una schermata dell’endpoint simile alla seguente figura. Se la verifica non riesce, verificare
che l’URN includa /<index>/_doc Alla fine del percorso, la chiave di accesso AWS e la chiave segreta
sono corrette.

Cerca servizi di integrazione con Elasticsearch on premise

Configurazione di Elasticsearch on premise

Questa procedura è per una rapida configurazione di on premise Elasticsearch e Kibana utilizzando docker
solo a scopo di test. Se il server Elasticsearch e Kibana esiste già, passare alla fase 5.
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1. Seguire questa procedura "Procedura di installazione di Docker" per installare docker. Utilizziamo il
"Procedura di installazione di CentOS Docker" in questa configurazione.

sudo yum install -y yum-utils

sudo yum-config-manager --add-repo

https://download.docker.com/linux/centos/docker-ce.repo

sudo yum install docker-ce docker-ce-cli containerd.io

sudo systemctl start docker

◦ Per avviare docker dopo il riavvio, immettere quanto segue:

sudo systemctl enable docker

◦ Impostare vm.max_map_count valore 262144:

sysctl -w vm.max_map_count=262144

◦ Per mantenere l’impostazione dopo il riavvio, immettere quanto segue:

echo 'vm.max_map_count=262144' >> /etc/sysctl.conf

2. Seguire la "Elasticsearch Guida introduttiva" Sezione autogestito per installare ed eseguire il docker
Elasticsearch e Kibana. In questo esempio, è stata installata la versione 8.1.

Annotare il nome utente/password e il token creati da Elasticsearch, necessari per avviare
l’autenticazione dell’interfaccia utente Kibana e dell’endpoint della piattaforma StorageGRID.
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3. Una volta avviato il container Kibana docker, viene visualizzato il link URL https://0.0.0.0:5601
viene visualizzato nella console. Sostituire 0.0.0.0 con l’indirizzo IP del server nell’URL.

4. Accedere all’interfaccia utente di Kibana utilizzando il nome utente elastic E la password generata da
Elastic nel passaggio precedente.

5. Per il primo accesso, nella pagina di benvenuto della dashboard, selezionare Esplora da solo. Dal menu,
selezionare Management (Gestione) > Dev Tools (Strumenti di sviluppo).

6. Nella schermata Console di Dev Tools, immettere PUT <index> Dove si utilizza questo indice per
memorizzare i metadati degli oggetti StorageGRID. Utilizziamo il nome dell’indice sgmetadata in questo
esempio. Fare clic sul piccolo simbolo del triangolo per eseguire IL comando PUT. Il risultato previsto viene
visualizzato sul pannello di destra, come mostrato nella seguente schermata di esempio.

Configurazione degli endpoint dei servizi della piattaforma

Per configurare gli endpoint per i servizi della piattaforma, attenersi alla seguente procedura:

1. In Tenant Manager, andare a STORAGE(S3) > Platform Services Endpoint

2. Fare clic su Create Endpoint (Crea endpoint), immettere quanto segue, quindi fare clic su Continue
(continua):

◦ Esempio di nome visualizzato: elasticsearch

◦ URI: https://<elasticsearch-server-ip or hostname>:9200

◦ URNA: urn:<something>:es:::<some-unique-text>/<index-name>/_doc Dove index-
name è il nome utilizzato sulla console Kibana. Esempio:
urn:local:es:::sgmd/sgmetadata/_doc
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3. Selezionare HTTP di base come tipo di autenticazione, quindi immettere il nome utente elastic E la
password generata dal processo di installazione di Elasticsearch. Per passare alla pagina successiva, fare
clic su Continue (continua).
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4. Selezionare non verificare certificato e test e Crea endpoint per verificare l’endpoint. Se la verifica ha esito
positivo, viene visualizzata una schermata dell’endpoint simile alla seguente schermata. Se la verifica non
riesce, verificare che le voci URN, URI e nome utente/password siano corrette.

Configurazione del servizio di integrazione della ricerca nel bucket

Una volta creato l’endpoint del servizio della piattaforma, il passaggio successivo consiste nel configurare
questo servizio a livello di bucket per inviare i metadati dell’oggetto all’endpoint definito ogni volta che un
oggetto viene creato, cancellato o i relativi metadati o tag vengono aggiornati.

È possibile configurare l’integrazione della ricerca utilizzando Tenant Manager per applicare un XML di
configurazione StorageGRID personalizzato a un bucket come segue:

1. In Tenant Manager, andare a STORAGE(S3) > Bucket

2. Fare clic su Create bucket (Crea bucket), inserire il nome del bucket (ad esempio, sgmetadata-test) e
accettare l’impostazione predefinita us-east-1 regione.

3. Fare clic su continua > Crea bucket.

4. Per visualizzare la pagina Panoramica del bucket, fare clic sul nome del bucket, quindi selezionare
Platform Services (servizi piattaforma).

5. Selezionare la finestra di dialogo Enable Search Integration (attiva integrazione ricerca). Nella casella XML
fornita, immettere il file XML di configurazione utilizzando questa sintassi.

L’URN evidenziato deve corrispondere all’endpoint dei servizi della piattaforma definito dall’utente. È
possibile aprire un’altra scheda del browser per accedere a Tenant Manager e copiare l’URN dall’endpoint
dei servizi della piattaforma definito.

In questo esempio, non abbiamo utilizzato alcun prefisso, il che significa che i metadati per ogni oggetto in
questo bucket vengono inviati all’endpoint Elasticsearch definito in precedenza.

28



<MetadataNotificationConfiguration>

    <Rule>

        <ID>Rule-1</ID>

        <Status>Enabled</Status>

        <Prefix></Prefix>

        <Destination>

            <Urn> urn:local:es:::sgmd/sgmetadata/_doc</Urn>

        </Destination>

    </Rule>

</MetadataNotificationConfiguration>

6. Utilizzare S3 browser per connettersi a StorageGRID con la chiave di accesso/segreto del tenant e
caricare gli oggetti di test in sgmetadata-test bucket e aggiunta di tag o metadati personalizzati agli
oggetti.

7. Utilizzare l’interfaccia utente di Kibana per verificare che i metadati dell’oggetto siano stati caricati
nell’indice di sgmetadata.

a. Dal menu, selezionare Management (Gestione) > Dev Tools (Strumenti di sviluppo).

b. Incollare la query di esempio nel pannello della console a sinistra e fare clic sul simbolo del triangolo
per eseguirla.

Il risultato dell’esempio di query 1 nella seguente schermata di esempio mostra quattro record. Questo
corrisponde al numero di oggetti nel bucket.
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GET sgmetadata/_search

{

    "query": {

        "match_all": { }

}

}

Il risultato dell’esempio di query 2 nella seguente schermata mostra due record con il tipo di tag jpg.
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GET sgmetadata/_search

{

    "query": {

        "match": {

            "tags.type": {

                "query" : "jpg" }

                }

            }

}

+
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Dove trovare ulteriori informazioni

Per ulteriori informazioni sulle informazioni descritte in questo documento, consultare i seguenti documenti e/o
siti Web:

• "Cosa sono i servizi della piattaforma"

• "Documentazione di StorageGRID 11.6"

Di Angela Cheng

Clone del nodo

Considerazioni e performance sui cloni dei nodi.

Considerazioni sui cloni dei nodi

Il clone del nodo può essere un metodo più rapido per sostituire i nodi appliance esistenti per un
aggiornamento tecnico, aumentare la capacità o aumentare le performance del sistema StorageGRID. Il clone
del nodo può essere utile anche per la conversione alla crittografia del nodo con un KMS o per la modifica di
un nodo di storage da DDP8 a DDP16.

• La capacità utilizzata del nodo di origine non è rilevante per il tempo richiesto per il completamento del
processo di clonazione. Il clone del nodo è una copia completa del nodo che include spazio libero nel
nodo.

• Le appliance di origine e di destinazione devono essere della stessa versione PGE

• Il nodo di destinazione deve avere sempre una capacità maggiore rispetto all’origine

◦ Assicurarsi che il nuovo dispositivo di destinazione abbia un disco di dimensioni maggiori rispetto a
quello di origine

◦ Se il dispositivo di destinazione dispone di unità delle stesse dimensioni ed è configurato per il DDP8, è
possibile configurare la destinazione per il DDP16. Se l’origine è già configurata per DDP16, non sarà
possibile clonare il nodo.

◦ Quando si passa dalle appliance SG5660 o SG5760 alle appliance SG6060, tenere presente che le
unità SG5x60 dispongono di 60 dischi di capacità, mentre le unità SG6060 ne hanno solo 58.

• Il processo di clonazione del nodo richiede che il nodo di origine sia offline nella griglia per tutta la durata
del processo di clonazione. Se un nodo aggiuntivo passa offline durante questo periodo di tempo, i servizi
client potrebbero risentire.

• 11,8 e soffietto: Un nodo storage può essere offline solo per 15 giorni. Se la stima del processo di cloning è
prossima a 15 giorni o supera i 15 giorni, utilizzare le procedure di espansione e decommissionamento.

◦ 11,9: Il limite di 15 giorni è stato rimosso.

• Per un SG6060 o SG6160 con shelf di espansione, è necessario aggiungere al tempo dell’appliance di
base il tempo necessario per le dimensioni corrette dello shelf, per ottenere l’intera durata del clone.

• Il numero di volumi in un dispositivo di storage di destinazione deve essere maggiore o uguale al numero
di volumi nel nodo di origine. Non è possibile clonare un nodo di origine con volumi di archivi di oggetti 16
(rangedb) in un’appliance di storage di destinazione con volumi di archivi di oggetti 12, anche se
l’appliance di destinazione ha una capacità maggiore rispetto al nodo di origine. La maggior parte delle
appliance di storage dispone di 16 volumi di archivi di oggetti, ad eccezione dell’appliance di storage
SGF6112 che ha solo 12 volumi di archivi di oggetti. Ad esempio, non è possibile clonare da SG5760 a
SGF6112.
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Stime delle performance dei cloni dei nodi

Le seguenti tabelle contengono stime calcolate per la durata del clone del nodo. Le condizioni variano,
pertanto, le voci in BOLD potrebbero rischiare di superare il limite di 15 giorni per un nodo inattivo.

DDP8

SG5612/SG5712/SG5812 → QUALSIASI

Velocità

dell’interfaccia di rete

Dimensio

ni

dell’unità

4 TB

Dimensio

ni disco 8

TB

Dimensio

ni disco

10 TB

12 TB di

capacità

dell’unità

Dimensio

ni

dell’unità

16 TB

Dimensio

ni

dell’unità

18 TB

Dimensio

ni

dell’unità

22 TB

10 GB 1 giorno 2 giorni 2.5 giorni 3 giorni 4 giorni 4.5 giorni 5.5 giorni

25 GB 1 giorno 2 giorni 2.5 giorni 3 giorni 4 giorni 4.5 giorni 5.5 giorni

SG5660 → SG5760/SG5860

Velocità

dell’interfaccia di rete

Dimensio

ni

dell’unità

4 TB

Dimensio

ni disco 8

TB

Dimensio

ni disco

10 TB

12 TB di

capacità

dell’unità

Dimensio

ni

dell’unità

16 TB

Dimensio

ni

dell’unità

18 TB

Dimensio

ni

dell’unità

22 TB

10 GB 3.5 giorni 7 giorni 8.5 giorni 10.5 giorni 13,5

giorni

15,5

giorni

18,5

giorni

25 GB 3.5 giorni 7 giorni 8.5 giorni 10.5 giorni 13,5

giorni

15,5

giorni

18,5

giorni

SG5660 → SG6060/SG6160

Velocità

dell’interfaccia di rete

Dimensio

ni

dell’unità

4 TB

Dimensio

ni disco 8

TB

Dimensio

ni disco

10 TB

12 TB di

capacità

dell’unità

Dimensio

ni

dell’unità

16 TB

Dimensio

ni

dell’unità

18 TB

Dimensio

ni

dell’unità

22 TB

10 GB 2.5 giorni 4.5 giorni 5.5 giorni 6.5 giorni 9 giorni 10 giorni 12 giorni

25 GB 2 giorni 4 giorni 5 giorni 6 giorni 8 giorni 9 giorni 10 giorni

SG5760/SG5860 → SG5760/SG5860
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Velocità

dell’interfaccia di rete

Dimensio

ni

dell’unità

4 TB

Dimensio

ni disco 8

TB

Dimensio

ni disco

10 TB

12 TB di

capacità

dell’unità

Dimensio

ni

dell’unità

16 TB

Dimensio

ni

dell’unità

18 TB

Dimensio

ni

dell’unità

22 TB

10 GB 3.5 giorni 7 giorni 8.5 giorni 10.5 giorni 13,5

giorni

15,5

giorni

18,5

giorni

25 GB 3.5 giorni 7 giorni 8.5 giorni 10.5 giorni 13,5

giorni

15,5

giorni

18,5

giorni

SG5760/SG5860 → SG6060/SG6160

Velocità

dell’interfaccia di rete

Dimensio

ni

dell’unità

4 TB

Dimensio

ni disco 8

TB

Dimensio

ni disco

10 TB

12 TB di

capacità

dell’unità

Dimensio

ni

dell’unità

16 TB

Dimensio

ni

dell’unità

18 TB

Dimensio

ni

dell’unità

22 TB

10 GB 2.5 giorni 4.5 giorni 5.5 giorni 6.5 giorni 9 giorni 10 giorni 12 giorni

25 GB 2 giorni 3.5 giorni 4.5 giorni 5.5 giorni 7 giorni 8 giorni 9.5 giorni

SG6060/SG6160 → SG6060/SG6160

Velocità

dell’interfaccia di rete

Dimensio

ni

dell’unità

4 TB

Dimensio

ni disco 8

TB

Dimensio

ni disco

10 TB

12 TB di

capacità

dell’unità

Dimensio

ni

dell’unità

16 TB

Dimensio

ni

dell’unità

18 TB

Dimensio

ni

dell’unità

22 TB

10 GB 2.5 giorni 4.5 giorni 5.5 giorni 6.5 giorni 8.5 giorni 9.5 giorni 11.5 giorni

25 GB 2 giorni 3 giorni 4 giorni 4.5 giorni 6 giorni 7 giorni 8.5 giorni

DDP16

SG5760/SG5860 → SG5760/SG5860

Velocità

dell’interfaccia di rete

Dimensio

ni

dell’unità

4 TB

Dimensio

ni disco 8

TB

Dimensio

ni disco

10 TB

12 TB di

capacità

dell’unità

Dimensio

ni

dell’unità

16 TB

Dimensio

ni

dell’unità

18 TB

Dimensio

ni

dell’unità

22 TB

10 GB 3.5 giorni 6.5 giorni 8 giorni 9.5 giorni 12,5

giorni

14 giorni 17 giorni

25 GB 3.5 giorni 6.5 giorni 8 giorni 9.5 giorni 12,5

giorni

14 giorni 17 giorni
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SG5760/SG5860 → SG6060/SG6160

Velocità

dell’interfaccia di rete

Dimensio

ni

dell’unità

4 TB

Dimensio

ni disco 8

TB

Dimensio

ni disco

10 TB

12 TB di

capacità

dell’unità

Dimensio

ni

dell’unità

16 TB

Dimensio

ni

dell’unità

18 TB

Dimensio

ni

dell’unità

22 TB

10 GB 2.5 giorni 5 giorni 6 giorni 7.5 giorni 10 giorni 11 giorni 13 giorni

25 GB 2 giorni 3.5 giorni 4 giorni 5 giorni 6.5 giorni 7 giorni 8.5 giorni

SG6060/SG6160 → SG6060/SG6160

Velocità

dell’interfaccia di rete

Dimensio

ni

dell’unità

4 TB

Dimensio

ni disco 8

TB

Dimensio

ni disco

10 TB

12 TB di

capacità

dell’unità

Dimensio

ni

dell’unità

16 TB

Dimensio

ni

dell’unità

18 TB

Dimensio

ni

dell’unità

22 TB

10 GB 3 giorni 5 giorni 6 giorni 7 giorni 9.5 giorni 10.5 giorni 13 giorni

25 GB 2 giorni 3.5 giorni 4.5 giorni 5 giorni 7 giorni 7.5 giorni 9 giorni

Shelf di espansione (aggiunta a oltre SG6060 TB/SG6160 TB per ogni shelf sull’appliance di origine)

Velocità

dell’interfaccia di rete

Dimensio

ni

dell’unità

4 TB

Dimensio

ni disco 8

TB

Dimensio

ni disco

10 TB

12 TB di

capacità

dell’unità

Dimensio

ni

dell’unità

16 TB

Dimensio

ni

dell’unità

18 TB

Dimensio

ni

dell’unità

22 TB

10 GB 3.5 giorni 5 giorni 6 giorni 7 giorni 9.5 giorni 10.5 giorni 12 giorni

25 GB 2 giorni 3 giorni 4 giorni 4.5 giorni 6 giorni 7 giorni 8.5 giorni

Di Aron Klein

Procedura di trasferimento del sito a griglia e di modifica
della rete a livello di sito

Questa guida descrive la preparazione e la procedura per il trasferimento del sito
StorageGRID in una griglia multisito. È necessario avere una conoscenza completa di
questa procedura e pianificare in anticipo per garantire un processo senza problemi e
ridurre al minimo le interruzioni per i clienti.

Se è necessario modificare la rete Grid di tutta la griglia, vedere
"Modificare gli indirizzi IP per tutti i nodi nella griglia".
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Considerazioni prima del trasferimento del sito

• Lo spostamento del sito deve essere completato e tutti i nodi online entro 15 giorni per evitare la
ricostruzione del database Cassandra.
"Recovery Storage Node Down per più di 15 giorni"

• Se una regola ILM delle policy attive utilizza un comportamento di acquisizione rigoroso, considerare la
possibilità di cambiarlo in modo da bilanciarlo o in dual commit se il cliente desidera continuare a
INSERIRE gli oggetti nel Grid durante il trasferimento del sito.

• Per le appliance storage con 60 dischi o più, non spostare mai lo shelf con i dischi installati. Etichettare
ciascuna unità disco e rimuoverla dal contenitore di archiviazione prima di imballarla/spostarla.

• Modifica appliance StorageGRID la rete VLAN può essere eseguita in remoto tramite rete di
amministrazione o rete client. Oppure si prevede di essere in loco per eseguire la modifica prima o dopo il
trasferimento.

• Verificare se l’applicazione cliente sta utilizzando HEAD o OTTENERE l’oggetto di non esistenza prima di
METTERE. In caso affermativo, modificare la coerenza del bucket in strong-site per evitare l’errore HTTP
500. In caso di dubbi, consultare la panoramica S3 grafici Grafana Grid manager > supporto > metriche,
passare il mouse sul grafico "richiesta totale completata". Se il conteggio è molto elevato di 404 oggetti
GET o 404 oggetti Head, probabilmente una o più applicazioni utilizzano l’oggetto Head o Get
nonexistence. Il conteggio è cumulativo, passare il mouse su una timeline diversa per vedere la differenza.

Procedura di modifica dell’indirizzo IP della griglia prima del trasferimento del sito

Fasi

1. Se la nuova subnet di rete della griglia viene utilizzata nella nuova posizione,
"Aggiungere la subnet all’elenco delle subnet di rete della griglia"

2. Accedere al nodo di amministrazione primario, utilizzare change-ip per modificare l’IP della griglia, deve
stage la modifica prima di arrestare il nodo per il trasferimento.
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a. Selezionare 2 quindi 1 per la modifica dell’IP della griglia

b. selezionare 5 per visualizzare le modifiche

c. selezionare 10 per convalidare e applicare la modifica.
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d. In questa fase è necessario selezionare fase.

e. Se il nodo di amministrazione primario è incluso nella modifica precedente, immettere 'A' per riavviare

manualmente il nodo di amministrazione primario
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f. Premere invio per tornare al menu precedente e uscire dall’interfaccia change-ip.

3. Da Grid Manager, scaricare il nuovo pacchetto di ripristino. Grid manager > Maintenance > Recovery

package

4. Se è necessario modificare la VLAN sull’appliance StorageGRID, vedere la sezione Modifica VLAN
dell’appliance.

5. Arrestare tutti i nodi e/o le appliance in sede, etichettare/rimuovere le unità disco se necessario,
disimballare, imballare e spostare.

6. Se si prevede di modificare l’indirizzo ip della rete amministrativa e/o la VLAN e l’indirizzo ip del client, è
possibile eseguire la modifica dopo il trasferimento.

Modifica VLAN dell’appliance

La procedura riportata di seguito presuppone l’accesso remoto alla rete client o di amministrazione
dell’appliance StorageGRID per eseguire la modifica in remoto.

Fasi

1. Prima di spegnere l’apparecchio,
"impostare l’apparecchio in modalità di manutenzione".
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2. Utilizzando un browser per accedere alla GUI del programma di installazione dell’appliance StorageGRID
utilizzando https://<admin-or-client-network-ip>:8443. Non è possibile utilizzare Grid IP come nuovo Grid IP
già in uso dopo l’avvio dell’appliance in modalità di manutenzione.

3. Modificare la VLAN per la rete Grid. Se si accede all’appliance tramite la rete client, non è possibile
modificare la VLAN client in questo momento, è possibile modificarla dopo lo spostamento.

4. ssh per l’appliance e spegnere il nodo utilizzando 'hutdoown -h now'

5. Dopo che le appliance sono pronte presso il nuovo sito, accedere alla GUI del programma di installazione
dell’appliance StorageGRID utilizzando https://<grid-network-ip>:8443. Verificare che lo storage sia in uno
stato ottimale e la connettività di rete agli altri nodi Grid utilizzando gli strumenti ping/nmap nella GUI.

6. Se si prevede di modificare l’IP della rete client, è possibile modificare la VLAN client in questa fase. La
rete client non è pronta finché non si aggiorna l’ip della rete client utilizzando lo strumento change-ip nel
passaggio successivo.

7. Uscire dalla modalità di manutenzione. Dal programma di installazione dell’appliance StorageGRID,
selezionare Avanzate > Riavvia controller, quindi selezionare Riavvia in StorageGRID.

8. Dopo che tutti i nodi sono attivi e Grid non mostra alcun problema di connettività, utilizzare change-ip per
aggiornare la rete di amministrazione dell’appliance e la rete client, se necessario.

Migrazione dello storage a oggetti da ONTAP S3 a
StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID

Demo sulla migrazione

Questa è una dimostrazione sulla migrazione di utenti e bucket da ONTAP S3 a StorageGRID.

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su
oggetti da ONTAP S3 a StorageGRID

Offerta di S3 Enterprise mediante la migrazione perfetta dello storage basato su oggetti
da ONTAP S3 a StorageGRID

Preparazione di ONTAP

A scopo dimostrativo creeremo un server per archivio di oggetti SVM, un utente, un gruppo, una policy di
gruppo e bucket.

Creare la Storage Virtual Machine

In Gestione sistema di ONTAP, accedere alle VM di archiviazione e aggiungere una nuova VM di
archiviazione.
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Selezionare le caselle di controllo "Enable" (attiva S3) e "Enable TLS" (attiva TLS) e configurare le porte
HTTP(S). Definire l’IP, la subnet mask e definire il gateway e il dominio di broadcast se non si utilizza
l’impostazione predefinita o obbligatoria nell’ambiente in uso.
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Durante la creazione della SVM verrà creato un utente. Scaricare i S3 tasti per questo utente e chiudere la
finestra.
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Una volta creata la SVM, edita la SVM e Aggiungi le impostazioni DNS.
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Definire il nome DNS e l’IP.

Creare un utente SVM S3

Ora possiamo configurare i S3 utenti e il gruppo. Modificare le impostazioni S3.
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Aggiungere un nuovo utente.
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Inserire il nome utente e la scadenza della chiave.

Scaricare i S3 tasti per il nuovo utente.

46



Creare un gruppo SVM S3

Nella scheda Groups (gruppi) delle impostazioni SVM S3, aggiungere un nuovo gruppo con l’utente creato in
precedenza e le autorizzazioni FullAccess.
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Creare bucket SVM S3

Passare alla sezione benne e fare clic sul pulsante "+Aggiungi".
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Immettere un nome, una capacità e deselezionare la casella di controllo "Abilita accesso a ListBucket…",
quindi fare clic sul pulsante "altre opzioni".
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Nella sezione "altre opzioni" selezionare la casella di controllo attiva versione e fare clic sul pulsante "Salva".
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Ripetere il processo e creare un secondo bucket senza attivare il controllo delle versioni. Immettere un nome
con la stessa capacità del bucket uno e deselezionare la casella di controllo "Abilita accesso a ListBucket…",
quindi fare clic sul pulsante "Salva".
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Preparazione di StorageGRID

Continuando la configurazione per questa demo, creeremo un tenant, un utente, un gruppo di sicurezza, una
policy di gruppo e un bucket.

Creare il tenant

Passare alla scheda "inquilini" e fare clic sul pulsante "Crea"
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Inserire i dettagli del tenant che fornisce il nome del tenant, selezionare S3 per il tipo di client e non è richiesta
alcuna quota. Non è necessario selezionare i servizi della piattaforma o consentire la selezione S3. Se lo si
sceglie, è possibile scegliere di utilizzare la propria fonte di identità. Impostare la password principale e fare
clic sul pulsante Finish (fine).

Fare clic sul nome del tenant per visualizzare i dettagli del tenant. In seguito sarà necessario l’ID tenant,

quindi copiarlo. Fare clic sul pulsante Accedi. In questo modo si accede al portale tenant. Salvare l’URL per
uso futuro.

In questo modo si accede al portale tenant. Salvare l’URL per uso futuro e immettere le credenziali dell’utente
root.
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Creare l’utente

Accedere alla scheda utenti e creare un nuovo utente.
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Ora che il nuovo utente è stato creato, fare clic sul nome dell’utente per aprire i dettagli dell’utente.

Copiare l’ID utente dall’URL da utilizzare in un secondo momento.
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Per creare i tasti S3, fare clic sul nome utente.

Selezionare la scheda "tasti di accesso" e fare clic sul pulsante "Crea chiave". Non è necessario impostare
un’ora di scadenza. Scaricare i S3 tasti in quanto non possono essere richiamati una volta chiusa la finestra.
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Creare il gruppo di protezione

Andare alla pagina gruppi e creare un nuovo gruppo.
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Impostare le autorizzazioni del gruppo su sola lettura. Si tratta delle autorizzazioni dell’interfaccia utente
tenant, non delle autorizzazioni S3.
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Le autorizzazioni S3 sono controllate con i criteri di gruppo (criteri IAM). Impostare il criterio di gruppo su
personalizzato e incollare il criterio json nella casella. Questo criterio consente agli utenti di questo gruppo di
elencare i bucket del tenant ed eseguire qualsiasi operazione S3 nel bucket denominato "bucket" o
sottocartelle nel bucket denominato "bucket".
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{

    "Statement": [

      {

        "Effect": "Allow",

        "Action": "s3:ListAllMyBuckets",

        "Resource": "arn:aws:s3:::*"

      },

      {

         "Effect": "Allow",

        "Action": "s3:*",

        "Resource": ["arn:aws:s3:::bucket","arn:aws:s3:::bucket/*"]

      }

    ]

}

Infine, aggiungere l’utente al gruppo e terminare.
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Creare due bucket

Passare alla scheda bucket e fare clic sul pulsante Crea bucket.

Definire il nome del bucket e la regione.
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In questo primo bucket abilitare la versione.

Ora creare un secondo bucket senza abilitare il controllo delle versioni.
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Non abilitare la versione in questo secondo bucket.
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Compilare il bucket Source (origine)

Consente di inserire alcuni oggetti nel bucket ONTAP di origine. Utilizzeremo S3Browser per questa demo, ma
puoi usare qualsiasi strumento che ti trovi a tuo agio.

Utilizzando le chiavi S3 dell’utente ONTAP create in precedenza, configurare S3Browser per la connessione al
sistema ONTAP.
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Ora permette di caricare alcuni file nel bucket abilitato per la versione.
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Ora permette di creare alcune versioni di oggetti nel bucket.

Eliminare un file.

Caricare un file già esistente nel bucket per copiare il file su se stesso e crearne una nuova versione.
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In S3Browser possiamo visualizzare le versioni degli oggetti appena creati.

Stabilire la relazione di replica

Consente di iniziare a inviare dati da ONTAP a StorageGRID.

In Gestione di sistema di ONTAP, selezionare "protezione/Panoramica". Scorri verso il basso fino a "Archivio
oggetti cloud", quindi fai clic sul pulsante "Aggiungi" e seleziona "StorageGRID".
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Inserisci le informazioni StorageGRID fornendo un nome, uno stile URL (per questa demo useremo gli URL
Path-styl). Impostare l’ambito dell’archivio oggetti su "Storage VM".

Se si utilizza SSL, impostare la porta dell’endpoint del bilanciamento del carico e copiarla nel certificato
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dell’endpoint StorageGRID. Altrimenti deselezionare la casella SSL e immettere la porta dell’endpoint HTTP
qui.

Immettere i tasti S3 dell’utente StorageGRID e il nome del bucket dalla configurazione StorageGRID riportata
sopra per la destinazione.

Una volta configurata una destinazione, è possibile configurare le impostazioni dei criteri per la destinazione.
Espandere "Impostazioni criteri locali" e selezionare "continuo".

Modificare il criterio continuo e modificare l’obiettivo del punto di ripristino da "1 ore" a "3 secondi".
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Ora possiamo configurare SnapMirror per replicare il bucket.

SnapMirror create -source-path sv_demo: /Bucket/bucket -destination-path sgws_demo: /Objstore -policy
Continuous

Il bucket mostrerà ora un simbolo di nuvola nell’elenco bucket sotto protezione.

Se si seleziona il bucket e si passa alla scheda "SnapMirror (ONTAP o Cloud)", verrà visualizzato lo stato di
spedizione SnapMirror.
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I dettagli della replica

Ora disponiamo di un bucket di replica con successo da ONTAP a StorageGRID. Ma che cosa si replica? La
nostra fonte e la nostra destinazione sono entrambi bucket in versione. Anche le versioni precedenti vengono
replicate nella destinazione? Se guardiamo al nostro bucket StorageGRID con S3Browser vediamo che le
versioni esistenti non sono state replicate e l’oggetto eliminato non esiste, né un marcatore di eliminazione per
quell’oggetto. L’oggetto duplicato ha solo la versione 1 nel bucket StorageGRID.

Nel bucket ONTAP, si aggiunge una nuova versione allo stesso oggetto utilizzato in precedenza e si osserva
come viene replicata.
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Se guardiamo al lato StorageGRID vediamo che è stata creata anche una nuova versione in questo bucket,
ma manca la versione iniziale da prima della relazione SnapMirror.

Questo perché il processo di ONTAP SnapMirror S3 replica solo la versione corrente dell’oggetto. Ecco perché
abbiamo creato un bucket di versione sul lato StorageGRID per essere la destinazione. In questo modo
StorageGRID può mantenere una cronologia delle versioni degli oggetti.
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Migrare S3 chiavi

Per una migrazione, la maggior parte del tempo si desidera migrare le credenziali per gli utenti invece di
generare nuove credenziali sul lato di destinazione. StorageGRID fornisce api per consentire l’importazione di
S3 chiavi per un utente.

Accedendo all’interfaccia utente di gestione di StorageGRID (non all’interfaccia utente di gestione tenant),
aprire la pagina dello swap della documentazione API.

Espandere la sezione "account", selezionare "POST /grid/account-enable-S3-key-import", fare clic sul pulsante
"prova", quindi fare clic sul pulsante "Esegui".

Ora scorri verso il basso ancora sotto "Accounts" fino a "POST /grid/accounts/{id}/users/{user_id}/S3-access-
keys"

Qui è dove stiamo andando inserire l’ID del inquilino e l’ID dell’account utente che abbiamo raccolto in
precedenza. Compilare i campi e le chiavi del nostro utente ONTAP nella casella json. È possibile impostare la
scadenza delle chiavi, o rimuovere il " , "expires": 123456789" e fare clic su execute.
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Una volta completate tutte le importazioni della chiave utente, disabilitare la funzione di importazione della
chiave in "account" "POST /grid/account-disable-S3-key-import"

Se guardiamo l’account utente nell’interfaccia utente del gestore tenant, possiamo vedere che è stata aggiunta
la nuova chiave.
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Il taglio finale

Se l’intenzione è quella di avere un bucket a replica perpetua da ONTAP a StorageGRID, puoi finire qui. Se si
tratta di una migrazione da ONTAP S3 a StorageGRID, allora è il momento di mettervi fine e tagliare.

In Gestione di sistema di ONTAP, modificare il gruppo S3 e impostarlo su "ReadOnlyAccess". In questo modo
gli utenti non potranno più scrivere nel bucket ONTAP S3.
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Tutto ciò che resta da fare è configurare il DNS in modo che punti dal cluster ONTAP all’endpoint
StorageGRID. Assicurarsi che il certificato dell’endpoint sia corretto e, se sono necessarie richieste di stile
ospitate virtuali, aggiungere i nomi di dominio dell’endpoint in StorageGRID
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I client dovranno attendere la scadenza del TTL o scaricare il DNS per risolvere il problema nel nuovo sistema
in modo da poter verificare che tutto funzioni. Resta solo ripulire le chiavi S3 temporanee iniziali utilizzate per
verificare l’accesso ai dati StorageGRID (NON alle chiavi importate), rimuovere le relazioni SnapMirror e
rimuovere i dati ONTAP.
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