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Considerazioni sui nodi storage

Considerazioni per la disattivazione dei nodi di storage

Prima del decommissioning di un nodo storage, prendi in considerazione la possibilità di
clonare il nodo. Quindi, se si decide di decommissionare il nodo, controlla il modo in cui
StorageGRID gestisce oggetti e metadati durante la procedura di decommissionamento.

Quando clonare un nodo invece di decommissionarlo

Se vuoi sostituire un nodo storage di un’appliance più vecchia con un’appliance più recente o più grande,
prendi in considerazione la possibilità di clonare il nodo appliance invece di aggiungere una nuova appliance in
un’espansione e poi dismettere la vecchia appliance.

Il cloning dei nodi dell’appliance consente di sostituire facilmente un nodo dell’appliance esistente con
un’appliance compatibile nello stesso sito StorageGRID. Il processo di cloning trasferisce tutti i dati nella nuova
appliance, mette in funzione la nuova appliance e lascia la vecchia appliance in uno stato preinstallato.

È possibile clonare un nodo appliance se è necessario:

• Sostituite un apparecchio che sta per esaurirsi.

• Aggiorna un nodo esistente per sfruttare la tecnologia di appliance migliorata.

• Aumenta la capacità dello storage grid senza modificare il numero di nodi di storage nel sistema
StorageGRID.

• Migliorare l’efficienza dello storage, ad esempio cambiando la modalità RAID.

Per ulteriori informazioni, vedere "Cloning del nodo dell’appliance".

Considerazioni sui nodi di storage connessi

Esaminare le considerazioni per lo smantellamento di un nodo di storage connesso.

• Non è consigliabile decommissionare più di 10 nodi di storage in una singola procedura Decommission
Node.

• Il sistema deve sempre includere un numero sufficiente di nodi di storage per soddisfare i requisiti
operativi, inclusi "Quorum ADC"e il "Policy ILM". Per soddisfare questa restrizione, potrebbe essere
necessario aggiungere un nuovo nodo di storage in un’operazione di espansione prima di poter
decommissionare un nodo di storage esistente.

Prestare attenzione quando si disattivano i nodi di storage in un grid che contiene nodi solo metadati basati
su software. Se tutti i nodi configurati per l’archiviazione di entrambi oggetti e metadati vengono dismessi,
la possibilità di archiviare oggetti viene rimossa dalla griglia. Per ulteriori informazioni sui nodi di storage
solo per metadati, vedere "Tipi di nodi storage".

• Quando si rimuove un nodo di storage, grandi volumi di dati di oggetti vengono trasferiti sulla rete.
Sebbene questi trasferimenti non debbano influenzare le normali operazioni del sistema, possono influire
sulla quantità totale di larghezza di banda della rete consumata dal sistema StorageGRID.

• Le attività associate allo smantellamento del nodo di storage hanno una priorità inferiore rispetto alle
attività associate alle normali operazioni di sistema. Ciò significa che lo smantellamento non interferisce
con le normali operazioni del sistema StorageGRID e non deve essere pianificato per un periodo di
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inattività del sistema. Poiché lo smantellamento viene eseguito in background, è difficile stimare il tempo
necessario per il completamento del processo. In generale, lo smantellamento termina più rapidamente
quando il sistema non funziona correttamente o se viene rimosso un solo nodo di storage alla volta.

• La decommissionazione di un nodo di storage potrebbe richiedere giorni o settimane. Pianificare questa
procedura di conseguenza. Sebbene il processo di decommissionamento sia progettato per non influire
sulle operazioni del sistema, può limitare altre procedure. In generale, prima di rimuovere i nodi di rete, è
necessario eseguire eventuali upgrade o espansioni del sistema pianificati.

• Se è necessario eseguire un’altra procedura di manutenzione durante la rimozione dei nodi di
archiviazione, è possibile "sospendere la procedura di decommissionamento"riprenderla al termine
dell’altra procedura.

Il pulsante Pause (Pausa) viene attivato solo quando vengono raggiunte le fasi di
decommissionamento dei dati con codifica di cancellazione o valutazione ILM; tuttavia, la
valutazione ILM (migrazione dei dati) continuerà a essere eseguita in background.

• Non è possibile eseguire operazioni di riparazione dei dati su nodi grid quando è in esecuzione un’attività
di decommissionamento.

• Non apportare modifiche a un criterio ILM durante la chiusura di un nodo storage.

• Per rimuovere i dati in modo permanente e sicuro, è necessario cancellare le unità del nodo di
archiviazione al termine della procedura di decommissionamento.

Considerazioni sui nodi storage disconnessi

Esaminare le considerazioni per il decommissionamento di un nodo di storage disconnesso.

• Non dismettere mai un nodo disconnesso a meno che non si sia certi che non possa essere messo in linea
o ripristinato.

Non eseguire questa procedura se si ritiene che sia possibile ripristinare i dati dell’oggetto
dal nodo. Contattare invece il supporto tecnico per determinare se è possibile eseguire il
ripristino del nodo.

• Quando si decommissiona un nodo di storage disconnesso, StorageGRID utilizza i dati provenienti da altri
nodi di storage per ricostruire i dati dell’oggetto e i metadati che si trovavano nel nodo disconnesso.

• La perdita di dati può verificarsi se si decommissiona più di un nodo di storage disconnesso. Il sistema
potrebbe non essere in grado di ricostruire i dati se non sono disponibili un numero sufficiente di copie di
oggetti, frammenti con codifica di cancellazione o metadati di oggetti. Durante il decommissioning dei nodi
storage in un grid con nodi solo metadati basati su software, il decommissioning di tutti i nodi configurati
per memorizzare sia oggetti che metadati rimuove tutto lo storage a oggetti dal grid. Per ulteriori
informazioni sui nodi di storage solo per metadati, vedere "Tipi di nodi storage".

Se si dispone di più nodi di storage disconnessi che non è possibile ripristinare, contattare il
supporto tecnico per determinare la procedura migliore.

• Quando si decommissiona un nodo di storage disconnesso, StorageGRID avvia i lavori di riparazione dei
dati al termine del processo di decommissionamento. Questi processi tentano di ricostruire i dati
dell’oggetto e i metadati memorizzati nel nodo disconnesso.

• Quando si decommissiona un nodo di storage disconnesso, la procedura di decommissionamento viene
completata in modo relativamente rapido. Tuttavia, i lavori di riparazione dei dati possono richiedere giorni
o settimane e non vengono monitorati dalla procedura di decommissionamento. È necessario monitorare
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manualmente questi lavori e riavviarli secondo necessità. Vedere "Controllare i lavori di riparazione dei
dati".

• Se si decommissiona un nodo di storage disconnesso che contiene l’unica copia di un oggetto, l’oggetto
andrà perso. I processi di riparazione dei dati possono ricostruire e ripristinare gli oggetti solo se nei nodi di
storage attualmente connessi sono presenti almeno una copia replicata o un numero sufficiente di
frammenti con codifica di cancellazione.

Cos’è il quorum ADC?

Potrebbe non essere possibile smantellare alcuni nodi di archiviazione in un sito se dopo
lo smantellamento rimanessero pochi servizi ADC (Administrative Domain Controller).

Il servizio ADC, presente in alcuni nodi di archiviazione, mantiene le informazioni sulla topologia della griglia e
fornisce servizi di configurazione alla griglia. Il sistema StorageGRID richiede un quorum di servizi ADC per
essere sempre disponibile in ogni sito.

Non è possibile decommissionare un nodo di storage se la rimozione del nodo causerebbe il mancato rispetto
del quorum di ADC. Per soddisfare il quorum ADC durante una disattivazione, è necessario che almeno tre
nodi di archiviazione in ogni sito dispongano del servizio ADC. Se in un sito sono presenti più di tre nodi di
archiviazione con il servizio ADC, la maggior parte di questi nodi deve rimanere disponibile dopo lo
smantellamento: ((0.5 * Storage Nodes with ADC) + 1)

Prestare attenzione quando si disattivano i nodi di storage in un grid che contiene nodi solo
metadati basati su software. Se tutti i nodi configurati per l’archiviazione di entrambi oggetti e
metadati vengono dismessi, la possibilità di archiviare oggetti viene rimossa dalla griglia. Per
ulteriori informazioni sui nodi di storage solo per metadati, vedere "Tipi di nodi storage".

Ad esempio, si supponga che un sito attualmente includa sei nodi di storage con servizi ADC e che si desideri
smantellare tre nodi di storage. A causa del requisito di quorum di ADC, è necessario completare due
procedure di decommissionamento, come indicato di seguito:

• Nella prima procedura di decommissionamento, è necessario assicurarsi che siano disponibili quattro nodi
di archiviazione con servizi ADC: ((0.5 * 6) + 1). Ciò significa che all’inizio è possibile
decommissionare solo due nodi di storage.

• Nella seconda procedura di dismissione, è possibile rimuovere il terzo nodo di archiviazione perché il
quorum ADC richiede ora che rimangano disponibili solo tre servizi ADC: ((0.5 * 4) + 1) .

Se è necessario dismettere un nodo di archiviazione, è possibile continuare a soddisfare il requisito del
quorum ADC"Spostamento del servizio ADC su un altro nodo di archiviazione nello stesso sito" o aggiungendo
un nuovo nodo di archiviazione in un"espansione" e specificando che dovrebbe avere un servizio ADC.
Successivamente, è possibile dismettere il nodo di archiviazione esistente senza influire sul quorum.

Esaminare i criteri ILM e la configurazione dello storage

Se si prevede di decommissionare un nodo di storage, è necessario rivedere la policy
ILM del sistema StorageGRID prima di avviare il processo di decommissionamento.

Durante lo smantellamento, tutti i dati degli oggetti vengono migrati dal nodo di storage decommissionato ad
altri nodi di storage.
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La policy ILM di cui disponi durante la decommissionazione sarà quella utilizzata dopo la
decommissionazione. È necessario assicurarsi che questa policy soddisfi i requisiti dei dati
prima di iniziare la decommissionazione e dopo il completamento della decommissionazione.

È necessario rivedere le regole in ciascuna "Criterio ILM attivo" di esse per assicurarsi che il sistema
StorageGRID continui a disporre di capacità sufficiente del tipo corretto e nelle posizioni corrette per consentire
lo smantellamento di un nodo di archiviazione.

Considerare quanto segue:

• I servizi di valutazione ILM potranno copiare i dati degli oggetti in modo che le regole ILM siano
soddisfatte?

• Cosa succede se un sito diventa temporaneamente non disponibile mentre è in corso la disattivazione? È
possibile eseguire copie aggiuntive in una posizione alternativa?

• In che modo il processo di disattivazione influirà sulla distribuzione finale dei contenuti? Come descritto in
"Consolidare i nodi di storage", è necessario "Aggiungere nuovi nodi di storage" prima di mettere fuori
servizio quelli vecchi. Se si aggiunge un nodo di storage sostitutivo più grande dopo la disattivazione di un
nodo di storage più piccolo, i vecchi nodi di storage potrebbero essere vicini alla capacità e il nuovo nodo
di storage potrebbe non avere quasi alcun contenuto. La maggior parte delle operazioni di scrittura per i
nuovi dati a oggetti verrebbe quindi indirizzata al nuovo nodo di storage, riducendo l’efficienza complessiva
delle operazioni di sistema.

• Il sistema includerà sempre nodi storage sufficienti per soddisfare le policy ILM attive?

Un criterio ILM che non può essere soddisfatto porterà a backlog e avvisi e potrebbe
arrestare il funzionamento del sistema StorageGRID.

Verificare che la topologia proposta risultante dal processo di disattivazione soddisfi la politica ILM valutando le
aree elencate nella tabella.

Area da valutare Che cosa considerare

Capacità disponibile Ci sarà una capacità storage sufficiente per ospitare tutti i dati a oggetti
archiviati nel sistema StorageGRID, incluse le copie permanenti dei dati
a oggetti attualmente archiviati nel nodo storage da dismettere?

Ci sarà capacità sufficiente per gestire la crescita prevista dei dati degli
oggetti memorizzati per un ragionevole intervallo di tempo dopo il
completamento del decommissionamento?

Ubicazione dello storage Se nel sistema StorageGRID rimane una capacità sufficiente, la
capacità è nelle posizioni giuste per soddisfare le regole di business del
sistema StorageGRID?
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Area da valutare Che cosa considerare

Tipo di storage Sarà disponibile uno storage sufficiente del tipo appropriato dopo il
completamento dello smantellamento?

Ad esempio, le regole ILM possono spostare i contenuti da un tipo di
storage a un altro in base al tempo in cui i contenuti diventano obsoleti.
In questo caso, è necessario assicurarsi che nella configurazione finale
del sistema StorageGRID sia disponibile una quantità sufficiente di
spazio di archiviazione del tipo appropriato.

Consolidare i nodi di storage

È possibile consolidare i nodi di storage per ridurre il numero di nodi di storage per un
sito o un’implementazione, aumentando al contempo la capacità di storage.

Quando si consolidano i nodi di storage, si "Espandere il sistema StorageGRID"aggiungono nuovi nodi di
storage con capacità maggiore e si disattivano i vecchi nodi di storage con capacità minore. Durante la
procedura di decommissionamento, gli oggetti vengono migrati dai vecchi nodi di storage ai nuovi nodi di
storage.

Se si consolidano appliance più vecchie e più piccole con nuovi modelli o appliance con
capacità maggiore, prendere in considerazione "clonare il nodo appliance" (o utilizzare la
clonazione dei nodi di appliance e la procedura di decommissionamento se non si esegue una
sostituzione one-to-one).

Ad esempio, è possibile aggiungere due nuovi nodi di storage con capacità maggiore per sostituire tre nodi di
storage meno recenti. Prima di tutto, utilizzare la procedura di espansione per aggiungere i due nuovi nodi di
storage di dimensioni maggiori, quindi utilizzare la procedura di decommissionamento per rimuovere i tre nodi
di storage di capacità inferiore.

Aggiungendo nuova capacità prima di rimuovere i nodi di storage esistenti, è possibile garantire una
distribuzione più equilibrata dei dati nel sistema StorageGRID. Inoltre, si riduce la possibilità che un nodo di
storage esistente venga spinto oltre il livello di filigrana dello storage.

Decommissionare più nodi di storage

Se è necessario rimuovere più di un nodo di storage, è possibile decommissionarli in
sequenza o in parallelo.

Prestare attenzione quando si disattivano i nodi di storage in un grid che contiene nodi solo
metadati basati su software. Se tutti i nodi configurati per l’archiviazione di entrambi oggetti e
metadati vengono dismessi, la possibilità di archiviare oggetti viene rimossa dalla griglia. Per
ulteriori informazioni sui nodi di storage solo per metadati, vedere "Tipi di nodi storage".

• Se si decommissionano i nodi di storage in modo sequenziale, è necessario attendere che il primo nodo di
storage completi la decommissionamento prima di iniziare a decommissionare il nodo di storage
successivo.

• Se i nodi di storage vengono decommissionati in parallelo, i nodi di storage elaborano
contemporaneamente le attività di decommissionamento per tutti i nodi di storage da decommissionare.
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Ciò può causare una situazione in cui tutte le copie permanenti di un file sono contrassegnate come "sola
lettura", disattivando temporaneamente l’eliminazione nelle griglie in cui questa funzionalità è attivata.
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