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Decommissionamento dei nodi

Decommissionare il nodo di rete

È possibile utilizzare la procedura di decommissionamento dei nodi per rimuovere uno o
più nodi della griglia in uno o più siti. Impossibile decommissionare il nodo di
amministrazione primario.

Quando decommissionare un nodo

Utilizzare la procedura di decommissionamento del nodo quando si verifica una delle seguenti condizioni:

• È stato aggiunto un nodo di archiviazione più grande in un’espansione e si desidera rimuovere uno o più
nodi di archiviazione più piccoli, conservando al tempo stesso gli oggetti.

Se si desidera sostituire un vecchio apparecchio con un nuovo apparecchio, è consigliabile
"clonare il nodo appliance" non aggiungere un nuovo apparecchio in un’espansione e quindi
smantellare il vecchio apparecchio.

• Richiede meno storage totale.

• Non è più necessario un nodo gateway.

• Non è più necessario un nodo di amministrazione non primario.

• La griglia include un nodo disconnesso che non è possibile ripristinare o ripristinare online.

• La griglia include un nodo di archiviazione.

Come decommissionare un nodo

È possibile dismettere nodi di rete connessi o nodi di rete disconnessi.

Decommissiona i nodi connessi

In generale, è opportuno disattivare i nodi della griglia solo quando sono connessi al sistema StorageGRID
e solo quando tutti i nodi sono in condizioni normali (sono presenti icone verdi nelle pagine Nodi e nella
pagina Disattiva nodi).

Per istruzioni, vedere "Decommissionare i nodi di rete connessi".

Decommissiona i nodi disconnessi

In alcuni casi, potrebbe essere necessario smantellare un nodo di rete che non è attualmente connesso alla
rete (uno il cui stato è sconosciuto o amministrativamente inattivo).

Per istruzioni, vedere "Decommissionare nodi di rete disconnessi".

Cosa considerare prima del decommissionamento di un nodo

Prima di eseguire una delle due procedure, esaminare le considerazioni relative a ciascun tipo di nodo:

• "Considerazioni per il decommissionamento del nodo Admin o Gateway"

• "Considerazioni per la decommissionazione del nodo di storage"
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Considerazioni sulla disattivazione dei nodi Admin o
Gateway

Esaminare le considerazioni per lo smantellamento di un nodo amministrativo o di un
nodo gateway.

Considerazioni sul nodo amministrativo

• Impossibile decommissionare il nodo di amministrazione primario.

• Non è possibile decommissionare un nodo amministrativo se una delle sue interfacce di rete fa parte di un
gruppo ad alta disponibilità (ha). Rimuovere prima le interfacce di rete dal gruppo ha. Vedere le istruzioni
per "Gestione dei gruppi ha".

• Se necessario, è possibile modificare in modo sicuro i criteri ILM durante il decommissioning di un nodo
amministrativo.

• Se si decommissiona un nodo amministratore e si attiva l’accesso singolo (SSO) per il sistema
StorageGRID, è necessario ricordare di rimuovere l’attendibilità della parte di base del nodo dai servizi di
federazione di Active Directory (ad FS).

• Se si utilizza "federazione di grid", assicurarsi che l’indirizzo IP del nodo da smantellare non sia stato
specificato per una connessione di federazione di rete.

• Quando si decommissiona un nodo di amministrazione disconnesso, i registri di controllo andranno persi
da quel nodo; tuttavia, questi registri dovrebbero esistere anche nel nodo di amministrazione primario.

Considerazioni per il nodo gateway

• Non è possibile decommissionare un nodo gateway se una delle sue interfacce di rete fa parte di un
gruppo ad alta disponibilità (ha). Rimuovere prima le interfacce di rete dal gruppo ha. Vedere le istruzioni
per "Gestione dei gruppi ha".

• Se necessario, è possibile modificare in modo sicuro i criteri ILM durante il decommissionamento di un
nodo gateway.

• Se si utilizza "federazione di grid", assicurarsi che l’indirizzo IP del nodo da smantellare non sia stato
specificato per una connessione di federazione di rete.

• È possibile decommissionare in modo sicuro un nodo gateway mentre è disconnesso.

Considerazioni sui nodi storage

Considerazioni per la disattivazione dei nodi di storage

Prima del decommissioning di un nodo storage, prendi in considerazione la possibilità di
clonare il nodo. Quindi, se si decide di decommissionare il nodo, controlla il modo in cui
StorageGRID gestisce oggetti e metadati durante la procedura di decommissionamento.

Quando clonare un nodo invece di decommissionarlo

Se vuoi sostituire un nodo storage di un’appliance più vecchia con un’appliance più recente o più grande,
prendi in considerazione la possibilità di clonare il nodo appliance invece di aggiungere una nuova appliance in
un’espansione e poi dismettere la vecchia appliance.
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Il cloning dei nodi dell’appliance consente di sostituire facilmente un nodo dell’appliance esistente con
un’appliance compatibile nello stesso sito StorageGRID. Il processo di cloning trasferisce tutti i dati nella nuova
appliance, mette in funzione la nuova appliance e lascia la vecchia appliance in uno stato preinstallato.

È possibile clonare un nodo appliance se è necessario:

• Sostituite un apparecchio che sta per esaurirsi.

• Aggiorna un nodo esistente per sfruttare la tecnologia di appliance migliorata.

• Aumenta la capacità dello storage grid senza modificare il numero di nodi di storage nel sistema
StorageGRID.

• Migliorare l’efficienza dello storage, ad esempio cambiando la modalità RAID.

Per ulteriori informazioni, vedere "Cloning del nodo dell’appliance".

Considerazioni sui nodi di storage connessi

Esaminare le considerazioni per lo smantellamento di un nodo di storage connesso.

• Non è consigliabile decommissionare più di 10 nodi di storage in una singola procedura Decommission
Node.

• Il sistema deve sempre includere un numero sufficiente di nodi di storage per soddisfare i requisiti
operativi, inclusi "Quorum ADC"e il "Policy ILM". Per soddisfare questa restrizione, potrebbe essere
necessario aggiungere un nuovo nodo di storage in un’operazione di espansione prima di poter
decommissionare un nodo di storage esistente.

Prestare attenzione quando si disattivano i nodi di storage in un grid che contiene nodi solo metadati basati
su software. Se tutti i nodi configurati per l’archiviazione di entrambi oggetti e metadati vengono dismessi,
la possibilità di archiviare oggetti viene rimossa dalla griglia. Per ulteriori informazioni sui nodi di storage
solo per metadati, vedere "Tipi di nodi storage".

• Quando si rimuove un nodo di storage, grandi volumi di dati di oggetti vengono trasferiti sulla rete.
Sebbene questi trasferimenti non debbano influenzare le normali operazioni del sistema, possono influire
sulla quantità totale di larghezza di banda della rete consumata dal sistema StorageGRID.

• Le attività associate allo smantellamento del nodo di storage hanno una priorità inferiore rispetto alle
attività associate alle normali operazioni di sistema. Ciò significa che lo smantellamento non interferisce
con le normali operazioni del sistema StorageGRID e non deve essere pianificato per un periodo di
inattività del sistema. Poiché lo smantellamento viene eseguito in background, è difficile stimare il tempo
necessario per il completamento del processo. In generale, lo smantellamento termina più rapidamente
quando il sistema non funziona correttamente o se viene rimosso un solo nodo di storage alla volta.

• La decommissionazione di un nodo di storage potrebbe richiedere giorni o settimane. Pianificare questa
procedura di conseguenza. Sebbene il processo di decommissionamento sia progettato per non influire
sulle operazioni del sistema, può limitare altre procedure. In generale, prima di rimuovere i nodi di rete, è
necessario eseguire eventuali upgrade o espansioni del sistema pianificati.

• Se è necessario eseguire un’altra procedura di manutenzione durante la rimozione dei nodi di
archiviazione, è possibile "sospendere la procedura di decommissionamento"riprenderla al termine
dell’altra procedura.

Il pulsante Pause (Pausa) viene attivato solo quando vengono raggiunte le fasi di
decommissionamento dei dati con codifica di cancellazione o valutazione ILM; tuttavia, la
valutazione ILM (migrazione dei dati) continuerà a essere eseguita in background.
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• Non è possibile eseguire operazioni di riparazione dei dati su nodi grid quando è in esecuzione un’attività
di decommissionamento.

• Non apportare modifiche a un criterio ILM durante la chiusura di un nodo storage.

• Per rimuovere i dati in modo permanente e sicuro, è necessario cancellare le unità del nodo di
archiviazione al termine della procedura di decommissionamento.

Considerazioni sui nodi storage disconnessi

Esaminare le considerazioni per il decommissionamento di un nodo di storage disconnesso.

• Non dismettere mai un nodo disconnesso a meno che non si sia certi che non possa essere messo in linea
o ripristinato.

Non eseguire questa procedura se si ritiene che sia possibile ripristinare i dati dell’oggetto
dal nodo. Contattare invece il supporto tecnico per determinare se è possibile eseguire il
ripristino del nodo.

• Quando si decommissiona un nodo di storage disconnesso, StorageGRID utilizza i dati provenienti da altri
nodi di storage per ricostruire i dati dell’oggetto e i metadati che si trovavano nel nodo disconnesso.

• La perdita di dati può verificarsi se si decommissiona più di un nodo di storage disconnesso. Il sistema
potrebbe non essere in grado di ricostruire i dati se non sono disponibili un numero sufficiente di copie di
oggetti, frammenti con codifica di cancellazione o metadati di oggetti. Durante il decommissioning dei nodi
storage in un grid con nodi solo metadati basati su software, il decommissioning di tutti i nodi configurati
per memorizzare sia oggetti che metadati rimuove tutto lo storage a oggetti dal grid. Per ulteriori
informazioni sui nodi di storage solo per metadati, vedere "Tipi di nodi storage".

Se si dispone di più nodi di storage disconnessi che non è possibile ripristinare, contattare il
supporto tecnico per determinare la procedura migliore.

• Quando si decommissiona un nodo di storage disconnesso, StorageGRID avvia i lavori di riparazione dei
dati al termine del processo di decommissionamento. Questi processi tentano di ricostruire i dati
dell’oggetto e i metadati memorizzati nel nodo disconnesso.

• Quando si decommissiona un nodo di storage disconnesso, la procedura di decommissionamento viene
completata in modo relativamente rapido. Tuttavia, i lavori di riparazione dei dati possono richiedere giorni
o settimane e non vengono monitorati dalla procedura di decommissionamento. È necessario monitorare
manualmente questi lavori e riavviarli secondo necessità. Vedere "Controllare i lavori di riparazione dei
dati".

• Se si decommissiona un nodo di storage disconnesso che contiene l’unica copia di un oggetto, l’oggetto
andrà perso. I processi di riparazione dei dati possono ricostruire e ripristinare gli oggetti solo se nei nodi di
storage attualmente connessi sono presenti almeno una copia replicata o un numero sufficiente di
frammenti con codifica di cancellazione.

Cos’è il quorum ADC?

Potrebbe non essere possibile smantellare alcuni nodi di archiviazione in un sito se dopo
lo smantellamento rimanessero pochi servizi ADC (Administrative Domain Controller).

Il servizio ADC, presente in alcuni nodi di archiviazione, mantiene le informazioni sulla topologia della griglia e
fornisce servizi di configurazione alla griglia. Il sistema StorageGRID richiede un quorum di servizi ADC per
essere sempre disponibile in ogni sito.
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Non è possibile decommissionare un nodo di storage se la rimozione del nodo causerebbe il mancato rispetto
del quorum di ADC. Per soddisfare il quorum ADC durante una disattivazione, è necessario che almeno tre
nodi di archiviazione in ogni sito dispongano del servizio ADC. Se in un sito sono presenti più di tre nodi di
archiviazione con il servizio ADC, la maggior parte di questi nodi deve rimanere disponibile dopo lo
smantellamento: ((0.5 * Storage Nodes with ADC) + 1)

Prestare attenzione quando si disattivano i nodi di storage in un grid che contiene nodi solo
metadati basati su software. Se tutti i nodi configurati per l’archiviazione di entrambi oggetti e
metadati vengono dismessi, la possibilità di archiviare oggetti viene rimossa dalla griglia. Per
ulteriori informazioni sui nodi di storage solo per metadati, vedere "Tipi di nodi storage".

Ad esempio, si supponga che un sito attualmente includa sei nodi di storage con servizi ADC e che si desideri
smantellare tre nodi di storage. A causa del requisito di quorum di ADC, è necessario completare due
procedure di decommissionamento, come indicato di seguito:

• Nella prima procedura di decommissionamento, è necessario assicurarsi che siano disponibili quattro nodi
di archiviazione con servizi ADC: ((0.5 * 6) + 1). Ciò significa che all’inizio è possibile
decommissionare solo due nodi di storage.

• Nella seconda procedura di dismissione, è possibile rimuovere il terzo nodo di archiviazione perché il
quorum ADC richiede ora che rimangano disponibili solo tre servizi ADC: ((0.5 * 4) + 1) .

Se è necessario dismettere un nodo di archiviazione, è possibile continuare a soddisfare il requisito del
quorum ADC"Spostamento del servizio ADC su un altro nodo di archiviazione nello stesso sito" o aggiungendo
un nuovo nodo di archiviazione in un"espansione" e specificando che dovrebbe avere un servizio ADC.
Successivamente, è possibile dismettere il nodo di archiviazione esistente senza influire sul quorum.

Esaminare i criteri ILM e la configurazione dello storage

Se si prevede di decommissionare un nodo di storage, è necessario rivedere la policy
ILM del sistema StorageGRID prima di avviare il processo di decommissionamento.

Durante lo smantellamento, tutti i dati degli oggetti vengono migrati dal nodo di storage decommissionato ad
altri nodi di storage.

La policy ILM di cui disponi durante la decommissionazione sarà quella utilizzata dopo la
decommissionazione. È necessario assicurarsi che questa policy soddisfi i requisiti dei dati
prima di iniziare la decommissionazione e dopo il completamento della decommissionazione.

È necessario rivedere le regole in ciascuna "Criterio ILM attivo" di esse per assicurarsi che il sistema
StorageGRID continui a disporre di capacità sufficiente del tipo corretto e nelle posizioni corrette per consentire
lo smantellamento di un nodo di archiviazione.

Considerare quanto segue:

• I servizi di valutazione ILM potranno copiare i dati degli oggetti in modo che le regole ILM siano
soddisfatte?

• Cosa succede se un sito diventa temporaneamente non disponibile mentre è in corso la disattivazione? È
possibile eseguire copie aggiuntive in una posizione alternativa?

• In che modo il processo di disattivazione influirà sulla distribuzione finale dei contenuti? Come descritto in
"Consolidare i nodi di storage", è necessario "Aggiungere nuovi nodi di storage" prima di mettere fuori
servizio quelli vecchi. Se si aggiunge un nodo di storage sostitutivo più grande dopo la disattivazione di un
nodo di storage più piccolo, i vecchi nodi di storage potrebbero essere vicini alla capacità e il nuovo nodo
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di storage potrebbe non avere quasi alcun contenuto. La maggior parte delle operazioni di scrittura per i
nuovi dati a oggetti verrebbe quindi indirizzata al nuovo nodo di storage, riducendo l’efficienza complessiva
delle operazioni di sistema.

• Il sistema includerà sempre nodi storage sufficienti per soddisfare le policy ILM attive?

Un criterio ILM che non può essere soddisfatto porterà a backlog e avvisi e potrebbe
arrestare il funzionamento del sistema StorageGRID.

Verificare che la topologia proposta risultante dal processo di disattivazione soddisfi la politica ILM valutando le
aree elencate nella tabella.

Area da valutare Che cosa considerare

Capacità disponibile Ci sarà una capacità storage sufficiente per ospitare tutti i dati a oggetti
archiviati nel sistema StorageGRID, incluse le copie permanenti dei dati
a oggetti attualmente archiviati nel nodo storage da dismettere?

Ci sarà capacità sufficiente per gestire la crescita prevista dei dati degli
oggetti memorizzati per un ragionevole intervallo di tempo dopo il
completamento del decommissionamento?

Ubicazione dello storage Se nel sistema StorageGRID rimane una capacità sufficiente, la
capacità è nelle posizioni giuste per soddisfare le regole di business del
sistema StorageGRID?

Tipo di storage Sarà disponibile uno storage sufficiente del tipo appropriato dopo il
completamento dello smantellamento?

Ad esempio, le regole ILM possono spostare i contenuti da un tipo di
storage a un altro in base al tempo in cui i contenuti diventano obsoleti.
In questo caso, è necessario assicurarsi che nella configurazione finale
del sistema StorageGRID sia disponibile una quantità sufficiente di
spazio di archiviazione del tipo appropriato.

Consolidare i nodi di storage

È possibile consolidare i nodi di storage per ridurre il numero di nodi di storage per un
sito o un’implementazione, aumentando al contempo la capacità di storage.

Quando si consolidano i nodi di storage, si "Espandere il sistema StorageGRID"aggiungono nuovi nodi di
storage con capacità maggiore e si disattivano i vecchi nodi di storage con capacità minore. Durante la
procedura di decommissionamento, gli oggetti vengono migrati dai vecchi nodi di storage ai nuovi nodi di
storage.

Se si consolidano appliance più vecchie e più piccole con nuovi modelli o appliance con
capacità maggiore, prendere in considerazione "clonare il nodo appliance" (o utilizzare la
clonazione dei nodi di appliance e la procedura di decommissionamento se non si esegue una
sostituzione one-to-one).

Ad esempio, è possibile aggiungere due nuovi nodi di storage con capacità maggiore per sostituire tre nodi di
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storage meno recenti. Prima di tutto, utilizzare la procedura di espansione per aggiungere i due nuovi nodi di
storage di dimensioni maggiori, quindi utilizzare la procedura di decommissionamento per rimuovere i tre nodi
di storage di capacità inferiore.

Aggiungendo nuova capacità prima di rimuovere i nodi di storage esistenti, è possibile garantire una
distribuzione più equilibrata dei dati nel sistema StorageGRID. Inoltre, si riduce la possibilità che un nodo di
storage esistente venga spinto oltre il livello di filigrana dello storage.

Decommissionare più nodi di storage

Se è necessario rimuovere più di un nodo di storage, è possibile decommissionarli in
sequenza o in parallelo.

Prestare attenzione quando si disattivano i nodi di storage in un grid che contiene nodi solo
metadati basati su software. Se tutti i nodi configurati per l’archiviazione di entrambi oggetti e
metadati vengono dismessi, la possibilità di archiviare oggetti viene rimossa dalla griglia. Per
ulteriori informazioni sui nodi di storage solo per metadati, vedere "Tipi di nodi storage".

• Se si decommissionano i nodi di storage in modo sequenziale, è necessario attendere che il primo nodo di
storage completi la decommissionamento prima di iniziare a decommissionare il nodo di storage
successivo.

• Se i nodi di storage vengono decommissionati in parallelo, i nodi di storage elaborano
contemporaneamente le attività di decommissionamento per tutti i nodi di storage da decommissionare.
Ciò può causare una situazione in cui tutte le copie permanenti di un file sono contrassegnate come "sola
lettura", disattivando temporaneamente l’eliminazione nelle griglie in cui questa funzionalità è attivata.

Controllare i lavori di riparazione dei dati

Prima di dismettere o espandere un nodo della griglia, è necessario confermare che non
siano attivi processi di riparazione dei dati. Se una riparazione non ha avuto successo, è
necessario riavviarla e lasciarla completare prima di eseguire la procedura di
dismissione.

Fare riferimento a"Tipi di espansione" per i dettagli su come espandere un nodo della griglia.

A proposito di questa attività

Se è necessario dismettere un nodo di archiviazione disconnesso, completare questi passaggi al termine della
procedura di dismissione per garantire il completamento del processo di riparazione dei dati. È necessario
assicurarsi che tutti i frammenti con codice di cancellazione presenti sul nodo rimosso siano stati ripristinati.

Questi passaggi si applicano solo ai sistemi che dispongono di oggetti con codifica per la cancellazione.

Fasi

1. Accedere al nodo di amministrazione principale:

a. Immettere il seguente comando: ssh admin@grid_node_IP

b. Immettere la password elencata nel Passwords.txt file.

c. Immettere il seguente comando per passare alla directory principale: su -

d. Immettere la password elencata nel Passwords.txt file.
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Quando si è collegati come root, il prompt cambia da $ a #.

2. Controllare le riparazioni in corso: repair-data show-ec-repair-status

◦ Se non è mai stato eseguito un lavoro di riparazione dati, l’output è No job found. Non è necessario
riavviare alcun lavoro di riparazione.

◦ Se il lavoro di riparazione dei dati è stato eseguito in precedenza o è in esecuzione, l’output elenca le
informazioni per la riparazione. Ogni riparazione ha un ID di riparazione univoco.

In alternativa, è possibile utilizzare Grid Manager per monitorare i processi di ripristino in
corso e visualizzare una cronologia di ripristino. Vedere "Ripristinare i dati degli oggetti
utilizzando Grid Manager".

3. Se lo Stato per tutte le riparazioni è, non è Completed necessario riavviare alcun lavoro di riparazione.

4. Se lo Stato per qualsiasi riparazione è, è Stopped necessario riavviare la riparazione.

a. Ottenere l’ID della riparazione per la riparazione non riuscita dall’output.

b. Eseguire il repair-data start-ec-node-repair comando.

Utilizzare l' --repair-id`opzione per specificare l’ID riparazione. Ad esempio,
se si desidera riprovare una riparazione con ID riparazione 949292, eseguire

questo comando: `repair-data start-ec-node-repair --repair-id 949292

c. Continuare a tenere traccia dello stato delle riparazioni dei dati EC fino a quando lo Stato per tutte le
riparazioni non è Completed.

Raccogliere il materiale necessario

Prima di eseguire la decommissionazione di un nodo di rete, è necessario ottenere le
seguenti informazioni.

Elemento Note

Pacchetto di recupero .zip file Devi"scarica il pacchetto di ripristino più recente" .zip file(sgws-
recovery-package-id-revision.zip ). È possibile utilizzare il file
del pacchetto di ripristino per ripristinare il sistema in caso di errore.

Passwords.txt file Questo file contiene le password necessarie per accedere ai nodi della
griglia sulla riga di comando ed è incluso nel pacchetto di ripristino.

Passphrase di provisioning La passphrase viene creata e documentata al momento
dell’installazione del sistema StorageGRID. La passphrase di
provisioning non è contenuta nel Passwords.txt file.
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Elemento Note

Descrizione della topologia del
sistema StorageGRID prima dello
smantellamento

Se disponibile, procurarsi la documentazione che descrive la topologia
corrente del sistema.

Informazioni correlate

"Requisiti del browser Web"

Accedere alla pagina nodi di smantellamento

Quando si accede alla pagina nodi di disattivazione in Grid Manager, è possibile
visualizzare a colpo d’occhio i nodi che possono essere disattivati.

Prima di iniziare

• L’utente ha effettuato l’accesso a Grid Manager utilizzando un "browser web supportato".

• Si dispone di "Autorizzazione di manutenzione o di accesso root".

Prestare attenzione quando si disattivano i nodi di storage in un grid che contiene nodi solo
metadati basati su software. Se tutti i nodi configurati per l’archiviazione di entrambi oggetti e
metadati vengono dismessi, la possibilità di archiviare oggetti viene rimossa dalla griglia. Per
ulteriori informazioni sui nodi di storage solo per metadati, vedere "Tipi di nodi storage".

Fasi

1. Selezionare Manutenzione > Attività > Disattivazione.

2. Selezionare nodi di decommissionazione.

Viene visualizzata la pagina nodi di decommissionazione. Da questa pagina è possibile:

◦ Determinare quali nodi di rete possono essere attualmente dismessi.

◦ Scopri lo stato di salute di tutti i nodi della griglia

◦ Ordinare l’elenco in ordine crescente o decrescente per Nome, Sito, tipo o con ADC.

◦ Inserisci i termini di ricerca per trovare rapidamente nodi specifici.

In questo esempio, la colonna Decommission possible (Decommission possibile) indica che è possibile
decommissionare il nodo gateway e uno dei quattro nodi di archiviazione.
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3. Esaminare la colonna Dismissione possibile per ciascun nodo che si desidera decommissionare.

Se è possibile disattivare un nodo della griglia, questa colonna include un segno di spunta verde e la
colonna di sinistra contiene una casella di controllo. Se un nodo non può essere decommissionato, questa
colonna descrive il problema. Se vi sono più motivi per cui un nodo non può essere dismesso, viene
visualizzato il motivo più critico.

Motivo possibile della

decommissionazione

Descrizione Procedura da seguire per

risolvere il problema

No, la disattivazione node type

non è supportata.
Impossibile decommissionare il
nodo di amministrazione primario.

Nessuno.

No, almeno un nodo della griglia è
scollegato.

Nota: questo messaggio viene
visualizzato solo per i nodi della
griglia connessi.

Non è possibile decommissionare
un nodo di rete connesso se un
nodo di rete è scollegato.

La colonna Health include una di
queste icone per i nodi della
griglia disconnessi:

•
 (Grigio):

Amministrativamente giù

•
 (Blu): Sconosciuto

È necessario riportare tutti i nodi
disconnessi in linea o
"decommissionare tutti i nodi
disconnessi" prima di rimuovere
un nodo connesso.

Nota: Se la griglia contiene più
nodi disconnessi, il software
richiede di disattivarli tutti
contemporaneamente,
aumentando il rischio di risultati
imprevisti.
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Motivo possibile della

decommissionazione

Descrizione Procedura da seguire per

risolvere il problema

No, uno o più nodi richiesti sono
attualmente disconnessi e devono
essere ripristinati.

Nota: questo messaggio viene
visualizzato solo per i nodi della
griglia disconnessi.

Non è possibile decommissionare
un nodo di rete disconnesso se
anche uno o più nodi richiesti
sono disconnessi (ad esempio, un
nodo di storage necessario per il
quorum ADC).

a. Esaminare i messaggi
Decommission possible per
tutti i nodi disconnessi.

b. Determinare quali nodi non
possono essere dismessi
perché sono necessari.

◦ Se lo stato di salute di un
nodo richiesto è
amministrativamente
inattivo, riportare il nodo in
linea.

◦ Se l’integrità di un nodo
richiesto è sconosciuta,
eseguire una procedura di
ripristino del nodo per
ripristinare il nodo
richiesto.

No, membro del gruppo HA: nome

gruppo. Prima di poter dismettere
questo nodo, è necessario
rimuoverlo da tutti i gruppi HA.

Non è possibile decommissionare
un nodo amministrativo o un nodo
gateway se un’interfaccia di nodo
appartiene a un gruppo ad alta
disponibilità (ha).

Modificare il gruppo ha per
rimuovere l’interfaccia del nodo o
rimuovere l’intero gruppo ha.
Vedere "Configurare i gruppi ad
alta disponibilità".

No, il sito x richiede un minimo di
n nodi di storage con servizi ADC.

Solo nodi di archiviazione (nodi
di archiviazione combinati o solo
metadati). Non è possibile
dismettere un nodo di
archiviazione se nel sito non
rimarrebbero nodi sufficienti a
supportare i requisiti di quorum
ADC. Tuttavia, è possibile
spostare il servizio ADC su un
altro nodo di archiviazione.

"Spostare il servizio ADC su un
altro nodo di archiviazione nello
stesso sito"oppure eseguire
un’espansione aggiungendo un
nuovo nodo di archiviazione al
sito e specificando che deve
disporre di un servizio ADC. Fare
riferimento a "Quorum ADC" .
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Motivo possibile della

decommissionazione

Descrizione Procedura da seguire per

risolvere il problema

No, uno o più profili di erasure
coding necessitano di almeno n
nodi di storage. Se il profilo non
viene utilizzato in una regola ILM,
è possibile disattivarlo.

Solo nodi di archiviazione. Non
è possibile dismettere un nodo di
archiviazione a meno che non
rimangano nodi sufficienti per i
profili di codifica di cancellazione
esistenti.

Ad esempio, se esiste un profilo di
erasure coding per l’erasure
coding 4+2, devono rimanere
almeno 6 nodi storage.

Per ogni profilo di erasure coding
interessato, eseguire una delle
seguenti operazioni, in base al
modo in cui viene utilizzato il
profilo:

• Utilizzato nei criteri ILM

attivi: Eseguire
un’espansione. Aggiungere un
numero sufficiente di nuovi
nodi di storage per consentire
la cancellazione del codice.
Vedere le istruzioni per
"espandere la tua griglia".

• Utilizzato in una regola ILM

ma non nei criteri ILM attivi:
Modificare o eliminare la
regola e quindi disattivare il
profilo di erasure coding.

• Non utilizzato in alcuna

regola ILM: Disattivare il
profilo di erasure coding.

Nota: viene visualizzato un
messaggio di errore se si tenta di
disattivare un profilo di erasure
coding e i dati dell’oggetto sono
ancora associati al profilo.
Potrebbe essere necessario
attendere alcune settimane prima
di provare di nuovo il processo di
disattivazione.

Ulteriori informazioni su
"disattivazione di un profilo di
erasure coding".

No, non è possibile smantellare
un nodo di archiviazione a meno
che il nodo non sia disconnesso.

Se un nodo archivio è ancora
connesso, non è possibile
rimuoverlo.

Nota: Il supporto per i nodi di
archiviazione è stato rimosso. Se
è necessario smantellare un nodo
di archivio, vedere
"Decommissionamento nodo
griglia (sito doc StorageGRID
11,8)"

Decommissionare nodi di rete disconnessi

Potrebbe essere necessario decommissionare un nodo che non è attualmente connesso

12

https://docs.netapp.com/it-it/storagegrid/expand/index.html
https://docs.netapp.com/it-it/storagegrid/ilm/manage-erasure-coding-profiles.html
https://docs.netapp.com/it-it/storagegrid/ilm/manage-erasure-coding-profiles.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/grid-node-decommissioning.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/grid-node-decommissioning.html
https://docs.netapp.com/us-en/storagegrid-118/maintain/grid-node-decommissioning.html


alla rete (un nodo il cui stato di salute è sconosciuto o amministrativamente inattivo).

Prima di iniziare

• Comprendete le considerazioni per lo smantellamento "Nodi Admin e Gateway" e le considerazioni per lo
smantellamento "Nodi di storage".

• Sono stati ottenuti tutti gli elementi prerequisiti.

• Hai garantito che non siano attivi lavori di riparazione dei dati. Vedere "Controllare i lavori di riparazione dei
dati".

• Hai confermato che il ripristino del nodo di storage non è in corso in nessun punto della griglia. In tal caso,
è necessario attendere il completamento di qualsiasi ricostruzione Cassandra eseguita come parte del
ripristino. È quindi possibile procedere con lo smantellamento.

• Si è assicurato che non verranno eseguite altre procedure di manutenzione mentre la procedura di
decommissionamento del nodo è in esecuzione, a meno che la procedura di decommissionamento del
nodo non sia in pausa.

• La colonna Dismissione possibile per il nodo o i nodi disconnessi che si desidera decommissionare
include un segno di spunta verde.

• Si dispone della passphrase di provisioning.

A proposito di questa attività

È possibile identificare i nodi disconnessi cercando l’icona blu Sconosciuto o l’icona grigia

amministrativamente giù nella colonna Salute.

Prima di disattivare qualsiasi nodo disconnesso, tenere presente quanto segue:

• Questa procedura è principalmente destinata alla rimozione di un singolo nodo disconnesso. Se la griglia
contiene più nodi disconnessi, il software richiede di decommissionarli tutti contemporaneamente,
aumentando il potenziale di risultati imprevisti.

La perdita di dati può verificarsi se si decommissiona più di un nodo di storage disconnesso
alla volta. Vedere "Considerazioni sui nodi storage disconnessi".

Prestare attenzione quando si disattivano i nodi di storage in un grid che contiene nodi solo
metadati basati su software. Se tutti i nodi configurati per l’archiviazione di entrambi oggetti
e metadati vengono dismessi, la possibilità di archiviare oggetti viene rimossa dalla griglia.
Per ulteriori informazioni sui nodi di storage solo per metadati, vedere "Tipi di nodi storage".

• Se non è possibile rimuovere un nodo disconnesso (ad esempio, un nodo di storage necessario per il
quorum ADC), non è possibile rimuovere nessun altro nodo disconnesso.

Fasi

1. A meno che non si stia smantellando un nodo di archiviazione (che deve essere disconnesso), tentare di
riportare in linea tutti i nodi di griglia disconnessi o di ripristinarli.

Vedere "Procedure di ripristino del nodo Grid" per istruzioni.

2. Se non si riesce a ripristinare un nodo di rete disconnesso e si desidera decommissionarlo mentre è
disconnesso, selezionare la casella di controllo corrispondente.

13

https://docs.netapp.com/it-it/storagegrid/primer/what-storage-node-is.html#types-of-storage-nodes
https://docs.netapp.com/it-it/storagegrid/maintain/warnings-and-considerations-for-grid-node-recovery.html


Se la griglia contiene più nodi disconnessi, il software richiede di decommissionarli tutti
contemporaneamente, aumentando il potenziale di risultati imprevisti.

Prestare attenzione quando si sceglie di decommissionare più di un nodo di rete
disconnesso alla volta, soprattutto se si selezionano più nodi di storage disconnessi. Se si
dispone di più nodi di storage disconnessi che non è possibile ripristinare, contattare il
supporto tecnico per determinare la procedura migliore.

3. Inserire la passphrase di provisioning.

Il pulsante Avvia decommissionazione è attivato.

4. Fare clic su Avvia decommissionazione.

Viene visualizzato un avviso che indica che è stato selezionato un nodo disconnesso e che i dati
dell’oggetto andranno persi se il nodo dispone dell’unica copia di un oggetto.

5. Esaminare l’elenco dei nodi e fare clic su OK.

Viene avviata la procedura di dismissione e per ogni nodo viene visualizzato lo stato di avanzamento.
Durante la procedura viene generato un nuovo pacchetto di ripristino contenente la modifica alla
configurazione della griglia.

6. Non appena il nuovo pacchetto di ripristino è disponibile, fare clic sul collegamento o selezionare
Manutenzione > Sistema > Pacchetto di ripristino per accedere alla pagina del pacchetto di ripristino.
Quindi, scarica il .zip file.

Vedi le istruzioni per"scaricando il pacchetto di ripristino" .

Scarica il pacchetto di ripristino il prima possibile per assicurarti di poter ripristinare la tua
rete se qualcosa va storto durante la procedura di dismissione.

Il file del pacchetto di ripristino deve essere protetto perché contiene chiavi di crittografia e
password che possono essere utilizzate per ottenere dati dal sistema StorageGRID .

7. Monitorare periodicamente la pagina Decommissionare per assicurarsi che tutti i nodi selezionati siano
dismessi correttamente.

I nodi di storage possono richiedere giorni o settimane per la decommissionazione. Una volta completate
tutte le attività, viene visualizzato nuovamente l’elenco di selezione dei nodi con un messaggio di esito
positivo. Se si decommissiona un nodo di storage disconnesso, un messaggio di informazioni indica che i
lavori di riparazione sono stati avviati.

8. Dopo che i nodi si sono spenti automaticamente nell’ambito della procedura di decommissionamento,
rimuovere eventuali macchine virtuali o altre risorse rimanenti associate al nodo decommissionato.

Non eseguire questo passaggio fino a quando i nodi non si sono spenti automaticamente.

9. Se si sta smantellando un nodo di storage, monitorare lo stato dei lavori di riparazione di dati replicati e
dati con codifica di cancellazione (EC) che vengono avviati automaticamente durante il processo di
decommissionamento.
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Dati replicati

• Per ottenere un completamento percentuale stimato per la riparazione replicata, aggiungere show-
replicated-repair-status l’opzione al comando Repair-data.

repair-data show-replicated-repair-status

• Per determinare se le riparazioni sono state completate:

a. Selezionare Nodi > Nodo di archiviazione in riparazione > ILM.

b. Esaminare gli attributi nella sezione Valutazione. Al termine delle riparazioni, l’attributo in attesa -

tutto indica 0 oggetti.

• Per monitorare la riparazione in modo più dettagliato:

a. Selezionare Nodi.

b. Selezionare grid name > ILM.

c. Posiziona il cursore sul grafico della coda ILM per visualizzare il valore dell’attributo Frequenza di

scansione (oggetti/sec), che indica la velocità con cui gli oggetti nella griglia vengono
scansionati e messi in coda per ILM.

d. Nella sezione Coda ILM, osserva i seguenti attributi:

▪ Periodo di scansione - stimato: Il tempo stimato per completare una scansione ILM
completa di tutti gli oggetti.

Una scansione completa non garantisce che ILM sia stato applicato a tutti gli oggetti.

▪ Riparazioni tentate: numero totale di tentativi di operazioni di riparazione di oggetti per dati
replicati considerati ad alto rischio. Gli oggetti ad alto rischio sono tutti gli oggetti di cui è
rimasta una sola copia, sia che ciò sia specificato dalla policy ILM o sia dovuto alla perdita di
copie. Questo conteggio aumenta ogni volta che un nodo di archiviazione tenta di riparare un
oggetto ad alto rischio. Le riparazioni ILM ad alto rischio hanno la priorità se la rete diventa
sovraccarica.

La riparazione dello stesso oggetto potrebbe incrementarsi nuovamente se la replica fallisce
dopo la riparazione. + Questi attributi possono essere utili quando si monitora l’avanzamento
del ripristino del volume del nodo di archiviazione. Se il numero di tentativi di riparazione ha
smesso di aumentare ed è stata completata una scansione completa, è probabile che la
riparazione sia stata completata.

e. In alternativa, invia una query Prometheus per
storagegrid_ilm_scan_period_estimated_minutes E
storagegrid_ilm_repairs_attempted .

Dati con erasure coding (EC)

Per monitorare la riparazione dei dati con codifica erasure e riprovare eventuali richieste che potrebbero
non essere riuscite:

1. Determinare lo stato delle riparazioni dei dati con codice di cancellazione:

◦ Selezionare Supporto > Strumenti > Metriche per visualizzare il tempo stimato per il
completamento e la percentuale di completamento per il lavoro corrente. Quindi, seleziona
Panoramica EC nella sezione Grafana. Consulta i dashboard Tempo stimato per il

completamento del lavoro EC in griglia e Percentuale completata del lavoro EC in griglia.
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◦ Utilizzare questo comando per visualizzare lo stato di un’operazione specifica repair-data:

repair-data show-ec-repair-status --repair-id repair ID

◦ Utilizzare questo comando per elencare tutte le riparazioni:

repair-data show-ec-repair-status

L’output elenca le informazioni, tra cui repair ID, per tutte le riparazioni in esecuzione in
precedenza e in corso.

2. Se l’output mostra che l’operazione di riparazione non è riuscita, utilizzare --repair-id l’opzione
per riprovare la riparazione.

Questo comando prova di nuovo una riparazione del nodo non riuscita, utilizzando l’ID riparazione
6949309319275667690:

repair-data start-ec-node-repair --repair-id 6949309319275667690

Questo comando prova di nuovo una riparazione del volume non riuscita, utilizzando l’ID riparazione
6949309319275667690:

repair-data start-ec-volume-repair --repair-id 6949309319275667690

Al termine

Non appena i nodi disconnessi sono stati decommissionati e tutti i lavori di riparazione dei dati sono stati
completati, è possibile decommissionare qualsiasi nodo di rete connesso secondo necessità.

Quindi, completare questi passaggi dopo aver completato la procedura di decommissionamento:

• Assicurarsi che i dischi del nodo della griglia decommissionata siano puliti. Utilizzare uno strumento o un
servizio di cancellazione dei dati disponibile in commercio per rimuovere in modo permanente e sicuro i
dati dai dischi.

• Se un nodo dell’appliance è stato disattivato e i dati dell’appliance sono stati protetti mediante la crittografia
del nodo, utilizzare il programma di installazione dell’appliance StorageGRID per cancellare la
configurazione del server di gestione delle chiavi (Cancella KMS). Se si desidera aggiungere l’appliance a
un’altra griglia, è necessario cancellare la configurazione KMS. Per istruzioni, vedere "Monitorare la
crittografia dei nodi in modalità di manutenzione".

Decommissionare i nodi di rete connessi

È possibile decommissionare e rimuovere in modo permanente i nodi collegati alla rete.

Prima di iniziare

• Comprendete le considerazioni per lo smantellamento "Nodi Admin e Gateway" e le considerazioni per lo
smantellamento "Nodi di storage".

• Hai raccolto tutti i materiali necessari.

• Hai garantito che non siano attivi lavori di riparazione dei dati.

• Hai confermato che il ripristino del nodo di storage non è in corso in nessun punto della griglia. In tal caso,
attendere il completamento di qualsiasi ricostruzione Cassandra eseguita come parte del ripristino. È
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quindi possibile procedere con lo smantellamento.

• Si è assicurato che non verranno eseguite altre procedure di manutenzione mentre la procedura di
decommissionamento del nodo è in esecuzione, a meno che la procedura di decommissionamento del
nodo non sia in pausa.

• Si dispone della passphrase di provisioning.

• I nodi della griglia sono connessi.

• La colonna Dismissione possibile per il nodo o i nodi che si desidera decommissionare include un segno
di spunta verde.

La decommissionazione non si avvia se uno o più volumi sono offline (non montati) o se
sono online (montati) ma in uno stato di errore.

Se uno o più volumi vengono disconnessi mentre è in corso una decommissionazione, il
processo di decommissionamento viene completato dopo che questi volumi sono tornati
online.

•
Tutti i nodi della griglia presentano un’integrità normale (verde) . Se nella colonna Health viene
visualizzata una di queste icone, provare a risolvere il problema:

Icona Colore Severità

Giallo Avviso

Arancione chiaro Minore

Arancione scuro Maggiore

Rosso Critico

• Se in precedenza è stato dismesso un nodo di storage disconnesso, tutti i lavori di riparazione dei dati
sono stati completati correttamente. Vedere "Controllare i lavori di riparazione dei dati".

Non rimuovere la macchina virtuale o altre risorse di un nodo griglia fino a quando non viene
richiesto in questa procedura.

Prestare attenzione quando si disattivano i nodi di storage in un grid che contiene nodi solo
metadati basati su software. Se tutti i nodi configurati per l’archiviazione di entrambi oggetti e
metadati vengono dismessi, la possibilità di archiviare oggetti viene rimossa dalla griglia. Per
ulteriori informazioni sui nodi di storage solo per metadati, vedere "Tipi di nodi storage".

A proposito di questa attività

Quando un nodo viene smantellato, i suoi servizi vengono disattivati e il nodo si arresta automaticamente.

Fasi

1. Nella pagina nodi di decommissionazione, selezionare la casella di controllo per ciascun nodo della griglia
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che si desidera decommissionare.

2. Inserire la passphrase di provisioning.

Il pulsante Avvia decommissionazione è attivato.

3. Selezionare Avvia demissione.

4. Esaminare l’elenco dei nodi nella finestra di dialogo di conferma e selezionare OK.

Viene avviata la procedura di decommissionamento del nodo e viene visualizzato l’avanzamento per
ciascun nodo.

Non scollegare un nodo di storage dopo l’avvio della procedura di decommissionamento. La
modifica dello stato potrebbe causare la mancata copia di alcuni contenuti in altre posizioni.

5. Non appena il nuovo pacchetto di ripristino è disponibile, seleziona il collegamento al pacchetto di ripristino
nel banner oppure seleziona Manutenzione > Sistema > Pacchetto di ripristino per accedere alla
pagina del pacchetto di ripristino. Quindi, scarica il .zip file.

Vedere "scaricando il pacchetto di ripristino" .

Scarica il pacchetto di ripristino il prima possibile per assicurarti di poter ripristinare la tua
rete se qualcosa va storto durante la procedura di dismissione.

6. Monitorare periodicamente la pagina nodi di decommissionazione per assicurarsi che tutti i nodi selezionati
vengano decommissionati correttamente.

I nodi di storage possono richiedere giorni o settimane per la decommissionazione.

Una volta completate tutte le attività, viene visualizzato nuovamente l’elenco di selezione dei nodi con un
messaggio di esito positivo.

Al termine

Completare questi passaggi dopo aver completato la procedura di decommissionamento del nodo:

1. Seguire la fase appropriata per la piattaforma. Ad esempio:

◦ Linux: Potresti voler staccare i volumi ed eliminare i file di configurazione del nodo creati durante
l’installazione. Vedere "Installa StorageGRID sui nodi basati su software" .

◦ VMware: Potrebbe essere necessario utilizzare l’opzione "Elimina da disco" di vCenter per eliminare la
macchina virtuale. Potrebbe essere necessario eliminare anche i dischi dati indipendenti dalla
macchina virtuale.

◦ Appliance StorageGRID: Il nodo appliance torna automaticamente allo stato non distribuito, dove è
possibile accedere al programma di installazione dell’appliance StorageGRID. È possibile spegnere
l’apparecchio o aggiungerlo a un altro sistema StorageGRID.

2. Assicurarsi che i dischi del nodo della griglia decommissionata siano puliti. Utilizzare uno strumento o un
servizio di cancellazione dei dati disponibile in commercio per rimuovere in modo permanente e sicuro i
dati dai dischi.

3. Se un nodo dell’appliance è stato disattivato e i dati dell’appliance sono stati protetti mediante la crittografia
del nodo, utilizzare il programma di installazione dell’appliance StorageGRID per cancellare la
configurazione del server di gestione delle chiavi (Cancella KMS). Se si desidera aggiungere l’appliance a
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un’altra griglia, è necessario cancellare la configurazione KMS. Per istruzioni, vedere "Monitorare la
crittografia dei nodi in modalità di manutenzione".

Mettere in pausa e riprendere il processo di
decommissionamento per i nodi di storage

Se è necessario eseguire una seconda procedura di manutenzione, è possibile
sospendere la procedura di decommissionamento per un nodo di storage durante
determinate fasi. Al termine dell’altra procedura, è possibile riprendere la
decommissionamento.

Il pulsante Pause (Pausa) viene attivato solo quando vengono raggiunte le fasi di
decommissionamento dei dati con codifica di cancellazione o valutazione ILM; tuttavia, la
valutazione ILM (migrazione dei dati) continuerà a essere eseguita in background.

Prima di iniziare

• L’utente ha effettuato l’accesso a Grid Manager utilizzando un "browser web supportato".

• Si dispone di "Autorizzazione di manutenzione o di accesso root".

Fasi

1. Selezionare Manutenzione > Attività > Disattivazione.

Viene visualizzata la pagina Decommission.

2. Selezionare nodi di decommissionazione.

Viene visualizzata la pagina nodi di decommissionazione. Quando la procedura di decommissionamento
raggiunge una delle seguenti fasi, il pulsante Pause (Pausa) viene attivato.

◦ Valutazione di ILM

◦ Decommissionamento dei dati codificati a cancellazione

3. Selezionare Pausa per sospendere la procedura.

La fase corrente viene messa in pausa e il pulsante Riprendi viene attivato.
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4. Al termine dell’altra procedura di manutenzione, selezionare Riprendi per procedere con la
decommissionazione.
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