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Distribuisci nodi di griglia virtuali

Raccogli informazioni sul tuo ambiente di distribuzione
(VMware)

Prima di implementare i nodi grid, è necessario raccogliere informazioni sulla
configurazione di rete e sull’ambiente VMware.

È più efficiente eseguire una singola installazione di tutti i nodi, piuttosto che installare alcuni
nodi ora e alcuni nodi successivamente.

Informazioni VMware

È necessario accedere all’ambiente di implementazione e raccogliere informazioni sull’ambiente VMware, sulle
reti create per Grid, Admin e Client Network e sui tipi di volumi di storage che si intende utilizzare per i nodi di
storage.

È necessario raccogliere informazioni sull’ambiente VMware, tra cui:

• Il nome utente e la password di un account VMware vSphere che dispone delle autorizzazioni appropriate
per completare l’implementazione.

• Informazioni sulla configurazione di rete, datastore e host per ogni macchina virtuale a nodi StorageGRID.

VMware Live vMotion fa saltare il tempo di clock della macchina virtuale e non è supportato per i
nodi grid di qualsiasi tipo. Anche se rari, tempi di clock errati possono causare la perdita di dati o
aggiornamenti della configurazione.

Informazioni Grid Network

È necessario raccogliere informazioni sulla rete VMware creata per la rete grid StorageGRID (richiesta), tra
cui:

• Il nome della rete.

• Metodo utilizzato per assegnare indirizzi IP, statici o DHCP.

◦ Se si utilizzano indirizzi IP statici, i dettagli di rete richiesti per ciascun nodo della griglia (indirizzo IP,
gateway, maschera di rete).

◦ Se si utilizza DHCP, l’indirizzo IP del nodo amministrativo primario sulla rete Grid. Per ulteriori
informazioni, vedere "In che modo i nodi della griglia rilevano il nodo di amministrazione primario" .

Admin Network Information (informazioni di rete amministratore

Per i nodi che saranno connessi alla rete amministrativa StorageGRID opzionale, è necessario raccogliere
informazioni sulla rete VMware creata per questa rete, tra cui:

• Il nome della rete.

• Metodo utilizzato per assegnare indirizzi IP, statici o DHCP.

◦ Se si utilizzano indirizzi IP statici, i dettagli di rete richiesti per ciascun nodo della griglia (indirizzo IP,
gateway, maschera di rete).
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◦ Se si utilizza DHCP, l’indirizzo IP del nodo amministrativo primario sulla rete Grid. Per ulteriori
informazioni, vedere "In che modo i nodi della griglia rilevano il nodo di amministrazione primario" .

• L’elenco di subnet esterne (ESL) per la rete di amministrazione.

Informazioni di rete del client

Per i nodi che saranno connessi alla rete client StorageGRID opzionale, è necessario raccogliere informazioni
sulla rete VMware creata per questa rete, tra cui:

• Il nome della rete.

• Metodo utilizzato per assegnare indirizzi IP, statici o DHCP.

• Se si utilizzano indirizzi IP statici, i dettagli di rete richiesti per ciascun nodo della griglia (indirizzo IP,
gateway, maschera di rete).

Informazioni su interfacce aggiuntive

È possibile aggiungere interfacce di accesso o trunk alla macchina virtuale in vCenter dopo aver installato il
nodo. Ad esempio, è possibile aggiungere un’interfaccia di linea a un nodo Admin o Gateway, in modo da poter
utilizzare le interfacce VLAN per separare il traffico che appartiene a diverse applicazioni o tenant. In
alternativa, è possibile aggiungere un’interfaccia di accesso da utilizzare in un gruppo ad alta disponibilità (ha).

Le interfacce aggiunte vengono visualizzate nella pagina delle interfacce VLAN e nella pagina dei gruppi ha in
Grid Manager.

• Se si aggiunge un’interfaccia di linea, configurare una o più interfacce VLAN per ogni nuova interfaccia
principale. Vedere "Configurare le interfacce VLAN".

• Se si aggiunge un’interfaccia di accesso, è necessario aggiungerla direttamente ai gruppi ha. Vedere
"configurare i gruppi ad alta disponibilità".

Volumi di storage per nodi di storage virtuali

Per i nodi di storage basati su macchine virtuali, è necessario raccogliere le seguenti informazioni:

• Il numero e le dimensioni dei volumi di archiviazione (LUN di archiviazione) che si intende aggiungere.
Vedere "Requisiti di storage e performance".

Informazioni sulla configurazione della griglia

È necessario raccogliere informazioni per configurare la griglia:

• Licenza Grid

• Indirizzi IP del server NTP (Network Time Protocol)

• Indirizzi IP del server DNS

Creare file di configurazione dei nodi per le distribuzioni
Linux

I file di configurazione dei nodi sono piccoli file di testo che forniscono le informazioni
necessarie al servizio host StorageGRID per avviare un nodo e collegarlo alla rete
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appropriata e bloccare le risorse di storage. I file di configurazione dei nodi vengono
utilizzati per i nodi virtuali e non per i nodi appliance.

"Linux" si riferisce a una distribuzione RHEL, Ubuntu o Debian. Per un elenco delle versioni
supportate, vedere "Tool di matrice di interoperabilità NetApp (IMT)" .

Posizione dei file di configurazione dei nodi

Posizionare il file di configurazione per ogni nodo StorageGRID nella /etc/storagegrid/nodes directory
sull’host in cui verrà eseguito il nodo. Ad esempio, se si prevede di eseguire un nodo di amministrazione, un
nodo gateway e un nodo di archiviazione sull’host, è necessario inserire tre file di configurazione del nodo nell'
`/etc/storagegrid/nodes`host.

È possibile creare i file di configurazione direttamente su ciascun host utilizzando un editor di testo, ad
esempio vim o nano, oppure crearli altrove e spostarli su ciascun host.

Denominazione dei file di configurazione dei nodi

I nomi dei file di configurazione sono significativi. Il formato è node-name.conf, dove node-name è un nome
assegnato al nodo. Questo nome viene visualizzato nel programma di installazione di StorageGRID e viene
utilizzato per le operazioni di manutenzione dei nodi, ad esempio la migrazione dei nodi.

I nomi dei nodi devono seguire queste regole:

• Deve essere unico

• Deve iniziare con una lettera

• Può contenere i caratteri Da A a Z e da a a z

• Può contenere i numeri da 0 a 9

• Può contenere uno o più trattini (-)

• Non deve contenere più di 32 caratteri, esclusa l' `.conf`estensione

Tutti i file /etc/storagegrid/nodes che non seguono queste convenzioni di denominazione non verranno
analizzati dal servizio host.

Se è stata pianificata una topologia multi-sito per il proprio grid, uno schema di denominazione tipico dei nodi
potrebbe essere:

site-nodetype-nodenumber.conf

Ad esempio, è possibile utilizzare dc1-adm1.conf per il primo nodo amministrativo nel data center 1 e dc2-
sn3.conf per il terzo nodo di storage nel data center 2. Tuttavia, è possibile utilizzare qualsiasi schema
desiderato, purché tutti i nomi dei nodi seguano le regole di denominazione.

Contenuto di un file di configurazione del nodo

Un file di configurazione contiene coppie chiave/valore, con una chiave e un valore per riga. Per ogni coppia
chiave/valore, attenersi alle seguenti regole:

• La chiave e il valore devono essere separati da un segno uguale (=) e da spazi opzionali.

• Le chiavi non possono contenere spazi.
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• I valori possono contenere spazi incorporati.

• Qualsiasi spazio iniziale o finale viene ignorato.

La tabella seguente definisce i valori per tutte le chiavi supportate. Ogni chiave ha una delle seguenti
designazioni:

• Obbligatorio: Richiesto per ogni nodo o per i tipi di nodo specificati

• Best practice: Facoltativo, anche se consigliato

• Opzionale: Opzionale per tutti i nodi

Chiavi di rete Admin

ADMIN_IP

Valore Designazione

Indirizzo IPv4 della rete Grid del nodo di amministrazione che si
desidera utilizzare per installare il nodo basato su Linux. Per il ripristino,
utilizzare l’IP del nodo di amministrazione primario, se disponibile; in
caso contrario, utilizzare l’IP di un nodo di amministrazione non primario.
Se si omette questo parametro, il nodo tenta di individuare un nodo
amministrativo primario tramite mDNS.

"In che modo i nodi della griglia rilevano il nodo di amministrazione
primario"

Nota: Questo valore viene ignorato e potrebbe essere proibito sul nodo
di amministrazione primario.

Best practice

ADMIN_NETWORK_CONFIG

Valore Designazione

DHCP, STATICO O DISATTIVATO Opzionale

ADMIN_NETWORK_ESL

Valore Designazione

Elenco separato da virgole delle subnet nella notazione CIDR a cui il
nodo deve comunicare utilizzando il gateway Admin Network.

Esempio: 172.16.0.0/21,172.17.0.0/21

Opzionale

ADMIN_NETWORK_GATEWAY
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Valore Designazione

Indirizzo IPv4 del gateway Admin Network locale per questo nodo. Deve
trovarsi nella subnet definita da ADMIN_NETWORK_IP e
ADMIN_NETWORK_MASK. Questo valore viene ignorato per le reti
configurate con DHCP.

Esempi:

1.1.1.1

10.224.4.81

Obbligatorio se
ADMIN_NETWORK_ESL viene
specificato. Facoltativo altrimenti.

ADMIN_NETWORK_IP

Valore Designazione

Indirizzo IPv4 di questo nodo nella rete di amministrazione. Questa
chiave è necessaria solo quando ADMIN_NETWORK_CONFIG =
STATIC; non specificarla per altri valori.

Esempi:

1.1.1.1

10.224.4.81

Necessario quando
ADMIN_NETWORK_CONFIG =
STATICO.

Facoltativo altrimenti.

ADMIN_NETWORK_MAC

Valore Designazione

L’indirizzo MAC dell’interfaccia Admin Network nel contenitore.

Questo campo è facoltativo. Se omesso, viene generato
automaticamente un indirizzo MAC.

Devono essere 6 coppie di cifre esadecimali separate da due punti.

Esempio: b2:9c:02:c2:27:10

Opzionale

ADMIN_NETWORK_MASK
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Valore Designazione

Netmask IPv4 per questo nodo, sulla rete di amministrazione.
Specificare questa chiave quando ADMIN_NETWORK_CONFIG =
STATIC; non specificarla per altri valori.

Esempi:

255.255.255.0

255.255.248.0

Necessario se viene specificato
ADMIN_NETWORK_IP e
ADMIN_NETWORK_CONFIG =
STATICO.

Facoltativo altrimenti.

ADMIN_NETWORK_MTU

Valore Designazione

MTU (Maximum Transmission Unit) per questo nodo nella rete di
amministrazione. Non specificare se ADMIN_NETWORK_CONFIG =
DHCP. Se specificato, il valore deve essere compreso tra 1280 e 9216.
Se omesso, viene utilizzato 1500.

Se si desidera utilizzare i frame jumbo, impostare la MTU su un valore
adatto per i frame jumbo, ad esempio 9000. In caso contrario,
mantenere il valore predefinito.

IMPORTANTE: Il valore MTU della rete deve corrispondere al valore
configurato sulla porta dello switch a cui è connesso il nodo. In caso
contrario, potrebbero verificarsi problemi di performance di rete o perdita
di pacchetti.

Esempi:

1500

8192

Opzionale

ADMIN_NETWORK_TARGET
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Valore Designazione

Nome del dispositivo host che verrà utilizzato per l’accesso alla rete
amministrativa dal nodo StorageGRID. Sono supportati solo i nomi delle
interfacce di rete. In genere, si utilizza un nome di interfaccia diverso da
quello specificato per GRID_NETWORK_TARGET o
CLIENT_NETWORK_TARGET.

Nota: Non utilizzare dispositivi bond o bridge come destinazione di rete.
Configurare una VLAN (o un’altra interfaccia virtuale) sulla parte
superiore del dispositivo bond oppure utilizzare una coppia di bridge e
Virtual Ethernet (veth).

Best practice:specificare un valore anche se questo nodo inizialmente
non dispone di un indirizzo IP Admin Network. Quindi, è possibile
aggiungere un indirizzo IP Admin Network in un secondo momento,
senza dover riconfigurare il nodo sull’host.

Esempi:

bond0.1002

ens256

Best practice

ADMIN_NETWORK_TARGET_TYPE

Valore Designazione

Interfaccia (questo è l’unico valore supportato). Opzionale

ADMIN_NETWORK_TARGET_TYPE_INTERFACE_CLONE_MAC

Valore Designazione

Vero o Falso

Impostare la chiave su "true" per fare in modo che il container
StorageGRID utilizzi l’indirizzo MAC dell’interfaccia host di destinazione
sulla rete di amministrazione.

Best practice: nelle reti in cui sarebbe richiesta la modalità promiscua,
utilizzare la chiave
ADMIN_NETWORK_TARGET_TYPE_INTERFACE_CLONE_MAC.

Per maggiori dettagli sulla clonazione MAC per Linux,
vedere"Considerazioni e consigli per la clonazione degli indirizzi MAC"

Best practice

RUOLO_AMMINISTRATORE
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Valore Designazione

Primario o non primario

Questa chiave è necessaria solo quando NODE_TYPE =
VM_Admin_Node; non specificarla per altri tipi di nodo.

Necessario quando NODE_TYPE
= VM_Admin_Node

Facoltativo altrimenti.

Bloccare le chiavi del dispositivo

BLOCK_DEVICE_AUDIT_LOGS

Valore Designazione

Percorso e nome del file speciale del dispositivo a blocchi utilizzato da
questo nodo per la memorizzazione persistente dei registri di controllo.

Esempi:

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:0:0

/dev/disk/by-id/wwn-

0x600a09800059d6df000060d757b475fd

/dev/mapper/sgws-adm1-audit-logs

Richiesto per i nodi con
NODE_TYPE =
VM_Admin_NODE. Non
specificarlo per altri tipi di nodi.

BLOCK_DEVICE_RANGEDB_NNN

8



Valore Designazione

Percorso e nome del file speciale del dispositivo a blocchi utilizzato da
questo nodo per lo storage a oggetti persistente. Questa chiave è
necessaria solo per i nodi con NODE_TYPE = VM_Storage_Node; non
specificarla per altri tipi di nodo.

È necessario solo BLOCK_DEVICE_RANGEDB_000; gli altri sono
facoltativi. Il dispositivo a blocchi specificato per
BLOCK_DEVICE_RANGEDB_000 deve essere di almeno 4 TB; gli altri
possono essere più piccoli.

Non lasciare lacune. Se si specifica BLOCK_DEVICE_RANGEDB_005,
è necessario specificare ANCHE BLOCK_DEVICE_RANGEDB_004.

Nota: Per la compatibilità con le implementazioni esistenti, sono
supportate chiavi a due cifre per i nodi aggiornati.

Esempi:

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:0:0

/dev/disk/by-id/wwn-

0x600a09800059d6df000060d757b475fd

/dev/mapper/sgws-sn1-rangedb-000

Richiesti:

BLOCK_DEVICE_RANGEDB_000

Opzionale:

BLOCK_DEVICE_RANGEDB_001

BLOCK_DEVICE_RANGEDB_002

BLOCK_DEVICE_RANGEDB_003

BLOCK_DEVICE_RANGEDB_004

BLOCK_DEVICE_RANGEDB_005

BLOCK_DEVICE_RANGEDB_006

BLOCK_DEVICE_RANGEDB_007

BLOCK_DEVICE_RANGEDB_008

BLOCK_DEVICE_RANGEDB_009

BLOCK_DEVICE_RANGEDB_010

BLOCK_DEVICE_RANGEDB_011

BLOCK_DEVICE_RANGEDB_012

BLOCK_DEVICE_RANGEDB_013

BLOCK_DEVICE_RANGEDB_014

BLOCK_DEVICE_RANGEDB_015

BLOCK_DEVICE_TABLES
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Valore Designazione

Percorso e nome del file speciale del dispositivo a blocchi utilizzato da
questo nodo per l’archiviazione persistente delle tabelle di database.
Questa chiave è necessaria solo per i nodi con NODE_TYPE =
VM_Admin_Node; non specificarla per altri tipi di nodo.

Esempi:

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:0:0

/dev/disk/by-id/wwn-

0x600a09800059d6df000060d757b475fd

/dev/mapper/sgws-adm1-tables

Obbligatorio

BLOCK_DEVICE_VAR_LOCAL

Valore Designazione

Percorso e nome del file speciale del dispositivo di blocco utilizzato da
questo nodo per l' `/var/local`archiviazione persistente.

Esempi:

/dev/disk/by-path/pci-0000:03:00.0-scsi-0:0:0:0

/dev/disk/by-id/wwn-

0x600a09800059d6df000060d757b475fd

/dev/mapper/sgws-sn1-var-local

Obbligatorio

Chiavi di rete client

CONFIGURAZIONE_RETE_CLIENT

Valore Designazione

DHCP, STATICO O DISATTIVATO Opzionale

GATEWAY_RETE_CLIENT

Valore Designazione
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Indirizzo IPv4 del gateway di rete client locale per questo nodo, che
deve trovarsi sulla subnet definita da CLIENT_NETWORK_IP e
CLIENT_NETWORK_MASK. Questo valore viene ignorato per le reti
configurate con DHCP.

Esempi:

1.1.1.1

10.224.4.81

Opzionale

IP_RETE_CLIENT

Valore Designazione

Indirizzo IPv4 di questo nodo sulla rete client.

Questa chiave è necessaria solo quando CLIENT_NETWORK_CONFIG
= STATIC; non specificarla per altri valori.

Esempi:

1.1.1.1

10.224.4.81

Necessario quando
CLIENT_NETWORK_CONFIG =
STATICO

Facoltativo altrimenti.

CLIENT_NETWORK_MAC

Valore Designazione

L’indirizzo MAC dell’interfaccia di rete client nel contenitore.

Questo campo è facoltativo. Se omesso, viene generato
automaticamente un indirizzo MAC.

Devono essere 6 coppie di cifre esadecimali separate da due punti.

Esempio: b2:9c:02:c2:27:20

Opzionale

CLIENT_NETWORK_MASK
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Valore Designazione

Netmask IPv4 per questo nodo sulla rete client.

Specificare questa chiave quando CLIENT_NETWORK_CONFIG =
STATIC; non specificarla per altri valori.

Esempi:

255.255.255.0

255.255.248.0

Necessario se viene specificato
CLIENT_NETWORK_IP e
CLIENT_NETWORK_CONFIG =
STATICO

Facoltativo altrimenti.

MTU_RETE_CLIENT

Valore Designazione

MTU (Maximum Transmission Unit) per questo nodo sulla rete client.
Non specificare se CLIENT_NETWORK_CONFIG = DHCP. Se
specificato, il valore deve essere compreso tra 1280 e 9216. Se
omesso, viene utilizzato 1500.

Se si desidera utilizzare i frame jumbo, impostare la MTU su un valore
adatto per i frame jumbo, ad esempio 9000. In caso contrario,
mantenere il valore predefinito.

IMPORTANTE: Il valore MTU della rete deve corrispondere al valore
configurato sulla porta dello switch a cui è connesso il nodo. In caso
contrario, potrebbero verificarsi problemi di performance di rete o perdita
di pacchetti.

Esempi:

1500

8192

Opzionale

DESTINAZIONE_RETE_CLIENT
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Valore Designazione

Nome del dispositivo host che verrà utilizzato per l’accesso alla rete
client dal nodo StorageGRID. Sono supportati solo i nomi delle
interfacce di rete. In genere, si utilizza un nome di interfaccia diverso da
quello specificato per GRID_NETWORK_TARGET o
ADMIN_NETWORK_TARGET.

Nota: Non utilizzare dispositivi bond o bridge come destinazione di rete.
Configurare una VLAN (o un’altra interfaccia virtuale) sulla parte
superiore del dispositivo bond oppure utilizzare una coppia di bridge e
Virtual Ethernet (veth).

Best practice: specificare un valore anche se questo nodo inizialmente
non avrà un indirizzo IP di rete client. Quindi, è possibile aggiungere un
indirizzo IP di rete client in un secondo momento, senza dover
riconfigurare il nodo sull’host.

Esempi:

bond0.1003

ens423

Best practice

TIPO_DESTINAZIONE_RETE_CLIENT

Valore Designazione

Interfaccia (solo valore supportato). Opzionale

CLIENT_NETWORK_TARGET_TYPE_INTERFACE_CLONE_MAC

Valore Designazione

Vero o Falso

Impostare la chiave su "true" per fare in modo che il container
StorageGRID utilizzi l’indirizzo MAC dell’interfaccia di destinazione host
sulla rete client.

Best practice: nelle reti in cui sarebbe richiesta la modalità promiscua,
utilizzare invece la chiave
CLIENT_NETWORK_TARGET_TYPE_INTERFACE_CLONE_MAC.

Per maggiori dettagli sulla clonazione MAC per Linux,
vedere"Considerazioni e consigli per la clonazione degli indirizzi MAC"

Best practice

Chiavi di rete della griglia
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GRID_NETWORK_CONFIG

Valore Designazione

STATICO o DHCP

Se non specificato, il valore predefinito è STATICO.

Best practice

GRID_NETWORK_GATEWAY

Valore Designazione

Indirizzo IPv4 del gateway Grid Network locale per questo nodo, che
deve trovarsi sulla subnet definita da GRID_NETWORK_IP e
GRID_NETWORK_MASK. Questo valore viene ignorato per le reti
configurate con DHCP.

Se Grid Network è una singola subnet senza gateway, utilizzare
l’indirizzo del gateway standard per la subnet (X. YY.Z.1) o il valore
GRID_NETWORK_IP di questo nodo; entrambi i valori semplificheranno
le future espansioni Grid Network.

Obbligatorio

IP_RETE_GRIGLIA

Valore Designazione

Indirizzo IPv4 di questo nodo sulla rete griglia. Questa chiave è
necessaria solo quando GRID_NETWORK_CONFIG = STATIC; non
specificarla per altri valori.

Esempi:

1.1.1.1

10.224.4.81

Necessario quando
GRID_NETWORK_CONFIG =
STATICO

Facoltativo altrimenti.

GRID_NETWORK_MAC

Valore Designazione

L’indirizzo MAC dell’interfaccia Grid Network nel contenitore.

Devono essere 6 coppie di cifre esadecimali separate da due punti.

Esempio: b2:9c:02:c2:27:30

Opzionale

Se omesso, viene generato
automaticamente un indirizzo MAC.

GRID_NETWORK_MASK
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Valore Designazione

Netmask IPv4 per questo nodo sulla rete griglia. Specificare questa
chiave quando GRID_NETWORK_CONFIG = STATIC; non specificarla
per altri valori.

Esempi:

255.255.255.0

255.255.248.0

Necessario quando viene
specificato GRID_NETWORK_IP e
GRID_NETWORK_CONFIG =
STATICO.

Facoltativo altrimenti.

GRID_NETWORK_MTU

Valore Designazione

MTU (Maximum Transmission Unit) per questo nodo sulla rete di rete.
Non specificare se GRID_NETWORK_CONFIG = DHCP. Se specificato,
il valore deve essere compreso tra 1280 e 9216. Se omesso, viene
utilizzato 1500.

Se si desidera utilizzare i frame jumbo, impostare la MTU su un valore
adatto per i frame jumbo, ad esempio 9000. In caso contrario,
mantenere il valore predefinito.

IMPORTANTE: Il valore MTU della rete deve corrispondere al valore
configurato sulla porta dello switch a cui è connesso il nodo. In caso
contrario, potrebbero verificarsi problemi di performance di rete o perdita
di pacchetti.

IMPORTANTE: Per ottenere le migliori performance di rete, tutti i nodi
devono essere configurati con valori MTU simili sulle interfacce Grid
Network. L’avviso Grid Network MTU mismatch (mancata
corrispondenza MTU rete griglia) viene attivato se si verifica una
differenza significativa nelle impostazioni MTU per Grid Network su
singoli nodi. I valori MTU non devono essere uguali per tutti i tipi di rete.

Esempi:

1500

8192

Opzionale

GRID_NETWORK_TARGET
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Valore Designazione

Nome del dispositivo host che verrà utilizzato per l’accesso alla rete
griglia dal nodo StorageGRID. Sono supportati solo i nomi delle
interfacce di rete. In genere, si utilizza un nome di interfaccia diverso da
quello specificato per ADMIN_NETWORK_TARGET o
CLIENT_NETWORK_TARGET.

Nota: Non utilizzare dispositivi bond o bridge come destinazione di rete.
Configurare una VLAN (o un’altra interfaccia virtuale) sulla parte
superiore del dispositivo bond oppure utilizzare una coppia di bridge e
Virtual Ethernet (veth).

Esempi:

bond0.1001

ens192

Obbligatorio

GRID_NETWORK_TARGET_TYPE

Valore Designazione

Interfaccia (questo è l’unico valore supportato). Opzionale

GRID_NETWORK_TARGET_TYPE_INTERFACE_CLONE_MAC

Valore Designazione

Vero o Falso

Impostare il valore della chiave su "true" per fare in modo che il
contenitore StorageGRID utilizzi l’indirizzo MAC dell’interfaccia di
destinazione host sulla rete di rete.

Best practice: nelle reti in cui sarebbe richiesta la modalità promiscua,
utilizzare invece la chiave
GRID_NETWORK_TARGET_TYPE_INTERFACE_CLONE_MAC.

Per maggiori dettagli sulla clonazione MAC per Linux,
vedere"Considerazioni e consigli per la clonazione degli indirizzi MAC"

Best practice

Password di installazione (temporanea)

HASH_PASSWORD_TEMPORANEA_PERSONALIZZATA
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Valore Designazione

Per il nodo amministrativo primario, impostare una password
temporanea predefinita per l’API di installazione StorageGRID durante
l’installazione.

Nota: Impostare una password di installazione solo sul nodo
amministrativo primario. Se si tenta di impostare una password su un
altro tipo di nodo, la convalida del file di configurazione del nodo non
avrà esito positivo.

L’impostazione di questo valore non ha alcun effetto al termine
dell’installazione.

Se questa chiave viene omessa, per impostazione predefinita non viene
impostata alcuna password temporanea. In alternativa, è possibile
impostare una password temporanea utilizzando l’API di installazione di
StorageGRID.

Deve essere un crypt() hash password SHA-512 con formato
$6$<salt>$<password hash> per una password di almeno 8 e non
più di 32 caratteri.

Questo hash può essere generato utilizzando strumenti CLI, come il
openssl passwd comando in modalità SHA-512.

Best practice

Interfaces key

INTERFACE_TARGET_nnnn

Valore Designazione

Nome e descrizione opzionale per un’interfaccia aggiuntiva che si
desidera aggiungere a questo nodo. È possibile aggiungere più
interfacce aggiuntive a ciascun nodo.

Per nnnnn, specificare un numero univoco per ogni voce di
INTERFACCIA_TARGET che si sta aggiungendo.

Per il valore, specificare il nome dell’interfaccia fisica sull’host bare-
metal. Quindi, facoltativamente, aggiungere una virgola e fornire una
descrizione dell’interfaccia, che viene visualizzata nella pagina delle
interfacce VLAN e nella pagina dei gruppi ha.

Esempio: INTERFACE_TARGET_0001=ens256, Trunk

Se si aggiunge un’interfaccia di linea, è necessario configurare
un’interfaccia VLAN in StorageGRID. Se si aggiunge un’interfaccia di
accesso, è possibile aggiungerla direttamente a un gruppo ha; non è
necessario configurare un’interfaccia VLAN.

Opzionale
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Chiave RAM massima

MAXIMUM_RAM

Valore Designazione

La quantità massima di RAM che questo nodo può consumare. Se
questa chiave viene omessa, il nodo non presenta limitazioni di
memoria. Quando si imposta questo campo per un nodo a livello di
produzione, specificare un valore di almeno 24 GB e da 16 a 32 GB
inferiore alla RAM totale di sistema.

Nota: Il valore RAM influisce sullo spazio riservato ai metadati effettivi di
un nodo. Consultare la "Descrizione di Metadata Reserved Space".

Il formato di questo campo è numberunit, dove unit può essere b, k,
m o g.

Esempi:

24g

38654705664b

Nota: Se si desidera utilizzare questa opzione, è necessario abilitare il
supporto del kernel per i gruppi di memoria.

Opzionale

Chiavi di tipo nodo

NODE_TYPE

Valore Designazione

Tipo di nodo:

• Nodo_amministrazione_VM

• Nodo_storage_VM

• Nodo_archivio_VM

• Gateway VM_API

Obbligatorio

TIPO_STORAGE
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Valore Designazione

Definisce il tipo di oggetti contenuti in un nodo di archiviazione. Per
ulteriori informazioni, vedere "Tipi di nodi storage". Questa chiave è
necessaria solo per i nodi con NODE_TYPE = VM_Storage_Node; non
specificarla per altri tipi di nodo. Tipi di storage:

• combinato

• dati

• metadati

Nota: Se non viene specificato STORAGE_TYPE, il tipo di nodo di
archiviazione viene impostato su combinato (dati e metadati) per
impostazione predefinita.

Opzionale

Tasti di rimappatura delle porte

Il supporto per la rimappatura delle porte è obsoleto e verrà rimosso in una versione futura. Per
rimuovere le porte rimappate, fare riferimento a"Rimuovere i rimaps delle porte sugli host bare
metal" .

PORT_REMAP

Valore Designazione

Consente di rimapare qualsiasi porta utilizzata da un nodo per
comunicazioni interne al nodo di rete o comunicazioni esterne. La
rimappatura delle porte è necessaria se i criteri di rete aziendali limitano
una o più porte utilizzate da StorageGRID, come descritto in
"Comunicazioni interne al nodo di rete" o "Comunicazioni esterne".

IMPORTANTE: Non rimappare le porte che si intende utilizzare per
configurare gli endpoint del bilanciamento del carico.

Nota: Se è impostato solo PORT_REMAP, il mapping specificato viene
utilizzato per le comunicazioni in entrata e in uscita. Se VIENE
specificato anche PORT_REMAP_INBOUND, PORT_REMAP si applica
solo alle comunicazioni in uscita.

Il formato utilizzato è: network type/protocol/default port
used by grid node/new port, Dove network type è grid, admin
o client, ed è tcp o protocol udp.

Esempio: PORT_REMAP = client/tcp/18082/443

È inoltre possibile rimappare più porte utilizzando un elenco separato da
virgole.

Esempio: PORT_REMAP = client/tcp/18082/443,
client/tcp/18083/80

Opzionale
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PORT_REMAP_INBOUND

Valore Designazione

Consente di rimapare le comunicazioni in entrata alla porta specificata.
Se si specifica PORT_REMAP_INBOUND ma non si specifica un valore
per PORT_REMAP, le comunicazioni in uscita per la porta rimangono
invariate.

IMPORTANTE: Non rimappare le porte che si intende utilizzare per
configurare gli endpoint del bilanciamento del carico.

Il formato utilizzato è: network type/protocol/remapped port
/default port used by grid node, Dove network type è grid,
admin o client, ed è tcp o protocol udp.

Esempio: PORT_REMAP_INBOUND = grid/tcp/3022/22

È inoltre possibile rimappare più porte in entrata utilizzando un elenco
separato da virgole.

Esempio: PORT_REMAP_INBOUND = grid/tcp/3022/22,
admin/tcp/3022/22

Opzionale

In che modo i nodi della griglia rilevano il nodo di
amministrazione primario

I nodi Grid comunicano con il nodo Admin primario per la configurazione e la gestione.
Ciascun nodo della griglia deve conoscere l’indirizzo IP del nodo di amministrazione
primario sulla rete di griglia.

Per garantire che un nodo Grid possa accedere al nodo Admin primario, è possibile eseguire una delle
seguenti operazioni durante l’implementazione del nodo:

• È possibile utilizzare IL parametro ADMIN_IP per inserire manualmente l’indirizzo IP del nodo di
amministrazione primario.

• È possibile omettere il parametro ADMIN_IP per fare in modo che il nodo Grid rilevi automaticamente il
valore. Il rilevamento automatico è particolarmente utile quando Grid Network utilizza DHCP per assegnare
l’indirizzo IP al nodo di amministrazione primario.

Il rilevamento automatico del nodo di amministrazione primario viene eseguito utilizzando un sistema di nomi
di dominio multicast (mDNS). Al primo avvio, il nodo di amministrazione primario pubblica il proprio indirizzo IP
utilizzando mDNS. Gli altri nodi della stessa sottorete possono quindi ricercare l’indirizzo IP e acquisirlo
automaticamente. Tuttavia, poiché il traffico IP multicast non è normalmente instradabile attraverso le sottoreti,
i nodi su altre sottoreti non possono acquisire direttamente l’indirizzo IP del nodo di amministrazione primario.
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Se si utilizza la ricerca automatica:

• È necessario includere l’impostazione ADMIN_IP per almeno un nodo Grid su qualsiasi
subnet a cui non è collegato direttamente il nodo Admin primario. Questo nodo della griglia
pubblicherà quindi l’indirizzo IP del nodo di amministrazione primario per gli altri nodi della
subnet da rilevare con mDNS.

• Assicurarsi che l’infrastruttura di rete supporti il passaggio del traffico IP multi-cast all’interno
di una subnet.

Distribuire un nodo StorageGRID come macchina virtuale
(VMware)

VMware vSphere Web Client consente di implementare ciascun nodo grid come
macchina virtuale. Durante l’implementazione, ciascun nodo grid viene creato e
connesso a una o più reti StorageGRID.

Se è necessario implementare qualsiasi nodo di archiviazione dell’appliance StorageGRID, vedere
"Implementare l’appliance Storage Node".

In alternativa, è possibile rimappare le porte dei nodi o aumentare le impostazioni della CPU o della memoria
per il nodo prima di accenderlo.

Prima di iniziare

• Avete esaminato come fare "pianificare e preparare l’installazione"e avete compreso i requisiti per
software, CPU e RAM, storage e prestazioni.

• Hai familiarità con VMware vSphere Hypervisor e hai esperienza nell’implementazione di macchine virtuali
in questo ambiente.

Il open-vm-tools pacchetto, un’implementazione open-source simile a VMware Tools, è
incluso nella macchina virtuale StorageGRID. Non è necessario installare VMware Tools
manualmente.

• È stata scaricata ed estratta la versione corretta dell’archivio di installazione di StorageGRID per VMware.

Se si implementa il nuovo nodo come parte di un’operazione di espansione o ripristino, è
necessario utilizzare la versione di StorageGRID attualmente in esecuzione sulla griglia.

• Si dispone del (`.vmdk`file disco della macchina virtuale StorageGRID ):

NetApp-SG-version-SHA.vmdk

• Sono disponibili i .ovf file e .mf per ogni tipo di nodo griglia che si sta distribuendo:

Nome file Descrizione

vsphere-primary-admin.ovf vsphere-primary-
admin.mf

Il file di modello e il file manifest per il nodo di
amministrazione primario.
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Nome file Descrizione

vsphere-non-primary-admin.ovf vsphere-non-
primary-admin.mf

Il file di modello e il file manifest per un nodo di
amministrazione non primario.

vsphere-storage.ovf vsphere-storage.mf Il file modello e il file manifesto per un nodo di
storage.

vsphere-gateway.ovf vsphere-gateway.mf Il file di modello e il file manifest per un nodo
gateway.

• I .vdmk file , , .ovf e .mf si trovano tutti nella stessa directory.

• Hai un piano per ridurre al minimo i domini di guasto. Ad esempio, non è consigliabile implementare tutti i
nodi Gateway su un singolo host vSphere ESXi.

In una distribuzione di produzione, non eseguire più di un nodo di storage su una singola
macchina virtuale. Non eseguire più macchine virtuali sullo stesso host ESXi se ciò
creerebbe un problema inaccettabile del dominio di errore.

• Se si sta distribuendo un nodo come parte di un’operazione di espansione o ripristino, si dispone di
"Istruzioni per espandere un sistema StorageGRID"o di "istruzioni per il ripristino e la manutenzione".

• Se stai implementando un nodo StorageGRID come macchina virtuale con lo storage assegnato da un
sistema NetApp ONTAP, hai verificato che il volume non disponga di una policy di tiering FabricPool
abilitata. Ad esempio, se un nodo StorageGRID viene eseguito come macchina virtuale su un host
VMware, assicurati che il volume che supporta l’archivio dati del nodo non disponga di una policy di tiering
FabricPool abilitata. La disattivazione del tiering FabricPool per i volumi utilizzati con i nodi StorageGRID
semplifica la risoluzione dei problemi e le operazioni di storage.

Non utilizzare mai FabricPool per eseguire il tiering dei dati relativi a StorageGRID su
StorageGRID. Il tiering dei dati StorageGRID su StorageGRID aumenta la risoluzione dei
problemi e la complessità operativa.

A proposito di questa attività

Seguire queste istruzioni per implementare inizialmente i nodi VMware, aggiungere un nuovo nodo VMware in
un’espansione o sostituire un nodo VMware come parte di un’operazione di recovery. Ad eccezione di quanto
indicato nelle fasi, la procedura di implementazione dei nodi è la stessa per tutti i tipi di nodi, inclusi nodi
amministrativi, nodi storage e nodi gateway.

Se si sta installando un nuovo sistema StorageGRID:

• È possibile implementare i nodi in qualsiasi ordine.

• È necessario assicurarsi che ciascuna macchina virtuale possa connettersi al nodo di amministrazione
primario tramite la rete di rete.

• È necessario implementare tutti i nodi della griglia prima di configurarla.

Se si sta eseguendo un’operazione di espansione o ripristino:

• È necessario assicurarsi che la nuova macchina virtuale possa connettersi a tutti gli altri nodi sulla rete
Grid.
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Se è necessario rimappare una delle porte del nodo, non accendere il nuovo nodo fino a quando la
configurazione del rimappamento delle porte non è completa.

Il supporto per la rimappatura delle porte è obsoleto e verrà rimosso in una versione futura. Per
rimuovere le porte rimappate, fare riferimento a"Rimuovere i rimaps delle porte sugli host bare
metal" .

Fasi

1. Utilizzando vCenter, implementare un modello OVF.

Se si specifica un URL, selezionare una cartella contenente i seguenti file. In caso contrario, selezionare
ciascuno di questi file da una directory locale.

NetApp-SG-version-SHA.vmdk

vsphere-node.ovf

vsphere-node.mf

Ad esempio, se si tratta del primo nodo che si sta implementando, utilizzare questi file per distribuire il
nodo di amministrazione primario per il sistema StorageGRID:

NetApp-SG-version-SHA.vmdk

vsphere-primary-admin.ovf

vsphere-primary-admin.mf

2. Specificare un nome per la macchina virtuale.

La procedura standard consiste nell’utilizzare lo stesso nome sia per la macchina virtuale che per il nodo
Grid.

3. Posizionare la macchina virtuale nella vApp o nel pool di risorse appropriato.

4. Se si sta implementando il nodo di amministrazione principale, leggere e accettare il Contratto di licenza
con l’utente finale.

A seconda della versione di vCenter in uso, l’ordine dei passaggi varia in base all’accettazione del
Contratto di licenza con l’utente finale, specificando il nome della macchina virtuale e selezionando un
datastore.

5. Selezionare lo storage per la macchina virtuale.

Se si sta distribuendo un nodo come parte dell’operazione di ripristino, eseguire le istruzioni in fase di
recovery dello storageper aggiungere nuovi dischi virtuali, ricollegare i dischi rigidi virtuali dal nodo griglia
guasto o da entrambi.

Quando si implementa un nodo di storage, utilizzare 3 o più volumi di storage, con un volume di storage di
4 TB o superiore. È necessario assegnare almeno 4 TB al volume 0.
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Il file .ovf del nodo di storage definisce diversi VMDK per lo storage. A meno che questi
VMDK non soddisfino i requisiti di storage, è necessario rimuoverli e assegnare VMDK o
RDM appropriati per lo storage prima di accendere il nodo. I VMDK sono più comunemente
utilizzati negli ambienti VMware e sono più facili da gestire, mentre gli RDM potrebbero
fornire performance migliori per i carichi di lavoro che utilizzano oggetti di dimensioni
maggiori (ad esempio, superiori a 100 MB).

Alcune installazioni StorageGRID potrebbero utilizzare volumi di storage più grandi e attivi
rispetto ai carichi di lavoro virtualizzati tipici. Potrebbe essere necessario regolare alcuni
parametri dell’hypervisor, come MaxAddressableSpaceTB, per ottenere prestazioni
ottimali. In caso di performance scadenti, contatta la risorsa di supporto per la
virtualizzazione per determinare se il tuo ambiente potrebbe trarre beneficio
dall’ottimizzazione della configurazione specifica del carico di lavoro.

6. Selezionare reti.

Determinare quali reti StorageGRID utilizzare dal nodo selezionando una rete di destinazione per ciascuna
rete di origine.

◦ La rete grid è obbligatoria. Selezionare una rete di destinazione nell’ambiente vSphere. + la rete di rete
viene utilizzata per tutto il traffico StorageGRID interno. Fornisce connettività tra tutti i nodi nella grid,
su tutti i siti e le subnet. Tutti i nodi della rete Grid devono essere in grado di comunicare con tutti gli
altri nodi.

◦ Se si utilizza la rete di amministrazione, selezionare un’altra rete di destinazione nell’ambiente
vSphere. Se non si utilizza la rete di amministrazione, selezionare la stessa destinazione selezionata
per la rete di griglia.

◦ Se si utilizza la rete client, selezionare un’altra rete di destinazione nell’ambiente vSphere. Se non si
utilizza la rete client, selezionare la stessa destinazione selezionata per la rete griglia.

◦ Se si utilizza una rete Admin o Client, i nodi non devono trovarsi sulle stesse reti Admin o Client.

7. Per Personalizza modello, configurare le proprietà del nodo StorageGRID richieste.

a. Inserire il nome del nodo.

Se si sta ripristinando un nodo Grid, è necessario immettere il nome del nodo che si sta
ripristinando.

b. Utilizzare il menu a discesa Password di installazione temporanea per specificare una password di
installazione temporanea, in modo da poter accedere alla console VM o all’API di installazione
StorageGRID, oppure utilizzare SSH, prima che il nuovo nodo si unisca alla griglia.

La password di installazione temporanea viene utilizzata solo durante l’installazione del
nodo. Dopo aver aggiunto un nodo alla griglia, è possibile accedervi utilizzando il
"password della console del nodo", che è elencato nel file nel Passwords.txt
pacchetto di ripristino.

▪ Usa nome nodo: Il valore fornito per il campo Nome nodo viene utilizzato come password di
installazione temporanea.

▪ Usa password personalizzata: Viene utilizzata una password personalizzata come password di
installazione temporanea.
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▪ Disattiva password: Non verrà utilizzata alcuna password di installazione temporanea. Se è
necessario accedere alla VM per eseguire il debug dei problemi di installazione, vedere "Risolvere i
problemi di installazione".

c. Se è stato selezionato Usa password personalizzata, specificare la password di installazione
temporanea che si desidera utilizzare nel campo Password personalizzata.

d. Nella sezione Grid Network (eth0), selezionare STATIC (STATICO) o DHCP per la configurazione
Grid network IP (IP rete griglia).

▪ Se si seleziona STATIC (STATICO), inserire Grid network IP, Grid network mask, Grid network

gateway e Grid network MTU.

▪ Se si seleziona DHCP, vengono assegnati automaticamente Grid network IP, Grid network mask

e Grid network gateway.

e. Nel campo Primary Admin IP (Indirizzo amministratore primario), immettere l’indirizzo IP del nodo di
amministrazione primario per la rete di rete.

Questo passaggio non si applica se il nodo che si sta implementando è il nodo Admin
primario.

Se si omette l’indirizzo IP principale del nodo di amministrazione, l’indirizzo IP verrà rilevato
automaticamente se il nodo di amministrazione primario, o almeno un altro nodo della griglia con
ADMIN_IP configurato, è presente sulla stessa sottorete. Tuttavia, si consiglia di impostare qui l’indirizzo IP
del nodo di amministrazione principale.

a. Nella sezione Admin Network (eth1), selezionare STATIC (STATICO), DHCP (DHCP) o DISABLED
(DISATTIVATO) per la configurazione Admin network IP (Indirizzo IP di rete amministratore).

▪ Se non si desidera utilizzare la rete di amministrazione, selezionare DISABLED (DISATTIVATA) e
immettere 0.0.0.0 come IP della rete di amministrazione. È possibile lasciare vuoti gli altri campi.

▪ Se si seleziona STATICO, inserire Admin network IP, Admin network mask, Admin network

gateway e Admin network MTU.

▪ Se si seleziona STATICO, inserire l’elenco Admin network external subnet list. È inoltre
necessario configurare un gateway.

▪ Se si seleziona DHCP, vengono assegnati automaticamente Admin network IP, Admin network

mask e Admin network gateway.

b. Nella sezione Client Network (eth2), selezionare STATIC (STATICO), DHCP (DHCP) o DISABLED
(DISATTIVATO) per la configurazione Client Network IP (IP di rete client).

▪ Se non si desidera utilizzare la rete client, selezionare DISABLED (DISATTIVATA) e immettere
0.0.0.0 come IP di rete client. È possibile lasciare vuoti gli altri campi.

▪ Se si seleziona STATIC (STATICO), inserire Client network IP (IP di rete client), Client network

mask (maschera di rete client), Client network gateway e Client network MTU.

▪ Se si seleziona DHCP, vengono assegnati automaticamente IP di rete client, maschera di rete

client e gateway di rete client.

8. Esaminare la configurazione della macchina virtuale e apportare le modifiche necessarie.

9. Quando si è pronti per il completamento, selezionare fine per avviare il caricamento della macchina
virtuale.

10. se questo nodo è stato implementato come parte dell’operazione di recovery e non si tratta di un
recovery a nodo completo, attenersi alla seguente procedura al termine dell’implementazione:

a. Fare clic con il pulsante destro del mouse sulla macchina virtuale e selezionare Edit Settings
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(Modifica impostazioni).

b. Selezionare ciascun disco rigido virtuale predefinito designato per lo storage e selezionare Rimuovi.

c. A seconda delle circostanze di ripristino dei dati, aggiungere nuovi dischi virtuali in base ai requisiti di
storage, ricollegare eventuali dischi rigidi virtuali conservati dal nodo Grid guasto precedentemente
rimosso o da entrambi.

Prendere nota delle seguenti importanti linee guida:

▪ Se si aggiungono nuovi dischi, è necessario utilizzare lo stesso tipo di dispositivo di storage
utilizzato prima del ripristino del nodo.

▪ Il file .ovf del nodo di storage definisce diversi VMDK per lo storage. A meno che questi VMDK non
soddisfino i requisiti di storage, è necessario rimuoverli e assegnare VMDK o RDM appropriati per
lo storage prima di accendere il nodo. I VMDK sono più comunemente utilizzati negli ambienti
VMware e sono più facili da gestire, mentre gli RDM potrebbero fornire performance migliori per i
carichi di lavoro che utilizzano oggetti di dimensioni maggiori (ad esempio, superiori a 100 MB).

11. se è necessario rimappare le porte utilizzate da questo nodo, procedere come segue.

Potrebbe essere necessario rimappare una porta se i criteri di rete aziendali limitano l’accesso a una o più
porte utilizzate da StorageGRID. Vedere la "linee guida per il networking" per le porte utilizzate da
StorageGRID.

Non rimappare le porte utilizzate negli endpoint del bilanciamento del carico.

a. Selezionare la nuova VM.

b. Dalla scheda Configura, selezionare Impostazioni > Opzioni vApp. La posizione di vApp Options

dipende dalla versione di vCenter.

c. Nella tabella Proprietà, individuare PORT_REMAP_INBOUND e PORT_REMAP.

d. Per mappare simmetricamente le comunicazioni in entrata e in uscita per una porta, selezionare
PORT_REMAP.

Il supporto per la rimappatura delle porte è obsoleto e verrà rimosso in una versione
futura. Per rimuovere le porte rimappate, fare riferimento a"Rimuovere i rimaps delle
porte sugli host bare metal" .

Se viene impostato solo PORT_REMAP, il mapping specificato si applica alle
comunicazioni in entrata e in uscita. Se VIENE specificato anche
PORT_REMAP_INBOUND, PORT_REMAP si applica solo alle comunicazioni in uscita.

i. Selezionare Imposta valore.

ii. Inserire la mappatura delle porte:

<network type>/<protocol>/<default port used by grid node>/<new port>

<network type> indica grid, admin o client, ed <protocol> è tcp o udp.

Ad esempio, per rimappare il traffico ssh dalla porta 22 alla porta 3022, immettere:

client/tcp/22/3022
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È possibile rimappare più porte utilizzando un elenco separato da virgole.

Ad esempio:

client/tcp/18082/443, client/tcp/18083/80

i. Selezionare OK.

e. Per specificare la porta utilizzata per le comunicazioni in entrata al nodo, selezionare
PORT_REMAP_INBOUND.

Se si specifica PORT_REMAP_INBOUND e non si specifica un valore per
PORT_REMAP, le comunicazioni in uscita per la porta rimangono invariate.

i. Selezionare Imposta valore.

ii. Inserire la mappatura delle porte:

<network type>/<protocol>/<remapped inbound port>/<default inbound port

used by grid node>

<network type> indica grid, admin o client, ed <protocol> è tcp o udp.

Ad esempio, per rimappare il traffico SSH in entrata inviato alla porta 3022 in modo che venga
ricevuto alla porta 22 dal nodo della rete, immettere quanto segue:

client/tcp/3022/22

È possibile rimappare più porte in entrata utilizzando un elenco separato da virgole.

Ad esempio:

grid/tcp/3022/22, admin/tcp/3022/22

i. Selezionare OK

12. Se si desidera aumentare la CPU o la memoria per il nodo dalle impostazioni predefinite:

a. Fare clic con il pulsante destro del mouse sulla macchina virtuale e selezionare Edit Settings

(Modifica impostazioni).

b. Modificare il numero di CPU o la quantità di memoria secondo necessità.

Impostare Memory Reservation alle stesse dimensioni della Memory allocata alla macchina virtuale.

c. Selezionare OK.

13. Accendere la macchina virtuale.

Al termine

Se questo nodo è stato implementato come parte di una procedura di espansione o ripristino, tornare a queste
istruzioni per completare la procedura.

File di configurazione dei nodi di esempio (Linux)

È possibile utilizzare i file di configurazione dei nodi di esempio per configurare i file di
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configurazione dei nodi per il sistema StorageGRID. Gli esempi mostrano i file di
configurazione dei nodi per tutti i tipi di nodi griglia.

"Linux" si riferisce a una distribuzione RHEL, Ubuntu o Debian. Per un elenco delle versioni
supportate, vedere "Tool di matrice di interoperabilità NetApp (IMT)" .

Per la maggior parte dei nodi, è possibile aggiungere le informazioni di indirizzamento di Admin e Client
Network (IP, mask, gateway e così via) quando si configura la griglia utilizzando Grid Manager o l’API di
installazione. L’eccezione è il nodo di amministrazione principale. Se si desidera accedere all’indirizzo IP
Admin Network del nodo di amministrazione principale per completare la configurazione della griglia (ad
esempio perché la rete di griglia non viene instradata), è necessario configurare la connessione Admin
Network per il nodo di amministrazione primario nel relativo file di configurazione del nodo. Questo è illustrato
nell’esempio.

Negli esempi, la destinazione di rete client è stata configurata come Best practice, anche se la
rete client è disattivata per impostazione predefinita.

Esempio per nodo amministratore primario

Nome file di esempio: /etc/storagegrid/nodes/dc1-adm1.conf

Esempio di contenuto del file:

NODE_TYPE = VM_Admin_Node

ADMIN_ROLE = Primary

TEMPORARY_PASSWORD_TYPE = Use custom password

CUSTOM_TEMPORARY_PASSWORD = Passw0rd

BLOCK_DEVICE_VAR_LOCAL = /dev/mapper/dc1-adm1-var-local

BLOCK_DEVICE_AUDIT_LOGS = /dev/mapper/dc1-adm1-audit-logs

BLOCK_DEVICE_TABLES = /dev/mapper/dc1-adm1-tables

GRID_NETWORK_TARGET = bond0.1001

ADMIN_NETWORK_TARGET = bond0.1002

CLIENT_NETWORK_TARGET = bond0.1003

GRID_NETWORK_IP = 10.1.0.2

GRID_NETWORK_MASK = 255.255.255.0

GRID_NETWORK_GATEWAY = 10.1.0.1

ADMIN_NETWORK_CONFIG = STATIC

ADMIN_NETWORK_IP = 192.168.100.2

ADMIN_NETWORK_MASK = 255.255.248.0

ADMIN_NETWORK_GATEWAY = 192.168.100.1

ADMIN_NETWORK_ESL = 192.168.100.0/21,172.16.0.0/21,172.17.0.0/21

Esempio per nodo di storage

Nome file di esempio: /etc/storagegrid/nodes/dc1-sn1.conf
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Esempio di contenuto del file:

NODE_TYPE = VM_Storage_Node

ADMIN_IP = 10.1.0.2

BLOCK_DEVICE_VAR_LOCAL = /dev/mapper/dc1-sn1-var-local

BLOCK_DEVICE_RANGEDB_00 = /dev/mapper/dc1-sn1-rangedb-0

BLOCK_DEVICE_RANGEDB_01 = /dev/mapper/dc1-sn1-rangedb-1

BLOCK_DEVICE_RANGEDB_02 = /dev/mapper/dc1-sn1-rangedb-2

BLOCK_DEVICE_RANGEDB_03 = /dev/mapper/dc1-sn1-rangedb-3

GRID_NETWORK_TARGET = bond0.1001

ADMIN_NETWORK_TARGET = bond0.1002

CLIENT_NETWORK_TARGET = bond0.1003

GRID_NETWORK_IP = 10.1.0.3

GRID_NETWORK_MASK = 255.255.255.0

GRID_NETWORK_GATEWAY = 10.1.0.1

Esempio per Gateway Node

Nome file di esempio: /etc/storagegrid/nodes/dc1-gw1.conf

Esempio di contenuto del file:

NODE_TYPE = VM_API_Gateway

ADMIN_IP = 10.1.0.2

BLOCK_DEVICE_VAR_LOCAL = /dev/mapper/dc1-gw1-var-local

GRID_NETWORK_TARGET = bond0.1001

ADMIN_NETWORK_TARGET = bond0.1002

CLIENT_NETWORK_TARGET = bond0.1003

GRID_NETWORK_IP = 10.1.0.5

GRID_NETWORK_MASK = 255.255.255.0

GRID_NETWORK_GATEWAY = 10.1.0.1

Esempio di nodo amministrativo non primario

Nome file di esempio: /etc/storagegrid/nodes/dc1-adm2.conf

Esempio di contenuto del file:
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NODE_TYPE = VM_Admin_Node

ADMIN_ROLE = Non-Primary

ADMIN_IP = 10.1.0.2

BLOCK_DEVICE_VAR_LOCAL = /dev/mapper/dc1-adm2-var-local

BLOCK_DEVICE_AUDIT_LOGS = /dev/mapper/dc1-adm2-audit-logs

BLOCK_DEVICE_TABLES = /dev/mapper/dc1-adm2-tables

GRID_NETWORK_TARGET = bond0.1001

ADMIN_NETWORK_TARGET = bond0.1002

CLIENT_NETWORK_TARGET = bond0.1003

GRID_NETWORK_IP = 10.1.0.6

GRID_NETWORK_MASK = 255.255.255.0

GRID_NETWORK_GATEWAY = 10.1.0.1

Convalida la configurazione StorageGRID (Linux)

Dopo aver creato i file di configurazione in /etc/storagegrid/nodes per ciascuno dei
nodi StorageGRID, è necessario convalidare il contenuto di tali file.

"Linux" si riferisce a una distribuzione RHEL, Ubuntu o Debian. Per un elenco delle versioni
supportate, vedere "Tool di matrice di interoperabilità NetApp (IMT)" .

Per convalidare il contenuto dei file di configurazione, eseguire il seguente comando su ciascun host:

sudo storagegrid node validate all

Se i file sono corretti, l’output mostra PASSED per ciascun file di configurazione, come mostrato nell’esempio.

Quando si utilizza un solo LUN sui nodi solo metadati, è possibile che venga visualizzato un
messaggio di avviso che può essere ignorato.

Per un’installazione automatica, è possibile eliminare questo output utilizzando le -q opzioni o
--quiet nel storagegrid comando (ad esempio, storagegrid --quiet…). Se si elimina
l’output, il comando avrà un valore di uscita diverso da zero se vengono rilevati avvisi o errori di
configurazione.
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Se i file di configurazione non sono corretti, i problemi vengono visualizzati come WARNING e ERROR, come
mostrato nell’esempio. Se vengono rilevati errori di configurazione, è necessario correggerli prima di procedere
con l’installazione.

Avviare il servizio host StorageGRID (Linux)

Per avviare i nodi StorageGRID e assicurarsi che vengano riavviati dopo un riavvio
dell’host, è necessario attivare e avviare il servizio host StorageGRID.

"Linux" si riferisce a una distribuzione RHEL, Ubuntu o Debian. Per un elenco delle versioni
supportate, vedere "Tool di matrice di interoperabilità NetApp (IMT)" .

Fasi
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1. Eseguire i seguenti comandi su ciascun host:

sudo systemctl enable storagegrid

sudo systemctl start storagegrid

2. Eseguire il seguente comando per assicurarsi che l’implementazione stia procedendo:

sudo storagegrid node status node-name

3. Se un nodo restituisce lo stato "Not Running" (non in esecuzione) o "Stopped" (arrestato), eseguire il
comando seguente:

sudo storagegrid node start node-name

4. Se in precedenza è stato attivato e avviato il servizio host StorageGRID (o se non si è certi che il servizio
sia stato attivato e avviato), eseguire anche il seguente comando:

sudo systemctl reload-or-restart storagegrid
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