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Concetti

Scopri Astra Trident

Astra Trident & un progetto open source completamente supportato gestito da NetApp
come parte di "Famiglia di prodotti Astra". E stato progettato per soddisfare le esigenze di
persistenza delle applicazioni containerizzate utilizzando interfacce standard di settore,
come l'interfaccia di storage container (CSl).

Panoramica

Astra Trident si implementa nei cluster Kubernetes come pod e fornisce servizi di orchestrazione dello storage
dinamico per i carichi di lavoro Kubernetes. Consente alle applicazioni containerizzate di consumare in modo
rapido e semplice storage persistente dall’ampio portfolio NetApp che include ONTAP
(AFF/FAS/selezione/cloud/Amazon FSX per NetApp ONTAP), Element Software (NetApp HCI/SolidFire), oltre
al servizio Azure NetApp Files e Cloud Volumes Service su Google Cloud.

Astra Trident € anche una tecnologia di base per Astra di NetApp, che si occupa di protezione dei dati, disaster

recovery, portabilita e casi di utilizzo della migrazione per i carichi di lavoro Kubernetes sfruttando la tecnologia
di gestione dei dati leader del settore di NetApp per snapshot, backup, replica e cloning.

Architetture cluster Kubernetes supportate

Astra Trident & supportato con le seguenti architetture Kubernetes:

Kubernetes architetture di Supportato Installazione predefinita
cluster

Singolo master, calcolo Si Si

Master multipli, calcolo Si Si

Master, “etcd calcolo Si Si

Master, infrastruttura, calcolo Si Si

Che cos’e Astra?

Astra semplifica la gestione, la protezione e lo spostamento dei carichi di lavoro containerizzati ricchi di dati
eseguiti su Kubernetes all'interno e tra cloud pubblici e on-premise. Astra fornisce e fornisce storage container
persistente utilizzando Astra Trident del comprovato e esteso portfolio di storage NetApp nel cloud pubblico e
on-premise. Offre inoltre una serie completa di funzionalita avanzate di gestione dei dati applicative, come
snapshot, backup e ripristino, log di attivita e cloning attivo per la protezione dei dati, disaster recovery/data,
audit dei dati e casi di utilizzo della migrazione per i carichi di lavoro Kubernetes.

Puoi iscriverti per una prova gratuita nella pagina Astra.


https://docs.netapp.com/us-en/astra-family/intro-family.html

Per ulteriori informazioni

+ "Famiglia di prodotti NetApp Astra"

* "Documentazione del servizio Astra Control"

* "Documentazione di Astra Control Center"

¢ "Documentazione API Astra"

Driver ONTAP

Astra Trident offre cinque driver di storage ONTAP esclusivi per la comunicazione con i
cluster ONTAP. Scopri di pit su come ciascun driver gestisce la creazione di volumi, il
controllo degli accessi e le relative funzionalita.

Informazioni sui driver di storage ONTAP

Astra Control offre protezione perfetta, disaster recovery e mobilita (spostamento di volumi tra
cluster Kubernetes) per i volumi creati con ontap-nas, ontap-nas-flexgroup, €. ontap-
san driver. Vedere "Prerequisiti per la replica di Astra Control" per ulteriori informazioni.

Driver

ontap-nas

ontap-nas-
economy

ontap-nas-
flexgroup

ontap-san

E necessario utilizzare ontap-nas per i carichi di lavoro di produzione che richiedono
protezione dei dati, disaster recovery e mobilita.

Utilizzare ontap-san-economy Quando si prevede che I'utilizzo del volume sia molto
superiore a quello supportato da ONTAP.

Utilizzare ontap-nas-economy Solo quando si prevede che l'utilizzo previsto del volume
sia molto superiore a quello supportato da ONTAP e a. ontap-san-economy impossibile
utilizzare il driver.

Non utilizzare ontap-nas-economy se prevedete |la necessita di protezione dei dati,
disaster recovery o mobilita.

Protocollo VolumeMode Modalita di File system
accesso supportati
supportate

NFS Filesystem RWO, ROX, RWX " nfs

NFS Filesystem RWO, ROX, RWX " nfs

NFS Filesystem RWO, ROX, RWX " nfs

ISCSI Blocco RWO, ROX, RWX  Nessun file system;

dispositivo a blocchi
raw


https://docs.netapp.com/us-en/astra-family/intro-family.html
https://docs.netapp.com/us-en/astra/get-started/intro.html
https://docs.netapp.com/us-en/astra-control-center/index.html
https://docs.netapp.com/us-en/astra-automation/get-started/before_get_started.html
https://docs.netapp.com/us-en/astra-control-center/use/replicate_snapmirror.html#replication-prerequisites

Driver Protocollo VolumeMode Modalita di File system

accesso supportati
supportate
ontap-san ISCSI Filesystem RWO, ROX xfs, ext3, ext4
RWX non &
disponibile in
modalita volume
filesystem.
ontap-san- ISCSI Blocco RWO, ROX, RWX  Nessun file system;
economy dispositivo a blocchi
raw
ontap-san- ISCSI Filesystem RWO, ROX xfs, ext3, ext4
economy
RWX non &
disponibile in
modalita volume
filesystem.

| backend ONTAP possono essere autenticati utilizzando le credenziali di accesso per un ruolo
di protezione (nome utente/password) o utilizzando la chiave privata e il certificato installati sul

@ cluster ONTAP. E possibile aggiornare i backend esistenti per passare da una modalita di
autenticazione all’altra con tridentctl update backend.

Provisioning

Il provisioning in Astra Trident prevede due fasi principali. La prima fase associa una
classe di storage all'insieme di pool di storage di back-end adatti e si verifica come
preparazione necessaria prima del provisioning. La seconda fase include la creazione del
volume e richiede la scelta di un pool di storage tra quelli associati alla classe di storage
del volume in sospeso.

Associazione di classe storage

L'associazione dei pool di storage back-end a una classe di storage si basa sugli attributi richiesti dalla classe
di storage e su ITS storagePools, additionalStoragePools, €. excludeStoragePools elenchi.
Quando si crea una classe di storage, Trident confronta gli attributi e i pool offerti da ciascun backend con
quelli richiesti dalla classe di storage. Se gli attributi e il nome di un pool di storage corrispondono a tutti gli
attributi e i nomi dei pool richiesti, Astra Trident aggiunge tale pool di storage all’'insieme di pool di storage
adatti per tale classe di storage. Inoltre, Astra Trident aggiunge tutti i pool di storage elencati in
additionalStoragePools di quel set, anche se i relativi attributi non soddisfano tutti o nessuno degli
attributi richiesti dalla classe di storage. Utilizzare il excludeStoragePools elenco per eseguire 'override e
rimuovere i pool di storage dall’utilizzo per una classe di storage. Astra Trident esegue un processo simile ogni
volta che si aggiunge un nuovo backend, verificando se i pool di storage soddisfano quelli delle classi di
storage esistenti e rimuovendo quelli contrassegnati come esclusi.



Creazione di volumi

Astra Trident utilizza quindi le associazioni tra classi di storage e pool di storage per determinare dove
eseguire il provisioning dei volumi. Quando si crea un volume, Astra Trident ottiene prima l'insieme di pool di
storage per la classe di storage di quel volume, Inoltre, se si specifica un protocollo per il volume, Astra Trident
rimuove i pool di storage che non possono fornire il protocollo richiesto (ad esempio, un backend NetApp
HCI/SolidFire non puo fornire un volume basato su file mentre un backend NAS ONTAP non pud fornire un
volume basato su blocchi). Astra Trident crea una sequenza casuale dell'ordine di questo set risultante, per
facilitare una distribuzione uniforme dei volumi e quindi lo itera, tentando di eseguire il provisioning del volume
su ciascun pool di storage a turno. Se riesce su uno, ritorna con successo, registrando gli eventuali errori
riscontrati nel processo. Astra Trident restituisce un errore solo se non riesce a eseguire il provisioning su tutti
i pool di storage disponibili per la classe di storage e il protocollo richiesti.

Snapshot dei volumi

Scopri di piu su come Astra Trident gestisce la creazione di snapshot di volumi per i suoi
driver.

Scopri di piu sulla creazione di snapshot di volumi

* Per ontap-nas, ontap-san, gcp-cvs, €. azure-netapp-files Driver, ogni volume persistente (PV)
viene mappato su un FlexVol. Di conseguenza, le snapshot dei volumi vengono create come snapshot
NetApp. La tecnologia Snapshot di NetApp offre maggiore stabilita, scalabilita, ripristinabilita e
performance rispetto alle tecnologie Snapshot della concorrenza. Queste copie Snapshot sono
estremamente efficienti sia nel tempo necessario per crearle che nello spazio di storage.

* Per ontap-nas-flexgroup Driver, ogni volume persistente (PV) viene mappato su un FlexGroup. Di
conseguenza, le snapshot dei volumi vengono create come snapshot NetApp FlexGroup. La tecnologia
Snapshot di NetApp offre maggiore stabilita, scalabilita, ripristinabilita e performance rispetto alle
tecnologie Snapshot della concorrenza. Queste copie Snapshot sono estremamente efficienti sia nel
tempo necessario per crearle che nello spazio di storage.

* Per ontap-san-economy Driver, PVS mappano le LUN create su FlexVol condivisi. VolumeSnapshots di
PVS si ottengono eseguendo FlexClone del LUN associato. La tecnologia FlexClone di ONTAP consente
di creare copie anche dei set di dati piu grandi quasi istantaneamente. Le copie condividono i blocchi di
dati con i genitori, senza consumare storage ad eccezione di quanto richiesto per i metadati.

* Per solidfire-san Driver, ogni PV viene mappato su un LUN creato nel software NetApp
Element/cluster NetApp HCI. Le istantanee Volumesono rappresentate da snapshot degli elementi del LUN
sottostante. Queste snapshot sono copie point-in-time e occupano solo una piccola quantita di risorse e
spazio di sistema.

* Quando si lavora con ontap-nas €. ontap-san Driver, le snapshot ONTAP sono copie point-in-time del
FlexVol e occupano spazio sul FlexVol stesso. Cido pud comportare una riduzione dello spazio scrivibile nel
volume durante la creazione/pianificazione delle istantanee. Un modo semplice per risolvere questo
problema consiste nel’laumentare il volume ridimensionandolo tramite Kubernetes. Un’altra opzione
consiste nell’eliminare gli snapshot non piu necessari. Quando un’istantanea Volumecreata tramite
Kubernetes viene eliminata, Astra Trident elimina I'istantanea ONTAP associata. E possibile eliminare
anche gli snapshot ONTAP non creati tramite Kubernetes.

Con Astra Trident, puoi utilizzare VolumeSnapshots per creare nuovi PVS da essi. La creazione di PVS da
queste snapshot viene eseguita utilizzando la tecnologia FlexClone per i backend ONTAP e CVS supportati.
Quando si crea un PV da uno snapshot, il volume di backup & un FlexClone del volume padre dello snapshot.
Il solidfire-san Il driver utilizza cloni di volumi software Element per creare PVS dalle snapshot. Qui viene
creato un clone dallo snapshot degli elementi.



Pool virtuali

| pool virtuali forniscono un livello di astrazione tra i backend di storage Astra Trident e
Kubernetes storageClasses. Consentono a un amministratore di definire aspetti quali
posizione, performance e protezione per ciascun backend in modo comune e

indipendente dal backend senza creare un StorageClass specificare il tipo di backend
fisico, pool di backend o backend da utilizzare per soddisfare i criteri desiderati.

Informazioni sui pool virtuali

L’amministratore dello storage pud definire pool virtuali su qualsiasi backend Astra Trident in un file di
definizione JSON o YAML.

_ B
Premium =
: Standard Storage Classes
Extra Protect
- Hrotacion
\ |
|I |

(Abstraction layer)

' - . . - Virtual Storage Pools

Multiple Backend Types

AWS Region 1 ANF Region 1

Qualsiasi aspetto specificato al di fuori dell’elenco dei pool virtuali & globale per il backend e verra applicato a

tutti i pool virtuali, mentre ciascun pool virtuale potrebbe specificare uno o piu aspetti singolarmente
(sovrascrivendo qualsiasi aspetto globale di backend).

* Quando si definiscono i pool virtuali, non tentare di riorganizzare I'ordine dei pool virtuali
@ esistenti in una definizione di back-end.

- Si consiglia di non modificare gli attributi per un pool virtuale esistente. E necessario definire
un nuovo pool virtuale per apportare modifiche.

La maggior parte degli aspetti & specificata in termini specifici del back-end. Fondamentalmente, i valori di
aspetto non sono esposti al di fuori del driver del backend e non sono disponibili per la corrispondenza in
StorageClasses. L'amministratore definisce invece una o piu etichette per ogni pool virtuale. Ogni etichetta
€ una coppia chiave:valore e le etichette potrebbero essere comuni tra backend univoci. Come per gli aspetti,



le etichette possono essere specificate per pool o globali per backend. A differenza degli aspetti, che hanno
nomi e valori predefiniti, 'amministratore pu® definire i valori e le chiavi dell’etichetta in base alle esigenze. Per
comodita, gli amministratori dello storage possono definire le etichette per ogni pool virtuale e raggruppare i
volumi per etichetta.

R storageClass identifica il pool virtuale da utilizzare facendo riferimento alle etichette all'interno di un
parametro di selezione. | selettori del pool virtuale supportano i seguenti operatori:

Operatore Esempio Il valore dell’etichetta di un pool deve:
= performance=premium Corrispondenza

= performance!=estrema Non corrisponde

in posizione in (est, ovest) Essere nel set di valori

notin performance notin (argento, bronzo) Non essere nel set di valori

<key> protezione Esiste con qualsiasi valore

I <key> Iprotezione Non esiste

Gruppi di accesso ai volumi

Scopri di piu sull’utilizzo di Astra Trident "gruppi di accesso ai volumi"”.

Ignorare questa sezione se si utilizza CHAP, che € consigliabile per semplificare la gestione ed

@ evitare il limite di scalabilita descritto di seguito. Inoltre, se si utilizza Astra Trident in modalita
CSl, & possibile ignorare questa sezione. Astra Trident utilizza CHAP quando viene installato
come provisioning CSI avanzato.

Informazioni sui gruppi di accesso ai volumi

Astra Trident puo utilizzare i gruppi di accesso ai volumi per controllare I'accesso ai volumi forniti dall'lT. Se
CHAP ¢ disattivato, si aspetta di trovare un gruppo di accesso chiamato trident A meno che non si
specifichi uno o piu ID gruppo di accesso nella configurazione.

Mentre Astra Trident associa nuovi volumi ai gruppi di accesso configurati, non crea o gestisce in altro modo i
gruppi di accesso stessi. | gruppi di accesso devono esistere prima che il backend dello storage venga
aggiunto ad Astra Trident e devono contenere gli IQN iSCSI di ogni nodo del cluster Kubernetes che
potrebbero potenzialmente montare i volumi forniti da tale backend. Nella maggior parte delle installazioni, che
include ogni nodo di lavoro nel cluster.

Per i cluster Kubernetes con piu di 64 nodi, & necessario utilizzare piu gruppi di accesso. Ciascun gruppo di
accesso puo contenere fino a 64 IQN e ciascun volume pud appartenere a quattro gruppi di accesso. Con un
massimo di quattro gruppi di accesso configurati, qualsiasi nodo di un cluster di dimensioni fino a 256 nodi
potra accedere a qualsiasi volume. Per gli ultimi limiti sui gruppi di accesso ai volumi, vedere "qui".

Se si sta modificando la configurazione da una che sta utilizzando I'impostazione predefinita trident Il
gruppo di accesso a uno che utilizza anche altri, include I'ID per trident gruppo di accesso nell’elenco.


https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html
https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html
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