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Azure NetApp Files

Configurare un backend Azure NetApp Files

Puoi configurare Azure NetApp Files come back-end per Astra Trident. E possibile
collegare volumi NFS e SMB utilizzando un backend Azure NetApp Files. Astra Trident
supporta anche la gestione delle credenziali utilizzando identita gestite per i cluster Azure
Kubernetes Services (AKS).

Dettagli del driver Azure NetApp Files

Astra Trident offre i seguenti driver di storage Azure NetApp Files per comunicare con il cluster. Le modalita di
accesso supportate sono: ReadWriteOnce (RWO), ReadOnlyMany (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

Driver Protocollo VolumeMo Modalita di accesso File system supportati
de supportate

azure—netapp—files SMB CON Filesystem RWO, ROX, RWX, RWOP nfs, smb
NFS

Considerazioni

¢ |l servizio Azure NetApp Files non supporta volumi inferiori a 100 GB. Astra Trident crea automaticamente
volumi 100-GiB se viene richiesto un volume piu piccolo.

* Astra Trident supporta volumi SMB montati su pod eseguiti solo su nodi Windows.

Identita gestite per AKS

Astra Trident supporta i "identita gestite"cluster di Azure Kubernetes Services. Per sfruttare al meglio la
gestione semplificata delle credenziali offerta dalle identita gestite, &€ necessario disporre di:

* Un cluster Kubernetes implementato utilizzando AKS
« Identita gestite configurate sul cluster AKS kuBoost

* Astra Trident installato che include cloudProvider to specify "Azure".


https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview

Operatore Trident

Per installare Astra Trident utilizzando I'operatore Trident, modificare
tridentorchestrator cr.yaml suimpostare su cloudProvider "Azure" . Ad esempio:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

Timone

Nell’esempio seguente vengono installati i set Astra Trident cloudProvider in Azure utilizzando la
variabile di ambiente $CP:

helm install trident trident-operator-100.2406.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code> ® </code>

Nell’esempio seguente viene installato Astra Trident e viene impostato il cloudProvider flag su
Azure:

tridentctl install --cloud-provider="Azure" -n trident

Identita cloud per AKS

L'identita del cloud consente ai pod Kubernetes di accedere alle risorse Azure autenticandosi come identita del
carico di lavoro invece di fornire credenziali Azure esplicite.

Per sfruttare l'identita cloud in Azure & necessario disporre di:

* Un cluster Kubernetes implementato utilizzando AKS
« Identita del workload e issuer oidc configurati nel cluster AKS Kubernetes

* Astra Trident installato, che include cloudProvider per "Azure" specificare e cloudIdentity
specificare I'identita del workload



Operatore Trident

Per installare Astra Trident utilizzando I'operatore Trident, modificare
tridentorchestrator cr.yaml suimpostare su cloudProvider "Azure" e impostare
cloudIdentity SU azure.workload.identity/client-id: XXXXXXXX—XKXXX—XXXKX—XXXX=
XXXXKKXXXKKK.

Ad esempio:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
*cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

KXXX—XXXKX—XXXXXXKXKXXXX " *

Timone

Impostare i valori per i flag cloud-provider (CP) e cloud-ldentity (ci) utilizzando le seguenti variabili
di ambiente:

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX—XXXX=XXXX—XXXX=
:$:9:9:9:9:9:0:0:0:0. &

Nell’esempio seguente viene installato Astra Trident e impostato cloudProvider su Azure
utilizzando la variabile d’'ambiente $SCP e viene impostata la cloudIdentity variabile d’ambiente
Using the $CT :

helm install trident trident-operator-100.2406.0.tgz --set
cloudProvider=$CP --set cloudIdentity=$CI

<code> ® </code>

Impostare i valori per i flag cloud provider e cloud Identity utilizzando le seguenti variabili di
ambiente:

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—

XKXXXXXXXXKK"

Nell’esempio seguente viene installato Astra Trident e viene impostato il cloud-provider flag su
SCP, e cloud-identity Su $CI:



tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

Prepararsi a configurare un backend Azure NetApp Files

Prima di poter configurare il backend Azure NetApp Files, € necessario assicurarsi che
siano soddisfatti i seguenti requisiti.

Prerequisiti per volumi NFS e SMB

Se si utilizza Azure NetApp Files per la prima volta o in una nuova posizione, € necessaria una configurazione
iniziale per configurare Azure NetApp Files e creare un volume NFS. Fare riferimento alla "Azure: Configura
Azure NetApp Files e crea un volume NFS".

Per configurare e utilizzare un "Azure NetApp Files" backend, & necessario quanto segue:

* subscriptionID, tenantlID,, clientID location E clientSecret sono opzionali
@ quando si utilizzano identita gestite su un cluster AKS.

* tenantlID, clientIDE clientSecret sono opzionali quando si utilizza un’identita cloud
su un cluster AKS.

» Un pool di capacita. Fare riferimento alla "Microsoft: Creare un pool di capacita per Azure NetApp Files".

» Una subnet delegata a Azure NetApp Files. Fare riferimento alla "Microsoft: Delegare una subnet a Azure
NetApp Files".

* subscriptionID Da un abbonamento ad Azure con Azure NetApp Files attivato.

* tenantID, clientIDE clientSecret da un "Registrazione dell’app" in Azure Active Directory con
autorizzazioni sufficienti per il servizio Azure NetApp Files. La registrazione dell’applicazione deve
utilizzare:

o Il ruolo Proprietario o Contributore "Predefinito da Azure".

° A "Ruolo di collaboratore personalizzato" al livello di sottoscrizione (assignableScopes) con le
seguenti autorizzazioni che sono limitate solo a quanto richiesto da Astra Trident. Dopo aver creato |l
ruolo personalizzato, "Assegnare il ruolo utilizzando il portale Azure".


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://azure.microsoft.com/en-us/services/netapp/
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal

Ruolo collaboratore personalizzato

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": ({
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited

permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"

1y
"permissions": [
{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete”,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* L’Azure location che contiene almeno un "subnet delegata”. A partire da Trident 22,01, il location
parametro € un campo obbligatorio al livello superiore del file di configurazione backend. | valori di
posizione specificati nei pool virtuali vengono ignorati.

* Per utilizzare Cloud Identity, ottenere client ID da un "identita gestita assegnata dall’utente" e
specificare tale ID in azure.workload.identity/client-id: XXXXXXXX—XXXX~XXXX—XXXX-

XEXXXKXXKXXKXXX.

Requisiti aggiuntivi per i volumi SMB
Per creare un volume SMB, € necessario disporre di:
« Active Directory configurato e connesso a Azure NetApp Files. Fare riferimento alla "Microsoft: Creazione

e gestione delle connessioni Active Directory per Azure NetApp Files".

* Un cluster Kubernetes con un nodo controller Linux e almeno un nodo di lavoro Windows che esegue
Windows Server 2022. Astra Trident supporta volumi SMB montati su pod eseguiti solo su nodi Windows.

* Almeno un segreto di Astra Trident contenente le credenziali di Active Directory in modo che Azure NetApp
Files possa autenticarsi in Active Directory. Per generare segreto smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Proxy CSI configurato come servizio Windows. Per configurare un csi-proxy, fare riferimento a "GitHub:
Proxy CSI" o0 "GitHub: Proxy CSI per Windows" per i nodi Kubernetes in esecuzione su Windows.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md

Opzioni di configurazione back-end Azure NetApp Files ed
esempi

Scopri le opzioni di configurazione di back-end NFS e SMB per Azure NetApp Files e
consulta gli esempi di configurazione.

Opzioni di configurazione back-end

Astra Trident utilizza la configurazione backend (subnet, rete virtuale, livello di servizio e posizione) per creare
volumi Azure NetApp Files su pool di capacita disponibili nel percorso richiesto e corrispondere al livello di
servizio e alla subnet richiesti.

@ Astra Trident non supporta i pool di capacita QoS manuali.

| backend Azure NetApp Files forniscono queste opzioni di configurazione.

Parametro Descrizione Predefinito

version Sempre 1

storageDriverName Nome del driver di storage "azure-netapp-files"

backendName Nome personalizzato o backend Nome del driver +"_" + caratteri
dello storage casuali

subscriptionID L'ID di iscrizione dal tuo

abbonamento ad Azure opzionale
quando le identita gestite sono
abilitate su un cluster AKS.

tenantID L'ID tenant di una registrazione app
opzionale quando vengono
utilizzate identita gestite o identita
cloud su un cluster AKS.

clientID L’ID client di un’App Registration
Optional (registrazione app
opzionale) quando vengono
utilizzate identita gestite o identita
cloud su un cluster AKS.

clientSecret Il segreto client di una registrazione
app opzionale quando le identita
gestite o l'identita cloud vengono
utilizzate su un cluster AKS.

serviceLevel Uno di Standard, , Premium o. " (casuale)
Ultra
location Nome della posizione di Azure in

cui verranno creati i nuovi volumi
opzionale quando le identita gestite
sono abilitate in un cluster AKS.

resourceGroups Elenco dei gruppi di risorse per "I" (nessun filtro)
filtrare le risorse rilevate



Parametro Descrizione Predefinito

netappAccounts Elenco degli account NetApp peril "[]" (nessun filtro)
filtraggio delle risorse rilevate

capacityPools Elenco dei pool di capacita per "[I" (nessun filtro, casuale)
filtrare le risorse rilevate

virtualNetwork Nome di una rete virtuale con una
subnet delegata

subnet Nome di una subnet a cui € stato
delegato
Microsoft.Netapp/volumes

networkFeatures Set di funzioni VNET per un "
volume, pud essere Basic O
Standard. Le funzioni di rete non
sono disponibili in tutte le regioni e
potrebbero essere abilitate in un
abbonamento. Se si specifica
networkFeatures quando la
funzionalita non é attivata, il
provisioning del volume non riesce.

nfsMountOptions Controllo dettagliato delle opzioni di "nfsvers=3"
montaggio NFS. Ignorato per i
volumi SMB. Per montare volumi
utilizzando NFS versione 4,1,
includere nfsvers=4 nell’elenco
delle opzioni di montaggio
delimitate da virgole per scegliere
NFS v4,1. Le opzioni di montaggio
impostate in una definizione di
classe di storage sovrascrivono le
opzioni di montaggio impostate
nella configurazione backend.

limitVolumeSize [l provisioning non riesce se le (non applicato per impostazione
dimensioni del volume richiesto predefinita)
sono superiori a questo valore

debugTraceFlags Flag di debug da utilizzare per la nullo

risoluzione dei problemi. Esempio,
\{"api": false, "method":

true, "discovery": true}.

Non utilizzare questa opzione a

meno che non si stia eseguendo la
risoluzione dei problemi e non si

richieda un dump dettagliato del

log.

nasType Configurare la creazione di volumi  nfs
NFS o SMB. Le opzioni sono nfs,
smb 0 null. Limpostazione su Null
consente di impostare i volumi NFS
come predefiniti.



Parametro Descrizione Predefinito

supportedTopologies Rappresenta un elenco di aree e
zone supportate da questo
backend. Per ulteriori informazioni,
fare riferimento a "Utilizzare la
topologia CSI".

@ Per ulteriori informazioni sulle funzioni di rete, fare riferimento a "Configurare le funzionalita di
rete per un volume Azure NetApp Files".

Autorizzazioni e risorse richieste

Se viene visualizzato I'errore "Nessun pool di capacita trovato" durante la creazione di un PVC, & probabile
che la registrazione dell’applicazione non disponga delle autorizzazioni e delle risorse necessarie (subnet, rete
virtuale, pool di capacita) associate. Se il debug € attivato, Astra Trident registra le risorse Azure rilevate al
momento della creazione del backend. Verificare che venga utilizzato un ruolo appropriato.

| valori per resourceGroups, netappAccounts, , capacityPools, virtualNetwork € subnet possono
essere specificati utilizzando nomi brevi o completi. Nella maggior parte dei casi, si consiglia di utilizzare nomi
completi, in quanto i nomi brevi possono corrispondere a piu risorse con lo stesso nome.

| resourceGroups valori, , netappAccounts e capacityPools sono filtri che limitano I'insieme di risorse
rilevate a quelle disponibili per il backend di archiviazione e possono essere specificati in qualsiasi
combinazione. | nomi pienamente qualificati seguono questo formato:

Tipo Formato

Gruppo di risorse <resource group>

Account NetApp <resource group>/<netapp account>

Pool di capacita <resource group>/<netapp account>/<capacity pool>
Rete virtuale <resource group>/<virtual network>

Subnet <resource group>/<virtual network>/<subnet>

Provisioning di volumi

E possibile controllare il provisioning del volume predefinito specificando le seguenti opzioni in una sezione
speciale del file di configurazione. Per ulteriori informazioni, fare riferimento alla Configurazioni di esempio
sezione.

Parametro Descrizione Predefinito
exportRule Regole di esportazione per nuovi ~ "0.0.0.0/0"
volumi.

exportRule Deve essere un
elenco separato da virgole di
qualsiasi combinazione di indirizzi
IPv4 o sottoreti IPv4 nella
notazione CIDR. Ignorato per i
volumi SMB.


https://docs.netapp.com/it-it/trident-2406/trident-use/csi-topology.html
https://docs.netapp.com/it-it/trident-2406/trident-use/csi-topology.html
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features

Parametro Descrizione Predefinito

snapshotDir Controlla la visibilita della directory  "falso"
.snapshot

size La dimensione predefinita dei nuovi "100 G"
volumi

unixPermissions Le autorizzazioni unix dei nuovi "" (funzione di anteprima, richiede
volumi (4 cifre ottali). Ignorato peri la whitelist nel’abbonamento)
volumi SMB.

Configurazioni di esempio

Gli esempi seguenti mostrano le configurazioni di base che lasciano la maggior parte dei parametri predefiniti.
Questo € il modo piu semplice per definire un backend.

Configurazione minima

Questa ¢ la configurazione backend minima assoluta. Con questa configurazione, Astra Trident scopre
tutti gli account NetApp, i pool di capacita e le subnet delegate a Azure NetApp Files nel percorso
configurato, e posiziona nuovi volumi in uno di tali pool e subnet in modo casuale. Poiché nasType viene
omesso, viene applicato il nfs valore predefinito e il backend esegue il provisioning dei volumi NFS.

Questa configurazione € l'ideale se stai iniziando a utilizzare Azure NetApp Files e provando qualcosa,
ma in pratica vorresti fornire un ulteriore ambito per i volumi da te forniti.

apivVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus

10



Identita gestite per AKS

Questa configurazione backend omette subscriptionID, tenantID, clientIDe clientSecret,
che sono opzionali quando si utilizzano identita gestite.

apivVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet

subnet: eastus-anf-subnet

Identita cloud per AKS

Questa configurazione backend omette tenantID, clientID, e clientSecret, che sono opzionali
quando si utilizza un’identita cloud.

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet

subnet: eastus-anf-subnet

location: eastus

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451



Configurazione specifica del livello di servizio con filtri pool di capacita

Questa configurazione backend colloca i volumi nella posizione di Azure eastus in un Ultra pool di
capacita. Astra Trident scopre automaticamente tutte le subnet delegate a Azure NetApp Files in tale
posizione e posiziona un nuovo volume su una di esse in modo casuale.

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

12



Configurazione avanzata

Questa configurazione di back-end riduce ulteriormente I'ambito del posizionamento del volume in una
singola subnet e modifica alcune impostazioni predefinite di provisioning del volume.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi
unixPermissions: '0777'



Configurazione dei pool virtuali

Questa configurazione di back-end definisce piu pool di storage in un singolo file. Cio & utile quando si
dispone di piu pool di capacita che supportano diversi livelli di servizio e si desidera creare classi di
storage in Kubernetes che ne rappresentano. Le etichette dei pool virtuali sono state utilizzate per
differenziare i pool in base a performance .

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

14



Configurazione delle topologie supportate

Astra Trident facilita il provisioning di volumi per i workload in base a regioni e zone di disponibilita. I

supportedTopologies blocco in questa configurazione backend viene utilizzato per fornire un elenco

di aree e zone per backend. | valori di regione e zona specificati qui devono corrispondere ai valori di

regione e zona dalle etichette su ogni nodo del cluster Kubernetes. Queste regioni e zone rappresentano

I'elenco dei valori consentiti che possono essere forniti in una classe di archiviazione. Per le classi di

storage che contengono un sottoinsieme delle regioni e zone fornite in un backend, Astra Trident creera

volumi nell’area e nella zona menzionate. Per ulteriori informazioni, fare riferimento a "Utilizzare la
topologia CSI".

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct

clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa

clientSecret: SECRET

location: eastus

servicelevel: Ultra

capacityPools:

- application-group-1l/account-1/ultra-1

- application-group-1/account-1/ultra-2

supportedTopologies:

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

Definizioni delle classi di storage

Le seguenti StorageClass definizioni si riferiscono ai pool di storage riportati sopra.

Definizioni di esempio utilizzando il parameter.selector campo

Utilizzando parameter.selector € possibile specificare per ciascun StorageClass pool virtuale utilizzato

per ospitare un volume. Gli aspetti del volume saranno definiti nel pool selezionato.

15


https://docs.netapp.com/it-it/trident-2406/trident-use/csi-topology.html
https://docs.netapp.com/it-it/trident-2406/trident-use/csi-topology.html

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

Definizioni di esempio per volumi SMB

Utilizzando nasType, , node-stage-secret-name € node-stage-secret-namespace, € possibile
specificare un volume SMB e fornire le credenziali di Active Directory richieste.
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Configurazione di base sullo spazio dei nomi predefinito

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name:

"smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: "default"

Utilizzo di segreti diversi per spazio dei nomi

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name:

"smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

Utilizzo di segreti diversi per volume

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name:

S{pvc.name}

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
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(D nasType: smb Filtri per i pool che supportano volumi SMB. nasType: nfs O nasType:
null filtri per pool NFS.

Creare il backend

Dopo aver creato il file di configurazione back-end, eseguire il seguente comando:
tridentctl create backend -f <backend-file>

Se la creazione del backend non riesce, si € verificato un errore nella configurazione del backend. E possibile
visualizzare i log per determinare la causa eseguendo il seguente comando:

tridentctl logs

Dopo aver identificato e corretto il problema con il file di configurazione, € possibile eseguire nuovamente il
comando create.
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