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Concetti

Approvvigionamento

Il provisioning in Trident si articola in due fasi principali. La prima fase associa una classe
di archiviazione al set di pool di archiviazione back-end idonei e si verifica come
necessaria preparazione prima del provisioning. La seconda fase comprende la
creazione del volume vero e proprio e richiede la scelta di un pool di archiviazione tra
quelli associati alla classe di archiviazione del volume in sospeso.

Associazione della classe di archiviazione

L’associazione di pool di archiviazione back-end con una classe di archiviazione si basa sia sugli attributi
richiesti della classe di archiviazione che sui suoi storagePools , additionalStoragePools , E
excludeStoragePools liste. Quando si crea una classe di archiviazione, Trident confronta gli attributi e i
pool offerti da ciascuno dei suoi backend con quelli richiesti dalla classe di archiviazione. Se gli attributi e il
nome di un pool di archiviazione corrispondono a tutti gli attributi e ai nomi dei pool richiesti, Trident aggiunge
tale pool di archiviazione al set di pool di archiviazione idonei per quella classe di archiviazione. Inoltre, Trident
aggiunge tutti i pool di archiviazione elencati in additionalStoragePools elenco a tale set, anche se i loro
attributi non soddisfano tutti o alcuni degli attributi richiesti dalla classe di archiviazione. Dovresti usare il
excludeStoragePools elenco per sovrascrivere e rimuovere i pool di archiviazione dall’'uso per una classe
di archiviazione. Trident esegue un processo simile ogni volta che si aggiunge un nuovo backend, verificando
se i suoi pool di archiviazione soddisfano quelli delle classi di archiviazione esistenti e rimuovendo quelli
contrassegnati come esclusi.

Creazione del volume

Trident utilizza quindi le associazioni tra classi di archiviazione e pool di archiviazione per determinare dove
effettuare il provisioning dei volumi. Quando si crea un volume, Trident ottiene innanzitutto il set di pool di
archiviazione per la classe di archiviazione di quel volume e, se si specifica un protocollo per il volume, Trident
rimuove i pool di archiviazione che non possono fornire il protocollo richiesto (ad esempio, un backend NetApp
HCI/ SolidFire non puo fornire un volume basato su file mentre un backend ONTAP NAS non pud fornire un
volume basato su blocchi). Trident randomizza I'ordine di questo set risultante, per facilitare una distribuzione
uniforme dei volumi, e quindi lo esegue iterativamente, tentando di effettuare il provisioning del volume su
ciascun pool di archiviazione a turno. Se riesce in una delle due, ritorna correttamente, registrando tutti gli
errori riscontrati nel processo. Trident restituisce un errore solo se non riesce a eseguire il provisioning su tutti
i pool di archiviazione disponibili per la classe di archiviazione e il protocollo richiesti.

Istantanee del volume

Scopri di piu su come Trident gestisce la creazione di snapshot di volume per i suoi
driver.

Scopri di piu sulla creazione di snapshot del volume

* Peril ontap-nas, ontap-san, gcp-cvs, E azure-netapp-£files driver, ogni Persistent Volume
(PV) viene mappato su un FlexVol volume. Di conseguenza, gli snapshot del volume vengono creati come
snapshot NetApp . La tecnologia snapshot NetApp offre maggiore stabilita, scalabilita, recuperabilita e
prestazioni rispetto alle tecnologie snapshot della concorrenza. Queste copie snapshot sono
estremamente efficienti sia in termini di tempo necessario per crearle sia di spazio di archiviazione.



* Per il ontap-nas-flexgroup driver, ogni Persistent Volume (PV) viene mappato su un FlexGroup. Di
conseguenza, gli snapshot del volume vengono creati come snapshot NetApp FlexGroup . La tecnologia
snapshot NetApp offre maggiore stabilita, scalabilita, recuperabilita e prestazioni rispetto alle tecnologie
snapshot della concorrenza. Queste copie snapshot sono estremamente efficienti sia in termini di tempo
necessario per crearle sia di spazio di archiviazione.

* Per il ontap-san-economy driver, i PV vengono mappati sui LUN creati sui volumi FlexVol condivisi. |
VolumeSnapshot dei PV vengono ottenuti eseguendo FlexClone del LUN associato. La tecnologia ONTAP
FlexClone consente di creare copie anche dei set di dati piu grandi in modo quasi istantaneo. Le copie
condividono blocchi di dati con i loro genitori, senza consumare spazio di archiviazione, se non quello
necessario per i metadati.

* Peril solidfire-san driver, ogni PV viene mappato su una LUN creata sul software NetApp Element
/cluster NetApp HCI . | VolumeSnapshot sono rappresentati da snapshot Element della LUN sottostante.
Questi snapshot sono copie puntuali e occupano solo una piccola quantita di risorse e spazio di sistema.

* Quando si lavora con il ontap-nas E ontap-san driver, gli snapshot ONTAP sono copie puntuali del
FlexVol e occupano spazio sul FlexVol stesso. Cio pud comportare una riduzione nel tempo della quantita
di spazio scrivibile nel volume man mano che vengono creati/pianificati gli snapshot. Un modo semplice
per risolvere questo problema &€ aumentare il volume ridimensionandolo tramite Kubernetes. Un’altra
opzione & quella di eliminare gli snapshot che non sono piu necessari. Quando un VolumeSnapshot creato
tramite Kubernetes viene eliminato, Trident eliminera lo snapshot ONTAP associato. Anche gli snapshot
ONTAP che non sono stati creati tramite Kubernetes possono essere eliminati.

Con Trident, puoi usare VolumeSnapshots per creare nuovi PV da essi. La creazione di PV da questi snapshot
viene eseguita utilizzando la tecnologia FlexClone per i backend ONTAP e CVS supportati. Quando si crea un
PV da uno snapshot, il volume di supporto & un FlexClone del volume padre dello snapshot. IL solidfire-
san il driver utilizza cloni di volume del software Element per creare PV da snapshot. Qui viene creato un
clone dallo snapshot dell’Elemento.

Pool virtuali

| pool virtuali forniscono un livello di astrazione tra i backend di archiviazione Trident e
Kubernetes SstorageClasses . Consentono a un amministratore di definire aspetti quali
posizione, prestazioni e protezione per ciascun backend in un modo comune e
indipendente dal backend, senza dover effettuare una storageClass specificare quale
backend fisico, pool di backend o tipo di backend utilizzare per soddisfare i criteri
desiderati.

Scopri di piu sui pool virtuali

L’amministratore dell’archiviazione puo definire pool virtuali su qualsiasi backend Trident in un file di definizione
JSON o YAML.
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Qualsiasi aspetto specificato al di fuori dell’elenco dei pool virtuali & globale per il backend e verra applicato a
tutti i pool virtuali, mentre ogni pool virtuale potrebbe specificare uno o piu aspetti individualmente
(sovrascrivendo qualsiasi aspetto globale del backend).

* Quando si definiscono pool virtuali, non tentare di riorganizzare 'ordine dei pool virtuali
@ esistenti in una definizione backend.

» Sconsigliamo di modificare gli attributi di un pool virtuale esistente. Per apportare modifiche,
€ necessario definire un nuovo pool virtuale.

La maggior parte degli aspetti sono specificati in termini specifici del backend. Fondamentalmente, i valori di
aspetto non sono esposti all’esterno del driver del backend e non sono disponibili per la corrispondenza in
StorageClasses L'amministratore definisce invece una o piu etichette per ogni pool virtuale. Ogni etichetta &
una coppia chiave:valore e le etichette potrebbero essere comuni a backend univoci. Come gli aspetti, le
etichette possono essere specificate per pool o globalmente nel backend. A differenza degli aspetti, che hanno
nomi e valori predefiniti, 'amministratore ha piena discrezionalita nel definire chiavi e valori delle etichette in
base alle necessita. Per comodita, gli amministratori di storage possono definire etichette per pool virtuale e
raggruppare i volumi in base all’etichetta.

Le etichette del pool virtuale possono essere definite utilizzando questi caratteri:

* lettere maiuscole A-2
* lettere minuscole a-z
* numeri 0-9

* sottolineature _

* trattini -



UN storageClass identifica quale pool virtuale utilizzare facendo riferimento alle etichette all'interno di un
parametro selettore. | selettori di pool virtuali supportano i seguenti operatori:

Operatore Esempio Il valore dell’etichetta di un pool deve:
= prestazioni=premium Incontro

1= prestazioni!l=estreme Non corrisponde

in posizione in (est, ovest) Essere nell’insieme dei valori

notin prestazioni notin (argento, bronzo)  Non essere nell'insieme dei valori
<key> protezione Esiste con qualsiasi valore

I<key> Iprotezione Non esistere

Gruppi di accesso al volume

Scopri di piu su come Trident utilizza "gruppi di accesso al volume" .

Ignorare questa sezione se si utilizza CHAP, opzione consigliata per semplificare la gestione ed

@ evitare il limite di scalabilita descritto di seguito. Inoltre, se si utilizza Trident in modalita CSI,
possibile ignorare questa sezione. Trident utilizza CHAP quando installato come provisioner CSI
avanzato.

Scopri di piu sui gruppi di accesso al volume

Trident puo utilizzare gruppi di accesso al volume per controllare 'accesso ai volumi di cui si occupa. Se CHAP
e disabilitato, si aspetta di trovare un gruppo di accesso chiamato trident a meno che non si specifichino
uno o piu ID di gruppo di accesso nella configurazione.

Sebbene Trident associ nuovi volumi ai gruppi di accesso configurati, non crea né gestisce in altro modo i
gruppi di accesso stessi. | gruppi di accesso devono esistere prima che il backend di archiviazione venga
aggiunto a Trident e devono contenere gli IQN iSCSI da ogni nodo nel cluster Kubernetes che potrebbe
potenzialmente montare i volumi forniti da quel backend. Nella maggior parte delle installazioni, cio include
ogni nodo worker nel cluster.

Per i cluster Kubernetes con piu di 64 nodi, & consigliabile utilizzare piu gruppi di accesso. Ogni gruppo di
accesso puo contenere fino a 64 IQN e ogni volume puo appartenere a quattro gruppi di accesso. Con un
massimo di quattro gruppi di accesso configurati, qualsiasi nodo in un cluster di dimensioni fino a 256 nodi
sara in grado di accedere a qualsiasi volume. Per i limiti piu recenti sui gruppi di accesso al volume, fare
riferimento a "Qui" .

Se stai modificando la configurazione da una che utilizza quella predefinita trident gruppo di accesso a uno
che ne utilizza anche altri, includere I'ID per il trident gruppo di accesso nell’elenco.


https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html
https://docs.netapp.com/us-en/element-software/concepts/concept_solidfire_concepts_volume_access_groups.html
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