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agent:

proxy:
server: <server for proxy>
port: <port for proxy>
username: <username for proxy>
password: <password for proxy>

# In the noproxy section, enter a comma-separated list of

# IP addresses and/or resolvable hostnames that should bypass
# the proxy

noproxy: <comma separated list>

isTelegrafProxyEnabled: true

isFluentbitProxyEnabled: <true or false> # true if Events Log enabled

isCollectorsProxyEnabled: <true or false> # true if Network
Performance and Map enabled

isAuProxyEnabled: <true or false> # true if AU enabled
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image: <docker repo of the enterprise/corp docker repo>/kube-rbac-
proxy:<kube-rbac-proxy version>
image: <docker repo of the enterprise/corp docker repo>/netapp-

monitoring:<version>
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agent:

# An optional docker registry where you want docker images to be pulled
from as compared to CI's docker registry

# Please see documentation for
xref:{relative path}task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repositoryl[using a custom or private docker repository].

dockerRepo: your.docker.repo/long/path/to/test

# Optional: A docker image pull secret that maybe needed for your
private docker registry

dockerImagePullSecret: docker-secret-name
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# Set runPrivileged to true SELinux is enabled on your kubernetes nodes

runPrivileged: true
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kubernetes Deploy NetApp Monitoring Operator

Kubernetes Quickly install and configure 3 Kubemetes Operator to send cluster information to Cloud Insights.

Select existing AP| Access Token or create a new one

KEY2024 (..M dM) A e ST Pl Production Best Practices i@

Installation Instructions Need Help?

Please review the pre-requisites for installing the NetApp Kubernetes Monitoring Operator.
To update an existing operator installation please follow these steps.

Define Kubernetes cluster name and namespace
Provide the Kubernstes cluster name and specify a namespace for deploying the monitoring components.

Cluster Mamespace

ustername netapp-monitoring

o Download the operator YAML files

Execute the following download command in a bash prompt.

This snippet includes a unique access key that is valid for 24 hours.



o Optional: Upload the operator images to your private repository

By default, the operator pulls container images from the Cloud Insights repository. To use a private repository, download the required images
using the Image Pull command. Then upload them to your private repository maintaining the same tags and directory structure,

Finally, update the image paths in operator-deployment.yaml and the docker repository settings in operator-config.yaml.

For more information review the documentation.

This password is valid for 24 hours.

o Optional: Review available configuration options

Configure custom options such as proxy and private repository settings. Review the instructions and available options,

o Deploy the operator (create new or upgrade existing)

Execute the kubect! snippet to apply the following operator YAML files.
* operator-setup.yaml - Create the cperator's dependencies.
operator-secrets.yaml - Create secrets holding your AP key.

s operator-deploymentyaml, cperator-cryvaml - Deploy the NetApp Kubernetes Monitering Operator.
+ operator-config.yaml - Apply the configuration settings if not already present.

After deploying the operator, delete or securely store operator-secrets.yaml.
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NetApp / Observability / Collectors

Kubernetes Collectors (13)

Cluster Name T Status
au-pod A Outdated
jks-troublemaker Latest
oom-test A Outdated

Data Collectors Acquisition Units Kubernetes Collectors

View Upgrade/Delete Documentation (7 i OIS EY QI (LT = Filter..

Operator Version Network Performance and Change Analysis
Map
© 1.1540.0 O 13470 © 1.162.0
1.1579.0 N/A 1.201.0

@ 1.1555.0 N/A i) 1.@ Modify Deployment

EEICIEEIVAR—32 Y FOIREFEORENFRRIN. BEICHLCTEFOIALIZ—DAVR—RY M EEHE

TIEBMCTBHIENTETET,

kubernetes

Kubernetes

Cluster Information

Modify Deployment

Kubernetes Cluster Network Performance and Map Event Logs Change Analysis

ci-demo-01 Enabled - Online

Deployment Options

Network Performance and Map
Event Logs

Change Analysis

Cancel

Enabled - Online Enabled - Online

Need Help?
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L—RIBVFREZ—DHEICHBIAXZa—%z07)v o L. T7vFIL—F] Z&8RLFT, ARL—F—&
AXR—DEBLERIAL. WEDA VA M—ILORFy T a3y bzZERTLT 7y FIL—FRZRTLET,
BAURIZ, ARL—F—DRT—2AN T7yvFTL—RETH) H'5 TR ACEITL TV DL HERR
TEXJT, IT—HRELLBEE. FHlERTIZICIIIS— XT7—RXAZHERL. ATOFv>a KA
YTYTIL—RDEZ TN a—FTa v IREBBLTIIESL,

TIAR=—RMIRIRVIZELBZ Ty 2RO Ty FIL—R

ARL—=B—DBTSAR=—k VRIS M) ZFERITILIICEBHINTVWRESIE. ARL—FX—DFRITICH
BERINTDA A= EZDOBLNIRD M) THERAARTHSI 2R L TLEETW, 7y TIL—R

TOEXRFICARX—IHFRELTVWBRTEDICT T —DRELIBEIE. A X=2F VRS MIIZEMLT. 7
v L—REBHITLTLKETV, URSKMIICAX—VELE 7Yy TO—RT3ICIE. XD K Silcosign
V=I)LZFEBLTLETW, 3A T a >V ARL—BFAA=SHFTS5AR=FURI MIICT7y7O—R >

AX=DTINAZRY FTHEESNILEIRTDAA=—CDESRZ 7y 7O—RLTLIETL,

cosign copy example.com/src:vl example.com/dest:vl

#Example

cosign copy <DII container registry>/netapp-monitoring:<image version>
<private repository>/netapp-monitoring:<image version>

VEIRFLTW A=Y arvica—LNy T3

Ty aRay 7y T L—RFREEEBLTY v 7L —FL. 7y T7IL—FRR7 BURICRED/N—

DY DARL—E—ICBENRELIBRIE. Ty TIL—F TOEIRUIERSNIZFy T3y b

ZEALT. MRIRTLTVWIN=2a VAUV L—RTEXRT, O-IANYITBEI T REZ—DHEICH
BZARZa—%Z7Uy oL, [B—LANYI]Z&ERLET,

FH 7Y IIL—F

BXF D Operator |Z AgentConfiguration W'MEE T 2D ESHZHIB L £9 (BEIZERBD T 7 2L kD netapp-
monitoring THEWEE &, BYIRARIZEMICESHRAEY)

kubectl -n netapp-monitoring get agentconfiguration netapp-ci-monitoring-
configuration
_AgentConfiguration HFETIHS .

C A VA L—IIBFEDOARL—BREIDBRFDAR L —2EBELF T,
CMTRFDAVTFAA—VERRTEZNARZL VRIS M) ZFERLTVWBI5E,
AgentConfiguration BMEIE LB WBE ©
* Data Infrastructure InsightsiIC & D TERMSND VS AX—BE XELEFT (REIZEEIT 7 AIL LD
netapp-monitoring THWEEIE. BEYALREZEBMICESHEI TIIZTW),
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kubectl -n netapp-monitoring get agent -o

jsonpath='{.items[0] .spec.cluster-name}'
* BEE®D operator DNV I TF Y TZEMLET (BBIZEEDT I AIL LD netapp-
monitoring TARWEEIE. EYIRAEIERICEIHRRAEY).

kubectl -n netapp-monitoring get agent -o yaml > agent backup.yaml
* <<to-remove-the-kubernetes-monitoring-operator, 721 VXA k=)L
SEEFEDARL—Z,
* <<installing-the-kubernetes-monitoring-operator,-f X L—]JL
SSERATDARL —R—,

cBLIZREZ—%=ERALET,

° BRFTD Operator YAML 7 7/ LA D >O— R L7, 704 9 38i1lC. agent_backup.yaml |2
BHRAEAIA X% AT >O— R L= operator-config.yaml |[CFEHEL £ 9

CMTEMDAVTFAA—TJZRETE2HARRZL VRS M) ZFERLTVWS5EE,
Kubernetes E=4% ) > J AL —2—D{ELL L iEH)
Kubermnetes E=Z&R ) > T ARL —R—%Z{21ET BICI3:
kubectl -n netapp-monitoring scale deploy monitoring-operator

--replicas=0

Kubernetes EZA VY ARXRL—X—%EEFHTBICIE:

kubectl -n netapp-monitoring scale deploy monitoring-operator —--replicas=1

TIOAA M=)
KubernetesE=4% ') > J A RL—2—%HIBRT BIIE
Kubernetes E=ZX ) VT ARL—2—D7 7 #)L b DHAEIZERIE Tnetapp-monitoring] T2 Z CIFREL
TLEESV, HEDAFZEBMEZREL TVWEBRIF. CNH5OAV Y REERDOIARTOIARYVYRELUV 77
T TEORAIEBMZEIHRAF T,
ERRARL—EZ—DFHLWVWN=232F ROOAR Y RTT7 A YA M=ILTEET,

kubectl -n <NAMESPACE> delete agent -1 installed-by=nkmo-<NAMESPACE>

kubectl -n <NAMESPACE> delete

clusterrole,clusterrolebinding, crd, svc,deploy, role, rolebinding, secret, sa
-1 installed-by=nkmo-<NAMESPACE>
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BRHRARL—Z—DEADR—LAR=IIITTOCTINTWVWEIBEEIF. F—LAR—IZEHIFRLET,

kubectl delete ns <NAMESPACE>
=
RYDIAIXVRT TDY—ZXNREOMDFEAI CIRESNZEIE. ROFIEICHE> T, BEREANR
L—R2—DOFWN—=23> % 7oA R—=ILLTLEEL,

UTFOEIAT Y RZIBHICETLET. WEDAI VYA M—JLICE2TIE. CTNSDOIATY RO—EH 4TS
TV MDRODMDFHAI EWSAyvtE—CHIRTIGEDRHDEFT, CNE5DAyvE—JIFERL THRIED
DEH A

kubectl -n <NAMESPACE> delete agent agent-monitoring-netapp

kubectl delete crd agents.monitoring.netapp.com

kubectl -n <NAMESPACE> delete role agent-leader-election-role

kubectl delete clusterrole agent-manager-role agent-proxy-role agent-
metrics-reader <NAMESPACE>-agent-manager-role <NAMESPACE>-agent-proxy-role
<NAMESPACE>-cluster-role-privileged

kubectl delete clusterrolebinding agent-manager-rolebinding agent-proxy-
rolebinding agent-cluster-admin-rolebinding <NAMESPACE>-agent-manager-
rolebinding <NAMESPACE>-agent-proxy-rolebinding <NAMESPACE>-cluster-role-
binding-privileged

kubectl delete <NAMESPACE>-psp-nkmo

kubectl delete ns <NAMESPACE>

Txal7a AVTF XML UEICER SN TV R5E:

kubectl delete scc telegraf-hostaccess

Kube-state-metrics(C DU\ T

NetApp Kubernetes Monitoring Operator (. D1 > X 2> X & DFEEZ BT 5 T IZIEE D kube-state-
metrics #1 A —JLLF T,

Kube-State-MetricsDEFMHIC DUV TIE. UTEZSBLTLIET L, "COR—I",

ARL—RZ—DREINAZAIA X

oDt aviiid. ARL—FX—BEDOHARAEZIA X, 7OFSDRE. hARXLEXIETZAR—F
Docker J/RT kU OfEA. OpenShift DIZEICEET 3 IBHRASENTULET,

[—]

BREAF Tay
BOEBRICEEINSZERTEIE. AgentConfiguration DALY — A THERTEE T, ARL—4—%F7

A 9 3HiIC. operator-config.yaml 7 7 1 L ZRELTID )Y —RX%ZR/ETETET, DT 71 ILICIE
AXYET7IRINEREDFANEENTVWET, VA MEBRZ"FIHAELARE" TR —X—DORFH/N—D
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32,

ARL—F—%7 7O LB ROIX 2 FZ2FERALTIOVY — XA Z2imEITEZEDHTEET,

kubectl -n netapp-monitoring edit AgentConfiguration
T7OA4ENcARL—F—D/N—I 30D AgentConfiguration
ZHR—ELTVBIHESHZRHEETBICIF. ROOATVRZRTLET !

kubectl get crd agentconfigurations.monitoring.netapp.com
Mt—N—Hh5DIF— (NotFound)

1 EWS Xyt —UHQRRENTHEIE. AgentConfiguration
ZERTBIRICARL—F—%ZT7 v I L—RITIBENRHBD FT,

TOF>HR— bDOERTE

Kubernetes E=X ) VT ARL—Z—%A VA M—=ILT2HIC. THY M LETTOF O %FERATE D50
lZ220HDFET, CNSIEFEILTOFY PXTFTLTHIGELHNZE. OTOFY S XATLTHDH5ED
HOET,

* A=) =R 2=y bOERTH ( Teurs ZfEA) IC. RZRY FHARITENS L X T Li%ZData
Infrastructure InsightsIRIBICIERT 9 27O ICRERTOF
* &—%"y  Kubernetes 77 5 X 2 —h'Data Infrastructure InsightsiRIZ L IBE T 3 1-DICKER IOF >

_NsOVWIThhXRIEmEAICTOF > ZFHE T 5HS. Kubernetes Operating Monitor 1 >~ X b —JL§ 3
Il ¥ 7OF T H'Data Infrastructure InsightsIRIBE D RIFRIBEZHFI T3 L JICBEEINTVWE Lz
BRI I2HELHDOET, TOFHHD. Operator 1 VX k=)L F B H—/N\—/VM H5Data
Infrastructure InsightsiIC 77 7 £ X TE 3B HIE. TOFVIEEYNCHEE SN TWVSETEEMENH D £7,

Kubernetes 7 RL—7 4 >0 EZX—DA VA M—JLICERT 2 7OF DLW TIE. Operator 1 > X +
— L9 BHIIC. http_proxy/https_proxy IRIEZ=HREL £T. —SBDFOFZERIETIE. no_proxy
environment BHRE T 2VELHIHENHD 9,

B HRET BICIE. Kubernetes E=X ) VT ARL—A—% A VA M=)LT3H1IC. AT LTROFIE
ZRITLET,
1. WEDI—H—OD https_proxy & K/ E7=13 http_proxy IRIBEHEZHREL 95

a vy b7y 73 7OF VIR (A—Y—R/NXT—R)HEVGEIF. KOOIV REERITLE
ED

export https proxy=<proxy server>:<proxy port>
oY NPy TTRTOFDICERE (- —%/NIXT—R)
NH3%HEIF. ROARY FZRITLET,
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export
http proxy=<proxy username>:<proxy password>@<proxy server>:<proxy po
rt>

Kubernetes 2 7 X 2 —h'Data Infrastructure Insights B L BE T 2 1DICER T2 FOFICOVWTIE. C
NS5 OFEE TR THAT#. Kubernetes Monitoring Operator -1 > X F—JLLTL 72& L\

Kubernetes Monitoring Operator = 7 01 9 2 HilC. operator-config.yaml @ AgentConfiguration @ 3 <
O a ERELET,

agent:

proxy:
server: <server for proxy>
port: <port for proxy>
username: <username for proxy>

password: <password for proxy>

# In the noproxy section, enter a comma-separated list of

# IP addresses and/or resolvable hostnames that should bypass
# the proxy

noproxy: <comma separated list>

isTelegrafProxyEnabled: true

isFluentbitProxyEnabled: <true or false> # true if Events Log enabled

isCollectorsProxyEnabled: <true or false> # true if Network
Performance and Map enabled

isAuProxyEnabled: <true or false> # true if AU enabled

HRBALFTE TS5 A4 ~RX— tDocker') 7R b1 DfER

T 7 # )L b Tl&. Kubernetes Monitoring Operator (&Data Infrastructure Insights J 7R UM S > 7F 4 X
—JHETILET, BEROZ—4w b LT Kubernetes 7 S5 XA —HMERINTHD. DI XEX—H'A
ARLFETZAR—F Docker VRS MU FEOAYTFH— LPRMNIDSDAAVTFHF— A X—%

TILTBLSICBRINTVRIESIE. Kubernetes BEfRARL —R—|CMBRIAVTFHF—A\DT7 I %1E
RS 3HENRDHD XTI,

NetApp Monitoring Operator ¥ Y XA k—JL ZAILHS T4 X—= FIL AZRy by ZRTLET, COOX
> Ri&. Data Infrastructure Insights 7RI FUICAT A Y L. ARL—R—DIRTDA X—JKEFHERE
ZI)L L. Data Infrastructure Insights V7R R DSOS 70 L ET, 7OVT MHRREINIS, S
NIZVRS PV D—RNZAT—RZADLET, COOAIVRIE. AT aVEE S0, AXRL—2HMER
TERIITRTDAAXA=DZ AT AO—RLET, CNSDEBRAEDIEBEICERSINTULBEMNMCIDOWTIE. UTF
EBBLTILETL,
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A7 FARL—A2—EEE ¥ KubernetesE=4% 1) >4

* netapp 1R

* ci-kube-rbac-7OF >
* ci-ksm

* ci-telegraf

* F4XbOLRIIL—ba1—H—
AR cOY
« ci-fluent-bit

* ci-kubernetes-f XY kT AR—K—
IYRT—=IONTA—=TIREIVS
* ci-net-A JH—/\—

BERYD—IZR>T. ARL—R—OD Docker 1 X—% FS5A4R—hO—HIIT>A2—TZ A X Docker
DR EIIZTyoalfxzd, VRS FIRDINSDAX—=JSADAAX—= ZTeT 4 LT M) INZDN
Data Infrastructure Insights J /R U DHDE—HL TWVWB e ZHERBL £,

operator-deployment.yaml @ monitoring-operator 7 704 X > hZHREL. IRTDA X—CBREZZEL
TFSA4~R—Ik Docker USRI M) ZERLET,

image: <docker repo of the enterprise/corp docker repo>/ci-kube-rbac-
proxy:<ci-kube-rbac-proxy version>

image: <docker repo of the enterprise/corp docker repo>/netapp-
monitoring:<version>

#FL L) docker VR MU DIBFR%ZE RIRY B & SIC. operator-config.yaml @ AgentConfiguration % fRge L £
o TZAR—FMURT L BEDFH L) imagePullSecret Z1ER L £9, FMICDOWVWT

|&. https://kubernetes.io/docs/tasks/configure-pod-container/pull-image-private-registry/ B8R L TL 2 &
Lo

agent:

# An optional docker registry where you want docker images to be pulled
from as compared to CI's docker registry

# Please see documentation link here:
xref:{relative path}task config telegraf agent k8s.html#using-a-custom-or-—
private-docker-repository

dockerRepo: your.docker.repo/long/path/to/test

# Optional: A docker image pull secret that maybe needed for your
private docker registry

dockerImagePullSecret: docker-secret-name
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https://kubernetes.io/docs/tasks/configure-pod-container/pull-image-private-registry/

EHNXXT—REDOAPI 7oA =0

—EWOTRIE (FOFTURY FRY) Tl Data Infrastructure Insights docker 1) 7R k1) DREF/N XD —
ROAMETY, 1 VA M—ILEICUI TRESINZ/NRAT—RIF 24 BEDAEMTY . ENZFERT IR
DIC. API 712X =20 2% docker IR FUNRT—RELTHERTEXT, CD/NXT—RIE. AP

TIOERS=O DB THIROBEMTT . COFEDENDLDICHLVWAPI 7V =0 V2L

THLD. BIEOLDZFATICHTETET,

"CELEBHALTETVWFHLVAPIZIEI =0 V2B T 2 FIBICOVWTIE. CHE5Z BT,

A > 0O— R L7 operator-secrets.yaml 7 7 A LH'SBIED APl 7 V2 X b—20 > ZzimEd3I1ICIE. 21—
— U TERITTEET !

grep '\.dockerconfigjson' operator-secrets.yaml |sed 's/.*\.dockerconfigjson:
//g' |base64 -d |jq

RITHDARL —Z—A VA R=ILHSBFDOAPI 7 VA =0 % BT 3ICIE. I—F—IZUTERIT
TEX9

kubectl -n netapp-monitoring get secret netapp-ci-docker -o
jsonpath='{.data.\.dockerconfigjson}' |base6d -d |jqg

OpenShift DF|E
OpenShift 4.6 UPETERITL TW BB &L, operator-config.yaml 0 AgentConfiguration % $RE L T
runPrivileged SREZBMICT D2HENHD XT ©

# Set runPrivileged to true SELinux is enabled on your kubernetes nodes
runPrivileged: true

Openshift (. —EB®D Kubernetes AV R—R>Y bADT 7R %ETOv I T 2AEMHODHZEMDEF )
Ta4 LRNILERETIHEENHD £7,

BRUER

netapp-ci-telegraf-ds. netapp-ci-fluent-bit-ds. & & U netapp-ci-net-observer-l4-ds DaemonSets (. TRXTD
J—RTT7—RZIELKWXETREDIC. VFRAZ—HADIRTD/ —RTRYRZRTDa2—I)LT3HEN
HBDETo ARL—F—F. W< ODDELKHONT FR ZHFRITDLDICHESNTUVET, /—RICH

ABZLTAYRZRELT. Ry RBNIRTD/ —RTEITINBVLIICLTVWBRHESIE. EN5OT1 Y
ML TR EERTE £9, " AgentConfiguration R"o T XZ—ADIARTD/ —RICARZL T
1Y M ZHEALIEGEIE. ARL—F— Ry REATDa—I)LLTERITTEFRELSIC ARL—EF— 770

AXY MIBERFRMELEMT I2HBENRHD X7,

KubernetesiCDWTEELKHIB"EHEER"

R 3" NetApp Kubernetes Monitoring Operator D1 > X k—JL* R—"

WERICDOWTDOXE

Kubernetes E=ZX ) VT ARL—Z—NISAZ—LETO—U Ly bERRTIERZHIRT ZICIE. 1
> 2 b—)LaiIC operator-setup.yaml 7 7 A ILHSXRD Y — X =HIBRL £,
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ClusterRole/netapp-ci<namespace>-agent—-secret
ClusterRoleBinding/netapp-ci<namespace>-agent—secret

Ty TTL—RDFEIR. IFRZ—D5UYV—XBHEIRLET,

kubectl delete ClusterRole/netapp-ci-<namespace>-agent-secret-clusterrole
kubectl delete ClusterRoleBinding/netapp-ci-<namespace>-agent-secret-

clusterrolebinding

ZERHDEMICHE > TWBIHEIE. AgentConfiguration % 7=\ operator-config.yaml #ZE L T, ZEEIE
Yo a>oaXY bR L. BEEIEE IS 3 VDI kindsTolgnoreFromWatch: "'secrets™ % &8 £
To COTICEITZ—EF AR ZEFATOFERELMUEISEFEL T LEL,

change-management:

# # A comma separated list of kinds to ignore from watching from the
default set of kinds watched by the collector

# # Each kind will have to be prefixed by its apigroup

# # Example: '"networking.k8s.io.networkpolicies,batch.jobs",
"authorization.k8s.io.subjectaccessreviews"'

kindsToIgnoreFromWatch: '"secrets"'

Kubernetes €= 1) 25 ARL —4— A4 XA—JBLZOREE

ARL—=BRZDAA=—JEENDEBEAT DI INRTDEEA X =TI, NetApplc K> TEHINTVET, TV
A2 b= JLA0IC cosign YV —ILZER L TA X—JZFEHTHIEL =D Kubernetes 7 RIwv> 3> O> k0O
—S—ZEBRLIEDTBZENTEET, FMICDOVTIE. "Kubernetes FF a2 X > "y

A A=V ELDORECERINZ BRI, EZRV VT ARL—F—DA VA =L 21D TF T 3
VIFRL=F— AR=D7TSAR=—K VRS KJIZTYTO—R > A X-—JBZNHHE TAFTEE
ER

AAXA—DELEFIHTRIET BICIF. ROFIEZEITLE T,

1 BHRTINZAZRY hZ2IE—LTEITTS

2. YRS MINRT—REIE-LTFOY T BRI EINIESANDLET

3. A X—UEBLN\FHE (BITIF dii-image-signing.pub) ZREL £7

4. cosign ZEAL TAX—CERIEL F 9. HEBHOFERAIZBRLTIZTWV
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$ cosign verify --key dii-image-signing.pub --insecure-ignore-sct
-—-insecure-ignore-tlog <repository>/<image>:<tag>
Verification for <repository>/<image>:<tag> —--
The following checks were performed on each of these signatures:
- The cosign claims were validated
- The signatures were verified against the specified public key
[{"critical":{"identity":{"docker-
reference":"<repository>/<image>"}, "image": {"docker-manifest-
digest":"sha256:<hash>"},"type":"cosign container image
signature"}, "optional":null}]
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R

Fluent-bit R RAVRD IS —TRBLTVWET:
[2024/10/16 14:16:23] [error] [/src/fluent-

bit/plugins/in_tail/tail_fs_inotify.c:360 errno=24] fg\L\ T

W37 71ILHZ T T XY [2024/10/16 14:16:23]
[error] A7 tail.0 OFEAMEICEBL £ L7

[2024/10/16 14:16:23] [error] [engine] AFID#IEA{LIC

KBLELL

Telegraf DS 7R Rid. TLS SEFAZ %R TIT AL\
I kubernetes AT ST A4 VD HTTP UV IR~
ERITTIBRVICICEETZIS—2HRELTVLE

9, fl: E! [inputs.kubernetes] 754541 >DIT5—:
HTTPU T A FDXEFRICTZ—HEELFL
f="<a

href="https://&It;kubelet_IP&gt;:10250/stats/summary":
" class="bare">https://&lt;kubelet_IP&gt;:10250/stats/

summary":</a>1§%"<a

href="https://&It;kubelet_IP&gt;:10250/stats/summary":
" class="bare">https://&lt;kubelet IP&gt;:10250/stats/

summary":</a>tls: SEBAE DIRFEICKEL &F L 7e:
x509: IP SANA'ZENTWLARL:
8. &ltkubelet_IP&gt; DEEFAZE Z IR TE FHA

Izl TV

75 22—AD fsnotify HEEZBELTHET,

sudo sysctl
fs.inotify.max user instances
(take note of setting)

sudo sysctl
fs.inotify.max user instances=<som
ething larger than current
setting>

sudo sysctl
fs.inotify.max user watches (take

note of setting)
sudo sysctl

fs.inotify.max user watches=<somet
hing larger than current setting>

Fluent-bit Z Bi#cEI L £ 9,

AR CNSDRELE / — ROBRSEDHFITDIC
I&. Jetc/sysctl.conf IZRDITZBIMT ZHENHD F

EE

fs.inotify.max user instances=<so
mething larger than current
setting>

fs.inotify.max user watches=<some

thing larger than current setting>

ChUd. kubelet "ECELIAE=FERL TWVWS5

By BEW/ETIIEE S NTEIAZEDRAZED

Subject Alternative Name ') Z ~|Z <kubelet_IP> H'&

FNTULVWRBWERICRELFT. TNZRTBIC
& A—H—F"T—2 > MER"
. telegraf:insecureK8sSkip Verify % true |Z5&E L £

o ZHUZEKD. Telegraf AT S5 1 Uhi&iEZ X
FUTITBRLSICRESNET, HBAIWE. I—H—
IEkubeletZ XD LS ICRET D ENTEET, "

—N\N=TLST—hrZ rZv"THICK
DL
UA—ENEI,

lcertificates.k8s.iol APl h5 DEFBAEZEERA +
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g - Ihesml LTSS L

Fluent-bit Ry RTRDIZ—HHEEL. Ry FZEE DBI7AIDEFEET BRI ST« LI ~MIISEYZ
ETTEHA  026/01/12 20:20:32] [error] [sqldb] FAHED | EZIAHMERDHZ 2R LTS

error=unable to open database file [2026/01/12 W BEMICIE. RA ST LY MUIGIEIL—FO—
20:20:32] [error] [input:tail:tail.0] db: could not create ' —IZFRAED | EFAAMERZ 5T I2HEHHD
'in_tail_files' table [2026/01/12 20:20:32] [error] £9, 774/ FDODBT 7 A ILDEFIE. fluent-bit-

[input:tail:tail.0] could not open/create database dbFile agentconfiguration & 7> 3 > TEEZTINE

[2026/01/12 20:20:32] [error] failed initialize input tail.0 LR D . /var/log/ TY o SELinuxhBRICE>TWLWS

[2026/01/12 20:20:32] [error] [engine] input HElE. fluent-bit-seLinuxOptionsType

initialization failed agentconfiguration4 > 3 > % 'spc_t' [ZERE L TH

TLETL,

EMERIIUTHS CEVWEITE Y, "TR— M R=DFLF'T—R2IALIEZ—TR—FT Ry I R

Kubernetes E=4 1) >5 ARL —2—DHREA T3>

Z®D"Kubernetes E=% 1) >4 #F~ L —4%—"AgentConfiguration 7 71 JL%Z@&L T. &
[EWARRIA XA T arvhREEINE T, VY —XGHER. INEFERE. 7OF 2R
E. FFRME. OVR—xx> FNEBDOHRTEZHEE L T. Kubernetes IRIEDE R Z mEL T
TFET, INS5DA T3 >%FEHAL T, Telegraf. kube-state-metrics. O UE. 7
;7D—F7v5>7\§§§ﬁ\%@@@%ﬁ])ﬁ—*)h%ﬂZ&?%XTéi

1> 7 )l AgentConfiguration 7 71 )L

LFIC. 8F 7> a>oiBE ST Y > TILD AgentConfiguration 7 7 1 ILERL £,

apiVersion: monitoring.netapp.com/vlalphal
kind: AgentConfiguration
metadata:
name: netapp-ci-monitoring-configuration
namespace: "netapp-monitoring"
labels:
installed-by: nkmo-netapp-monitoring

spec:

#4

## One can modify the following settings to configure and customize the
operator.

## Optional settings are commented out with their default values for
reference.

## To update them, uncomment the line, change the value, and apply the
updated AgentConfiguration.

#4

agent:

#4
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## [REQUIRED FIELD]

## A uniquely identifiable user-friendly cluster name

## The cluster name must be unique across all clusters in your Data
Infrastructure Insights (DII) environment.

#4

clusterName: "my cluster"

#4

## Proxy settings

## If applicable, specify the proxy through which the operator should
communicate with DIT.

## Refer to additional documentation here:

## https://docs.netapp.com/us—
en/cloudinsights/task config telegraf agent k8s.html#configuring-proxy-

support
##
# proxy:
# server:
# port:
# NOProxy:
# username:
# password:
# isTelegrafProxyEnabled:
# isFluentbitProxyEnabled:
# isCollectorsProxyEnabled:

#4

## [REQUIRED FIELD]

## Repository from which the operator pulls the required images

## By default, the operator pulls from the DII repository. To use a
private repository, set this field to the

## applicable repository name. Refer to additional documentation here:

## https://docs.netapp.com/us—
en/cloudinsights/task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repository

#4

dockerRepo: 'docker.cOl.cloudinsights.netapp.com'

#4

## [REQUIRED FIELD]

## Name of the imagePullSecret required for dockerRepo

## When using a private repository, set this field to the applicable
secret name.

#4

dockerImagePullSecret: 'netapp-ci-docker'

##
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## Automatic expiring API key rotation settings

## Allow the operator to automatically rotate its expiring API key,
generating a new API key and

## using it to replace the expiring one. The expiring API key itself
must support auto rotation.

#4

# tokenRotationEnabled: 'true'

#4

## Threshold (number of days before expiration) at which the operator
should trigger rotation.

## The threshold must be less than the total duration of the API key.

#4

# tokenRotationThresholdDays: '30'

push-button-upgrades:
##
## Allow the operator to be upgraded using the Data Infrastructure
Insights (DII) UI
#4
# enabled: 'true'

#4

## Frequency at which the operator polls and checks for upgrade
requests from DIT

#4

# polltimeSeconds: '60'

##

## Allow operator upgrade to proceed even if new images are not
present

##

# ignoreImageNotPresent: 'false'

##

## Allow operator upgrade to proceed even if image signature
verification fails

## Warning: Enabling this setting is dangerous!

##

# ignoreImageSignatureFailure: 'false'

##

## Allow operator upgrade to proceed even if image signature
verification fails

## Warning: Enabling this setting is dangerous!

##

# ignoreYAMLSignatureFailure: 'false'
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#4

## Use dockerImagePullSecret to access the image repository and verify
the existence of the new images

#4

# imageValidationUseSecret: 'true'

#4

## Time allowed for the old operator pod to shutdown before reporting
an upgrade failure to DII

#4

# upgradesShutdownTime: '240'

#4

## Time allowed for the new operator pod to startup before reporting
an upgrade failure to DII

#4

# upgradesStartupTime: '600"'

telegraf:
##
## Frequency at which telegraf collects data
## The frequency should not exceed 60s.
#4

# collectionInterval: '60s'

##

## Maximum number of metrics per batch

## Telegraf sends metrics to outputs in batches. This controls the
size of those writes.

##

# batchSize: '10000'

#4

## Maximum number of unwritten metrics per output

## Telegraf caches metrics until they are successfully written by the
output. This controls how many metrics

## can be cached. Once the buffer is filled, the oldest metrics will
get dropped.

#4

# bufferLimit: '150000"

##

## Rounds collection interval to collectionInterval

## If collectionInterval is 60s, collection will occur on-the-minute
##

# roundInterval: 'true'
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#4

## Jitter between plugins on collection

## Each input plugin sleeps a random amount of time within Jjitter
before collecting. This can be used to prevent

## multiple input plugins from querying the same resources at the same
time. The maximum collection interval would

## be collectionInterval + collectionJitter.

#4

# collectionJditter: '0Os'

#4#

## Precision to which collected metrics are rounded

## When set to "0s", precision will be set by the units specified by
collectionInterval.

#4#

# precision: '0Os'

#4

## Frequency at which telegraf flushes and writes data
## Frequency should not exceed collectionInterval.

#4

# flushInterval: '60s'

##

## Jitter between plugins on writes

## Each output plugin sleeps a random amount of time within jitter
before flushing. This can be used to prevent

## multiple output plugins from writing the same resources at the same
time, and causing large spikes. The maximum

## flush interval would be flushInterval + flushJitter.

##

# flushJitter: '0Os'

#4

## Timeout for HTTP output plugins

## Time allowed for http output plugins to successfully writing before
failing.

#4

# outputTimeout: '5s'

#4

## CPU/Mem limits and requests for netapp-ci-telegraf-ds DaemonSet
#4

# dsCpuLimit: '750m'

# dsMemLimit: '800Mi'

# dsCpuRequest: '100m’
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# dsMemRequest: '500Mi’

#4

## CPU/Mem limits and requests for netapp-ci-telegraf-rs ReplicaSet
#4

# rsCpuLimit: '3

# rsMemLimit: '4Gi'

# rsCpuRequest: '100m'

# rsMemRequest: '500Mi’

#4

## telegraf runs through the processor plugins a second time after the
aggregators plugins, by default. Use this

## option to skip the second run.

#4

# skipProcessorsAfterAggregators: 'false'

#4

## Additional tolerations for netapp-ci-telegraf-ds DaemonSet and
netapp-ci-telegraf-rs ReplicaSet

## Inspect the netapp-ci-telegraf-rs ReplicaSet and netapp-ci-
telegraf-ds DaemonSet to view the default tolerations.

## If additional tolerations are needed, specify them here using the
following abbreviated single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# dsTolerations: ''

# rsTolerations: ''

#4

## Additional node selector terms for netapp-ci-telegraf-rs ReplicaSet

## Inspect the netapp-ci-telegraf-rs ReplicaSet to view the default
node selectors terms. If additional node

## selector terms are needed, specify them here using the following

abbreviated single line format:

##

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2","operator": "In","values": ["myVal2"]}'

##

## These additional node selector terms will be AND'd with the default

ones via matchExpressions.
#4

# rsNodeSelectorTerms: ''
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#4

## telegraf uses lockable memory to protect secrets in memory. If
telegraf issues warnings about insufficient

## lockable memory, try increasing the limit of lockable memory on the
applicable nodes. If increasing this limit

## 1s not an option for the given environment, set unprotected to true
so telegraf does not attempt to use

## lockable memory.

#4

# unprotected: 'false'

##

## Run the netapp-ci-telegraf-ds DaemonSet's telegraf-mountstats-
poller container in privileged mode

## The telegraf-mountstats-poller container needs read-only access to
system files such as those in /proc/ (i.e. to

## monitor NFS IO metrics, etc.). Some environments impose restricts
that prevent the container from reading these

## system files. Unless those restrictions are lifted, users may need
to run this container in privileged mode.

##

# runPrivileged: 'false'

#4

## Run the netapp-ci-telegraf-ds DaemonSet's telegraf container in
privileged mode

## The telegraf container needs read-only access to system files such
as those in /dev/ (i.e. for the telegraf

## diskio input plugin to retrieve disk metrics). Some environments
impose restricts that prevent the container from

## accessing these system files. Unless those restrictions are lifted,
users may need to run this container in

## privileged mode.

#4

# runDsPrivileged: 'false'

#4

## Allow the netapp-ci-telegraf-ds DaemonSet's telegraf-ds, telegraf-
init, and telegraf-mountstats-poller containers

## to run with escalation privilege. This is needed to access/read
root-protected files (node UUID,

## /proc/l/mountstats, etc.). Allowing escalation privilege should
negate the need to run these containers in

## privileged mode.

#4

# allowDsPrivilegeEscalation: 'true'



#4

## Allow the netapp-ci-telegraf-rs DaemonSet's telegraf-rs and
telegraf-rs-init containers

## to run with escalation privilege. This is needed to access/read
root-protected files (node UUID,

## etcd credentials when applicable, etc.). Allowing escalation
privilege should negate the need to run these

## containers in privileged mode.

i

# allowRsPrivilegeEscalation: 'true'

i

## Enable collection of block IO metrics (kubernetes.pod to storage)
i

# dsBlockIOEnabled: 'true'

##

## Enable collection of NFS IO metrics (kubernetes.pod to storage)
i

# dsNfsIOEnabled: 'true'

#4

## Enable collection of system-specific objects/metrics for managed
k8s clusters

## This consists of k8s objects within the kube-system and cattle-
system namespaces for managed k8s clusters

## (i.e. EKS, AKS, GKE, managed Rancher, etc.).

#4

# managedK8sSystemMetricCollectionEnabled: 'false'

##

## Enable collection of pod ephemeral storage metrics
(kubernetes.pod volume)

##

# podVolumeMetricCollectionEnabled: 'false'

##

## Declare Rancher cluster is managed

## Rancher can be deployed in managed or on-premise environments. The
operator contains logic to try to determine

## which type of environment Rancher is running in (i.e. to factor
into managedK8sSystemMetricCollectionEnabled) .

## If the operator logic misidentifies whether Rancher is running in a
managed environment or not, use this option

## to declare Rancher is managed.



##

# isManagedRancher: 'false'

#4

## Locations for the etcd certificate and key files

## The operator looks at well-known locations for the etcd certificate
and key files. If this cannot find these

## files, the applicable telegraf input plugin will fail. Use this
option to specify the complete filepath to these

## files on the nodes.

## Note that the well-known locations for these files are typically
root-protected. This is one of the reasons why

## the netapp-ci-telegraf-rs ReplicaSet's telegraf-rs-init container
needs to run with escalation privileges.

#4

# rsHostEtcdCrt: ''

# rsHostEtcdKey: ''

#4

## Allow operator/telegraf communications with k8s without TLS
verification

## In some environments, TLS verification will not succeed (i.e.
certificates lack IP SANs). To skip the

## verification, use this option.

#4

# insecureK8sSkipVerify: 'false'

kube-state-metrics:
#4
## CPU/Mem limits and requests for netapp-ci-kube-state-metrics
StatefulsSet
##
# cpulLimit: '500m’'
# memLimit: '1Gi'
# cpuRequest: '100m'
# memRequest: '500Mi'

#4

## Comma-separated list of k8s resources for which to collect metrics
## Refer to the kube-state-metrics —--resources CLI option

#4

# resources:
'cronjobs, daemonsets,deployments, horizontalpodautoscalers, ingresses, jobs, n
amespaces, nodes, persistentvolumeclaims, persistentvolumes, pods, replicasets,
resourcequotas, services, statefulsets'
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##

## Comma-separated list of k8s metrics to collect

## Refer to the kube-state-metrics --metric-allowlist CLI option

##

# metrics:
'kube cronjob created, kube cronjob status active, kube cronjob labels, kube
daemonset created, kube daemonset status current number scheduled, kube daem
onset status desired number scheduled, kube daemonset status number availab
le, kube daemonset status number misscheduled, kube daemonset status number
ready, kube daemonset status number unavailable, kube daemonset status obser
ved generation, kube daemonset status updated number scheduled, kube daemons
et metadata generation, kube daemonset labels, kube deployment status replic
as, kube deployment status replicas available, kube deployment status replic
as_unavailable, kube deployment status replicas updated, kube deployment sta
tus observed generation, kube deployment spec replicas, kube deployment spec
_paused, kube deployment spec strategy rollingupdate max unavailable, kube d
eployment spec strategy rollingupdate max surge, kube deployment metadata g
eneration, kube deployment labels, kube deployment created, kube job created,
kube job owner, kube job status active,kube job status succeeded, kube job s
tatus failed, kube job labels, kube job status start time, kube job status co
mpletion time, kube namespace created, kube namespace labels, kube namespace
status phase, kube node info, kube node labels, kube node role, kube node spec
_unschedulable, kube node created, kube persistentvolume capacity bytes, kube
_persistentvolume status phase, kube persistentvolume labels, kube persisten
tvolume info, kube persistentvolume claim ref, kube persistentvolumeclaim ac
cess _mode, kube persistentvolumeclaim info, kube persistentvolumeclaim label
s, kube persistentvolumeclaim resource requests storage bytes, kube persiste
ntvolumeclaim status phase, kube pod info, kube pod start time, kube pod comp
letion time, kube pod owner, kube pod labels, kube pod status phase, kube pod
status ready, kube pod status scheduled, kube pod container info, kube pod co
ntainer status waiting, kube pod container status waiting reason, kube pod c
ontainer status running, kube pod container state started, kube pod containe
r status terminated, kube pod container status terminated reason, kube pod c
ontainer status last terminated reason, kube pod container status ready, kub
e pod container status restarts total, kube pod overhead cpu cores, kube pod
_overhead memory bytes, kube pod created, kube pod deletion timestamp, kube p
od init container info, kube pod init container status waiting, kube pod ini
t container status waiting reason, kube pod init container status running, k
ube pod init container status terminated, kube pod init container status te
rminated reason, kube pod init container status last terminated reason, kube
_pod init container status ready, kube pod init container status restarts t
otal, kube pod status scheduled time, kube pod status unschedulable, kube pod
_spec _volumes persistentvolumeclaims readonly, kube pod container resource
requests cpu cores, kube pod container resource requests memory bytes, kube
pod container resource requests storage bytes, kube pod container resource
requests ephemeral storage bytes, kube pod container resource limits cpu co
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res, kube pod container resource limits memory bytes, kube pod container res
ource limits storage bytes,kube pod container resource limits ephemeral st
orage bytes, kube pod init container resource limits cpu cores, kube pod ini
t container resource limits memory bytes, kube pod init container resource
limits storage bytes,kube pod init container resource limits ephemeral sto
rage bytes, kube pod init container resource requests cpu cores, kube pod in
it container resource requests memory bytes, kube pod init container resour
ce requests storage bytes,kube pod init container resource requests epheme
ral storage bytes,kube replicaset status replicas, kube replicaset status r
eady replicas,kube replicaset status observed generation, kube replicaset s
pec replicas,kube replicaset metadata generation, kube replicaset labels, ku
be replicaset created, kube replicaset owner, kube resourcequota, kube resour
cequota created, kube service info, kube service labels, kube service created
, kube service spec type,kube statefulset status replicas, kube statefulset
status_ replicas current, kube statefulset status replicas ready, kube statef
ulset status replicas updated, kube statefulset status observed generation,
kube statefulset replicas, kube statefulset metadata generation, kube statef
ulset created, kube statefulset labels, kube statefulset status current revi
sion, kube statefulset status update revision, kube node status capacity, kub
e node status allocatable, kube node status condition, kube pod container re

source_ requests, kube pod container resource limits,kube pod init container

_resource limits,kube pod init container resource requests,kube horizontal

36

podautoscaler spec max replicas, kube horizontalpodautoscaler spec min repl
icas, kube horizontalpodautoscaler status condition, kube horizontalpodautos
caler status current replicas, kube horizontalpodautoscaler status desired

replicas'

#4

## Comma-separated list of k8s label keys that will be used to
determine which labels to export/collect

## Refer to the kube-state-metrics --metric-labels-allowlist CLI
option

#4

# labels:
'cronjobs=[*],daemonsets=[*],deployments=[*],horizontalpodautoscalers=[*],
ingresses=[*],jobs=[*],namespaces=[*],nodes=[*],persistentvolumeclaims=[*]
,persistentvolumes=[*],pods=[*],replicasets=[*], resourcequotas=[*],service
s=[*],statefulsets=[*]"

##

## Additional tolerations for netapp-ci-kube-state-metrics StatefulSet

## Inspect the netapp-ci-kube-state-metrics StatefulSet to view the
default tolerations. If additional

## tolerations are needed, specify them here using the following
abbreviated single line format:

#4



## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'
#i#

# tolerations: "'

#4

## Additional node selector terms for netapp-ci-kube-state-metrics
StatefulsSet

## Inspect the kube-state-metrics StatefulSet to view the default node
selectors terms. If additional node selector

## terms are needed, specify them here using the following abbreviated

single line format:

##

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2", "operator": "In","values": ["myVal2"]}'

##

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.
#4#

# nodeSelectorTerms: "'

#4

## Number of kube-state-metrics shards

## For large clusters, kube-state-metrics may be overwhelmed with
collecting and exporting the amount of metrics

## generated. This can lead to collection timeouts for the netapp-ci-
telegraf-rs pod. If this is observed, use this

## option to increase the number of kube-state-metrics shards to
redistribute the workload.

##

# shards: '2

logs:
##
## Allow the netapp-ci-fluent-bit-ds DaemonSet's fluent-bit container
to run with escalation privilege.
## This is needed to access/read root-protected files (event-exporter
pod log, fluent-bit DB file, etc.).

#4

# fluent-bit-allowPrivilegeEscalation: 'true'

#4

## Read content from the head of the file, not the tail
#4

# readFromHead: "true"

37



#4#

## Network protocol for DNS (i.e. UDP, TCP, etc.)
#4#

# dnsMode: "UDP"

##

## DNS resolver (i.e. LEGACY, ASYNC, etc.)
##

# fluentBitDNSResolver: "LEGACY"

#4

## Additional tolerations for netapp-ci-fluent-bit-ds DaemonSet

## Inspect the netapp-ci-fluent-bit-ds DaemonSet to view the default
tolerations. If additional tolerations are

## needed, specify them here using the following abbreviated single
line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# fluent-bit-tolerations: ''

#4

## CPU/Mem limits and requests for netapp-ci-fluent-bit-ds DaemonSet
#4

# fluent-bit-cpuLimit: '500m'’

# fluent-bit-memLimit: '1Gi'

# fluent-bit-cpuRequest: '50m'

# fluent-bit-memRequest: '100Mi'

#4

## Top-level host path in which the kubernetes container logs reside,
including any symlinks from var/log/containers

## For example, if /var/log/containers/*.log is a symlink to
/kubernetes/log to

## /kubernetes/var/lib/docker/containers/*/*.log, fluent-bit-
containerLogPath should be set to '/kubernetes'.

#4

# fluent-bit-containerLogPath: '/var/lib/docker/containers'
## fluent-bit DB file path/location

##

## fluent-bit DB file path/location

## By default, fluent-bit is configured to use /var/log/netapp-
monitoring flb kube.db. This path usually requires
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## escalated privileges for read/write. Users who want to avoid
escalation privilege can use this option to specify

## a different DB file path/location. The custom path/location should
allow non-root users to read/write.

## Ideally, the path/location should be persistent.

#4

# fluent-bit-dbFile: '/var/log/netapp-monitoring flb kube.db'

#4

## Additional tolerations for netapp-ci-event-exporter Deployment

## Inspect the netapp-ci-event-exporter Deployment to view the default
tolerations. If additional tolerations are

## needed, specify them here using the following abbreviated single
line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# event-exporter-tolerations: ''

##

## CPU/Mem limits and requests for netapp-ci-event-exporter Deployment
#4

# event-exporter-cpulLimit: '500m’'

# event-exporter-memLimit: '1Gi'
# event-exporter-cpuRequest: '50m'
#

event-exporter-memRequest: '100Mi'
#4
## Max age for events to be processed and exported; older events are
discarded
#4
# event-exporter-maxEventAgeSeconds: '10'
#4

## Client-side throttling

## Set event-exporter-kubeBurst to roughly match event rate

## Set event-exporter-kubeQPS to approximately 1/5 of event-exporter-
kubeBurst

#4

# event-exporter-kubeQPS: 20

# event-exporter—-kubeBurst: 100

#4
## Additional node selector terms for netapp-ci-event-exporter
Deployment
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## Inspect the event-exporter Deployment to view the default node
selectors terms. If additional node selector terms

## are needed, specify them here using the following abbreviated
single line format:

#4

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2","operator": "In","values": ["myVal2"]}'

#4

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.

#4

# event-exporter-nodeSelectorTerms: ''

workload-map:

## Run workload-map container with escalation privilege to coordinate
memlocks

#4

## Allow the netapp-ci-net-observer-14-ds DaemonSet's net-observer
container to run with escalation privilege.

## This is needed to coordinate memlocks.

#4

# allowPrivilegeEscalation: 'true'

#4

## CPU/Mem limits and requests for netapp-ci-net-observer-14-ds
DaemonSet

#4

# cpulLimit: '500m'

# memLimit: '500Mi'

# cpuRequest: '100m'

# memRequest: '500Mi'

#4

## Metric aggregation interval (in seconds)

## Set metricAggregationInterval between 30 and 120
##

# metricAggregationInterval: '60'

##

## Interval for bpf polling

## Set bpfPollInterval between 3 and 15
##

# bpfPollInterval: '8'

##

## Enable reverse DNS lookups on observed IPs



#4
# enableDNSLookup: 'true'

#4

## Additional tolerations for netapp-ci-net-observer-14-ds DaemonSet

## Inspect the netapp-ci-net-observer-14-ds DaemonSet to view the
default tolerations. If additional tolerations

## are needed, specify them here using the following abbreviated
single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

##

# l4-tolerations: "'

#4

## Run the netapp-ci-net-observer-14-ds DaemonSet's net-observer
container in privileged mode

## Some environments impose restricts that prevent the net-observer
container from running.

## Unless those restrictions are lifted, users may need to run this
container in privileged mode.

##

# runPrivileged: 'false'

change-management:
#4
## CPU/Mem limits and requests for netapp-ci-change-observer-watch-rs
ReplicaSet
#4
# cpulimit: '1'
# memLimit: '1Gi'
# cpuRequest: '500m’
# memRequest: '500Mi'

#4
## Interval (in seconds) after which a non-successful deployment of a
workload will be marked as failed

i

# workloadFailureDeclarationIntervalSeconds: '30'

##
## Frequency (in seconds) at which workload deployments are combined
and sent

##
# workloadDeployAggrIntervalSeconds: '300'
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#4

## Frequency (in seconds) at which non-workload deployments are
combined and sent

#4

# nonWorkloadDeployAggrIntervalSeconds: '15'

#4

## Set of regular expressions used in env names and data maps whose
value will be redacted

#4

# termsToRedact: '"pwd", "password", "token", "apikey", "api-key",
"api key", "jwt", "accesskey", "access key", "access-key", "ca-file",
"key-file", "cert", "cafile", "keyfile", "tls", "crt", "salt",

".dockerconfigjson", "auth", "secret"'

#4

## Additional node selector terms for netapp-ci-change-observer-watch-
rs ReplicaSet

## Inspect the netapp-ci-change-observer-watch-rs ReplicaSet to view
the default node selectors terms. If additional

## node selector terms are needed, specify them here using the
following abbreviated single line format:

#4#

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2", "operator": "In","values": ["myVal2"]}'

#4#

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.
#4#

# nodeSelectorTerms: ''

##

## Comma-separated list of additional kinds to watch

## Each kind should be prefixed by its API group. This list in
addition to the default set of kinds watched by the

## collector.

##

## Example: '"authorization.k8s.io.subjectaccessreviews"'

##

# additionalKindsToWatch: ''

#4

## Comma-separated list of additional field paths whose diff is
ignored as part of change analytics

## This list in addition to the default set of field paths ignored by
the collector.



#4

## Example: '"metadata.specTime", "data.status"'
#4

# additionalFieldsDiffToIgnore: ''

#4

## Comma-separated list of kinds to ignore from watching from the
default set of kinds watched by the collector

## Each kind should be prefixed by its API group.

##

## Example: '"networking.k8s.io.networkpolicies,batch.jobs",
"authorization.k8s.io.subjectaccessreviews"'

##

# kindsToIgnoreFromWatch: ''

##

## Frequency with which log records are sent to DII from the collector
##

# logRecordAggrIntervalSeconds: '20'

#4

## Additional tolerations for netapp-ci-change-observer-watch-rs
ReplicaSet

## Inspect the netapp-ci-change-observer-watch-rs ReplicaSet to view
the default tolerations. If additional

## tolerations are needed, specify them here using the following
abbreviated single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# watch-tolerations: ''
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renen

frontend
Go to Asset Page

Last 3 Hours p 4

Metwork Activities - Inbound (1) &
src_workload... src_namespace src_workload_...  throughpu... | connections_t...  latency_rtt (ms) tcp_retransmit...
netapp-fitnes...  locust Deployment 14,193,748.78 653.19 3.74 2,578.00

Metwork Activities - Outbound (4) B
dst_workloa... dst_namespace dst_workload_... throughpu... | connections_t...  latency_rtt (ms) tcp_retransmit...
catalog netapp-fitness-... Deployment 14,166,417.02 2,425.07 149,37 13,850.00
cart netapp-fitness-... Deployment 12,479.90 638.97 65.10 0.00
order netapp-fitness-... Deployment 4,515.16 161.84 65.07 0.00

' -

-~

RBIC. [Ty b R=JICBE) 2 BIRT D L.
£9,

J—o0—ROFRBRTEY N STV R=IHDHAS
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Metdpp PCS Sa... [ Kubermetes @‘\ d-dema-ot / @ netapp-fitness-.. @l frookend

Filter By 7]

2 2 2 0 Namespace Type Date Created
A netapp-fitness-store-01 Deployment Apr11,2023 11:34 AM
Up-to-date  Unavailable
Pods: Current | Desired

Labels

26_0mc 0.17cie 0 OOG|B

Mermory Total PVC Capacity claimed
26% 179 359 17%

ws. Request wa. Limit v Reguest imit

L5400 mc) 0.50 GiB) }GiB
) '\/\_\_/\/\,,-zv\ o /\A’\/\/\‘—/\/\

o o
24, May 12.00 B 24, May 120050
= Request = Limit = Request = Limit

Highest CPU Demand by Pod

132.76m: frontend-7...5f8f-284kb

127.55m frontend-7..578F-gd8mk

Highest Memory Demand by Pod

0.02GiB frontend-T..2f6f-284kb

0,08 GiB frontend-T...5f8f-gd3mk

Pods (2)
PodName T Status Healthy Containers cpu_usage_nanocores {mc) memory_rss_bytes [GiB)
frantend-Ticed3fEf284kb Heslthy Running toft 132 0.02
frontend-Ticcdsfaf-gddmbk Heslthy Running 1ofi 128 003

Kubernetes ZE 9

Kubernetes Change Analytics |3, K8s IRIBEADRODEEZ TV A My FTRRLF
o V72— MNEEBRARXT—RAZHEICHEZEZTE XY, Change Analytics ZfEFHT 3
E. IRTDTTOANXRY EEBRDEEZEH L. TNz K8sF—ER 173X
fSOFv. VSR2—DBEEESLIUN T+ —I R EHBEASEZZEHTEET,

EEOMIIEDL S ICIRILB T ITH?

* YILFTF > b Kubernetes FRIFETIE. BRoTcBREEICKE DEIENRET BN HD £9,
Change Analytics (&, 7—270— K EHEHRDEZEDEL4ZRT L CHEBEFRZHAND O DE—D T
VERMITZIET. COFEEEZIELE T, Chid. #1974 Kubernetes BIE ED ST a—FT 1 >
JIIRIDEEEMDHD £,

Kubernetes ZE Nz R BICId. Kubernetes > ZE0H ICBEIL 9
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NetApp Cloud Insights Demo / Kubernetes / Change Analysis @ Pe614.2023 b

0:29 AM - 10:38 AM
Filter By = Kubernetes Cluster ci-demo-01 » X MNamespace netapp-fitness-store-01 » X Workload Name frontend v (X 7]
Kind Health Pods Storage Labels
Alerts hs @2 Deploys 01 0 Deployment Unhealthy 2f2 ] 5
Timeline Reset Zoom  Bucket: 20 seconds
B @ rontena > O ——
[ ] @ catalog > ] 00 . O
W
1 1 1 1 I 1 1 1 1
10:30 AM 10:31 AM 10:32 AM 10:33 AM 10:34 AM 10:35 AM 10:36 AM 13T AM 10:38 AM
Compare to: @ Changes Last updated 12/14/2023 1:29:55 PM
Type Summary Start Time Duration Triggered On : name Status
Workloads
© AL-z79510 Workload CPU Throttling 12/14/2023 10:35:00 AM Deployment: Active
7 order catalog
Lo Ehanges and a tierts © Deploy 5 attributes changed 12/14/2023 10:30:01 AM 5minutes Deployment: Complete
catalog
catalog
4 Chariges and 18 Alerts @ AL-279476 Workload Network Latency- 12/14/2023 10:04:00 AM 27 minutes Deployment: Resolved
RTT High frontend
[ point-of-sale A AL-279498 Workload CPU Throttling 12/14/2023 10:30:00 AM 1minute Deployment: Resolved
Changes and 4 Alarts catalog
Kubernetes Resources A AL-279498 Workload CPU Throttling 12/14/2023 10:30:00 AM Deployment; Active
catalog
[ Namespace (8} a .
A AL-279897 Workload CPU Throttling 12/14/2023 10:28:00 AM 1 minute Deployment: Resolved
8 Changes and B Alens
catalog

R—TE. WEFRET N TUL B Data Infrastructure Insights DEFESEREICE DLW TEBINICEH INE T, B
EEIEWVF L. BEROEFREN B BD FT,

71L&

Data Infrastructure Insights D § X TOEEEL FRRIC. BEV XD T IILZ )V JIFERNICITRE T, R—
SN EEBT. Kubernetes 7 5 X% —. &EIZER. F£/Id7—270— RDEEANELIGEIRT D, [{(+]] R
AVEFEIRL TRBED 7 1 LR —%ZBMLEY,

BEDIVZARZ—, BEIER. 7—J0— R (BLURELLEZFOMD T ILEZ—)ICT1ILR—F 3. *
DY SAR—DZEDEBEBADEDT—VO—ROTTAAAVNET S—FrDRALTA UBRRREINE
T 7% 0V vy O LTRSYITBE. THIIALT. D EFRHNBRKREERICERZRAZZENTE
£9,
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Filter By = Kubernetes Cluster stream-54 ¥ X Namespace | kube-system X ¥ | X Workload Name = coredns v I 0

Kind Health Pods Storage Labels
dleit 0 0 8 ety 0 9 Deployment Healthy 171 0 3

Timeline Bucket: 6 minutes

B© o> o 00 0

I [ | I I 1 I I I I ' I
12:30PM 12:45PM L1:.00 PM LI1SPM L30PM 1:A45PM 2:00 PM 215PM 230 PM 245PM 3:00PM 3:15PM

Compare to: @ Changes Last updated 11/28/2023 3:17:05 PM
Type Summary Start Time Duration Triggered On : name Status
O AL-2982983 once Workload Down copy ~ 11/28/2023 3:07:00 PM 1 minute Deployment: Resolved
coredns

© 212982989 once Workload Down copy  11/28/2023 3:07:00 PM Deployment: Active
coredns

© AL-2932887 once Workload Down copy ~ 11/28/2023 3:01:00 PM 1 minute Deployment: Resolved
coredns

© A1-2982837 once Workload Down copy ~ 11/28/2023 3:01:00 PM Deployment: Active
coredns

O AL-2982782 once Workload Down copy ~ 11/28/2023 2:57:00 PM 0 milliseconds Deployment: Resolved
coredns

© A1-2982782 once Workload Down copy ~ 11/28/2023 2:57:00 PM Deployment: Active
coredns

O AL-2982441 once Workload Down copy ~ 11/28/2023 2:32:00 PM 1 minute Deployment: Resolved
coredns

O AL-2982441 once Workload Down copy ~ 11/28/2023 2:32:00 PM Deployment: Active
coredns

TAVIRT—RR

TANZI D TEFEDOTICIE. WSODDFELRILA DT —2—0RH0DFT, ERAICIZTS— o (B
CEKR) BRIRSNET, CORICIE. _TI9T4T _T53—he_BREH 77— bDEFEFNES, 77
17T _T53—bDIHERTTBICNE. TRT—RR) OT4IIL2—%REL. [7IT7171 Z2FRLET,

i OF

Alerts As ©17

BRXT—2XHICICRTENET, CCTH. 774 TR BE. =TT LU0 KK OTF7O1 X
YEDENRTENE T, KELAETTOAMAY bDAHZRTTBICIE. RT—F2RX) DT 1 ILE—ZFE
L. TRBU ZZBRLET,

Deploys Oz Qs

RIS TI3—HRODBZVEMAIDOT—IO0—-RZRLFET. E7—70— ROBEICHIHRVEFIE. £
DT7—o0O—RICEBETZT7S—rOBERLES, 7—oO—R U>9%O)ywILT AVTFRES
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with Most Alerts Analyze:

=i

Changes and Alerts
Change Analysis (here]

Infrastructure
Kubermetes Exmilorer

Dependency and Flow
Workload Map

Log Analysis
Event Logs
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& Deploy Failed X

Summary

Start Time End Time Duration
10/18/2023 2:40:01 PM 10/18/2023 2:50:02 PM 10 minutes
Triggered On Triggered On : kind

@ ci-demo-01 > Deployment

@ netapp-fitness-store-01 >

@ billing-accounts »

Failure Detail

Reason For Failure
ProgressDeadlineExcesded - ReplicaSet "billing-accounts-6ddc7df546" has timed out progressing,

Message
Failed deploy

Changes (2)

Attribute Name Previous MNew
speciemplate.spec.containers] 210811600188.dkr.ecr.us-east- 210811600188.dkr.ecr.us-east-
0].image 1.amazonaws.com/sm-billing- i.amazonaws.com/sm-billing-
accounts-apisi1.0.0 accounts-apisi1.0.09
metadata.annotations.deploy 2664 2065

ment.kubernetes.io/revision

All Changes Diff

Associated Events

EventLogs

-

BI#RIC. 75— ZBERTDE. V7S5— b2 bUA—LIcEZR—PT75— FORENBI A LTI VETRT
J37RE. 77— MIET3HFMEIPRTEINE T,
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