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« SLES 12, SLES15 HTY, CNHDOSPHBADED/N— 3 YA HR—EINTLEIMNMIDOWLWTIE
"NetApp Interoperability Matrix Tool CHEEa CI £9".

FIE
1. Thvmeclit N —>%A4VAN=ILLET,

° SLES 12 £7cI& SLES 15*

# zypper install nvme-cli

RHEL8 ¥ 7cI&RHEL9,
# yum install nvme-cli

+

a. Qlogic MZEFE. Broadcom NVMe/FC BENER A V) T hZzA VX =)L LT, T
Nlib/systemd/system/nvmefc-boot-connections.service™ | #ZE L TRORABZIEEL £,


https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
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[Unit]

Description=Auto-connect to subsystems on FC-NVME devices found
during boot

[Service]

Type=oneshot

ExecStart=/bin/sh -c "echo add >

/sys/class/fc/fc udev device/nvme discovery"

[Install]
WantedBy=default.target

2. T nvmefc-boot-connections | H—EX%ZBMICL THIBL F I,

systemctl enable nvmefc-boot-connections.service

systemctl start nvmefc-boot-connections.service

° Emulex HBA BRI MMAlOEY b 7w F L
() ROFIEE Emulex HBA DBERH L LTLET,

1. Tlpfc_enable fc4 type | & 31 ICEREL T. SLES12SP4 % NVMe/FC 1 Z> T —X & L THERIC
L%,

# cat /etc/modprobe.d/lpfc.conf
options lpfc lpfc enable fc4 type=3

2. initrd ZBEEL T EMUlex DEBEL T— bk « NSA—ZDEEZBELET
# dracut --force

3. KRR +ZzHiEE L T'IPFC' FZANDEEZO—RFLET
# reboot

RAMNIT—FEN. NVMe/FC A ZoIT—RHBEMICHED FT,

(D R MADFREMNTT 5. NVMe over Fibre Channel 1R— b OEHABEIRIICHEIL S
nxxd,



SANtricity System Manager’z f£f L 7=7R X b D {ERk- Linux
(NVMe over FC)

SANtricity System Manager ZfEF L T. AL =7 LAICT—R%ZXETDHRAME
EELEXT, "AMDEREIF. ARL—=UT7LADERINTVWS R &L T,
R 2a—LADINO 7O %ZFHT T BIHDICHELFIED 1 DT,

ZDRATIZDWVT

RANEEERTBEIE. ROAARSAUIEREL TSIV,

* KRR MCEEMITONTRR bR— MERIFEERT DHEDNHD FT,
*ARAMCEIDETONIEY AT LB ERALAFIZIEEL TS EEL,
CBRLUICERID T TICERAINTUVSISE. COMIBIIKRBLET,

* 23 30 XFURICTIHENRHD T,

FIlig
1. X=Za—h5 T Storage [Hosts] | ZZEIRL £,
2. X=Za—: Create[Host]| 227 ) v L%,

Create Host (RX FDERL) 4 70T Ry I ABRKRRINET,

3. RA+DREZVEICISCTHEIRLET,

Ea—

ax & A8

R2YCI] FLLWERI LDOHFIZASILET,

RARARL =T VIO RTLDRATS ROy FHAITV) A EROWVWTNHDA TS 3
VEBRLED,

* * Linux * SANTtricity 11.60 LAP#

* *Linux DM-MP (H—=JL 3.10 LAp&) *

SANtricity 11.60 K DBION—T 3 > TEHRAL X
-a—

RAMAIR—=T A REZATS FRHITBIRANURA—T A A2 T%FEIRLE
To BRET D7 LAIFERAREGBRA N R —T
TAREZATH1 DLHBRVESIX. COHREEE
RTERWVWEDHD ET,



e B8
KR b - ROVFNDERITLET,

IO AVR—T AR *ZERLET

RARR=HOTA2LTVREHEEIFE. UX
EHSRX MR- bERIFZRERTETET, C
NHHEINBHETT,

CFBTEM

RARR=FHOT 1Y LTVRVNESIE. K
2k d Jetc/nvme/hostngn % &8 L T hostngn
BAFERESE L. A NERICEEMITED,

KRR MR— ERFZFETANTSHN
letc/nvme/hostngn 7 71 )L (—EIZ 1 D) H
5 *Host Ports * 7« —JL RICOE—/ BED{FF
TLIEE L,

R MR—FERFIE—EIC1 DT DEMLT
R MCEERITZHBRELHDFIH. KX b
ICBHE[ITF SN TVBEFIFZ WL DTHER
TBREHDNTEET, FFHAFIE. [*KRXb+
R—b*] Ta—ILRICRRINET, BEIC
G T, D * X * TR L THFEHIBRT
32CHTEEY,

4. [1ERX (Create) 12U w2 LET,

&R
R LDERDTET 95 & SANtricity System Manager IC& 2T KX MIX L THRESNAZ R bR—
FDT7 )L EEDMER SN E T,

T7FILEDIA) T RIE T <Hostname_Port number>" | T3, 7= Xk, R MIPT1 BICEEENS
BUDR— DT 7 AILEDIA )T R, ipt 1 TY,

SANtricity System ManagerzEF L 7c/R) 2 —LDE|D HT-
Linux (FC over NVMe)

RAMFERIIHTRIANISRARZIZAR) a—L (R—LAR—X) %BDODYTT, FOR
aA—L%Z IO MIBIZHERATERELSICTANELRHD XTI, CNICED. ARL—D7
LAD1 DULEDR—=LAR=ZAANDT I IADNRANXLIIHRA NI SR RZICEEFRE
nx7d,

CDRRAZICDWVWT
R a—LZzEBDHTBEIE. ROAARIAUITSEFELTLIEE L,



* R a—LIEF—EBIC1 DORAMELIZIKRA M IS ARICOZFEIDY TR ENTEE T,
cEZhYToHENTEARYa—LE. A RL—ST LAy bO-SETHRESINE T,

* BHBKRAMFERIEFKRANISREADNSR) a—LADT IR, ACLRZR—LAXR—XID (NSID) #
BELTERITZCCIETEEEA. —EDNSID ZFHAITINELNHD £,

ROGE. R a—LOBD Y TIIKBLET,

* IANTORY 2a—LHEDHTSNTULS,
* AR a—LIETTICHDORR M ERBRI SIS ZZICEDETONTVERT,

RDGE. R a—LZzBDHTEHI LRI TEFEA

C BWHRERANERIFRANISAEDNEFIELEFH A
CIARTOR) a—LEDHTHAEEREINTLS,
KEDYTORY 2a—LIFITRTRRINEITH. KX hH DataAssurance (DA) S E S HTHREIL
RDESICEBD FT,
* DAMIGRR FDIBGIE. DABR. DAEMDEE5DR) 2 —LTHERTEET,
* DAXSTHRWERR T DAWEMAR) 2a—LEERLIBE. R 2a—L%Z R MIBIDHTBHIC
AR a—L0D DAZBEBFNICEMNCTINENDH D EVWSIEEHRREINE T,
FIE
1. X=Za—h5 T Storage [Hosts] | #ZEIRL £,
2. R a—LEEDYUTEZHRAMERIIERIA NI SZAZEZFRL. *R)a—LDEDODYT* 27 )voL
F9,

AAT7ATRYy I RCEIDETARBRINTORY a—LHRTEINE T, FEDHZY —FLED *
Filter * Ry Z XICAIDZANT B & FHEDR) 2a—LZzBRICRDOITZIENTEET,

B BDYTERIER) 2a—LDOEICHDIFTVIRYIREBRLET, IRTORY 2—L%EIRT DI5E
&, T=TIAYA—DF v IRy IR%ERLET,

4. [Assign| =) v LT, #1EEZETLE T,

&R
RARELBRANISZAEADRY 2 —LDEIDHTHRTTB L. ROMEBHAERITEINE T,

* BIDETHARY a—LIS RICFEARGRZE NSID BRESNE T, RXAMHNTDONSID ZfEHL TR 2
_-LALCTOtZL/gE?_O

* RZAMIEEMTOSNTWVWSER) 2 —LDO—&EICI—FHEE LR 2 —LADPKRTEINET,

E> 1) —X-Linux (NVMe over FC) T/hX O ERH TS DR
) a—L%ERRITD

SMdevices V—ILZFERAL T, IBEARXMEBTEEZR) 2 —LERRCEET, C
DY —=I)LIE. nvme-cli /Ny T —SDO—EFTHD. nvmelist AT RORHODICERT
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TEI,

E2)—XAR)a—LADE NVMe NRICEAT 31ERZRT T SICIE. T nvme netapp smdevices [-0
<format>] 1 AV RZFEELET,

H7 T <format>" § (3. BEDOHH (-0 ZEALBWVBEDT 7 4ILE) « Fl. £IEISONIZTBIeH
TEFT,

# nvme netapp smdevices

/dev/nvmelnl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000afd4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46£400a0980000afd4462, Controller A, Access State unknown,
2.15GB

/dev/nvmelnd, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 00001696593b424b00a0980000af4112, Controller A, Access State unknown,
2.15GB

/dev/nvme2nl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000afd4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000afd4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46£400a0980000afd4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2nd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 00001696593b424b00a0980000af4112, Controller B, Access State unknown,
2.15GB

E> ) —ZLInUXDREXA R TO T A ILA—/IN—DFHTE (NVMe
over FC)

ALL=27LANDONREZRRICTBICIE. TN A—N—Z2RTITELIICHER
hERELE T,

ERZFIm Y BHIC
WMEBBNY T =D AT LICA VA =L BZHERDHD £,

*RedHat (RHEL) KRR MDIFZE. Ny T—SHNA VA R=ILENTVWBZEEZRERTSICIE. [rpm g
device-mapper-multipath | Z={7L * 9

11



* SLES /KX FDIFH 'rpm -q multipath-tools' ZEI{TL TNy T —IHNA VA F—=)ILTNTWB Z & ZHERR
LEY

SLES 12 use Device Mapper Multipath (DMMP) for multipathing when using
NVMe over Fibre Channel. RHEL 8, RHEL 9, RHEL 10, SLES 15 and SLES 16
use a built-in Native NVMe Failover. Depending on which OS you are
running, some additional configuration of multipath is required to get
it running properly.

SLES12D 7 /N1 A< W /N—<ILF /N X (DMMP)DBE 1L

T 7 #I)L kTl SLESODM-MPIZENICHE>TWVWET, UTFDOFIET. FX M LETDM-MPO Y R—2>
EEMICLET,

FIE

1. Jetc/multipath.conf 7 7 1 )LD devices £ >3 >IZ. NVMeE Y —XFNAADIV M) ZRDELS
ICEMLFT,

devices {
device {
vendor "NVME"
product "NetApp E-Series*"
path grouping policy group by prio
failback immediate
no _path retry 30

2. AT LEEEICEEI TR LDIC TRILFINR) ZRELET.

# systemctl enable multipathd

3 HEERFTINTULAEWESIE. TILFNR] =EBLET,

# systemctl start multipathd

4. TRILFNR] DRAT—RRZHR LT TIOT T TRITHRTH B 2R LEF S,

# systemctl status multipathd

12



RHEL 8FHD %A1 T+« 7DONVMeT IILFINZAZHRELXTT

CDRRTICDOWVWT

1T+ 7 DNVMe WILF/NRIE. RHEL8 TIETF 7 #IL hTEMICHE>TED., UTOFIEBTERICTS
MEHLRHD T,

FIE
1. A4 T4 TDNVMe TILF/INR%ZZIZFS Tmodprobe | IL—ILEZRELEF T,

# echo "options nvme core multipath=y" >> /etc/modprobe.d/50-

nvme core.conf

2. L Ly modprobe /NS X—R%Z{FEA L T "initramfs' ZB{ER L T
# dracut -f

3 H—NEUT—FLT. AT TDNVMe IILFNRZEMCLET
# reboot

4. RRAPDT—MRICRA T4 TDNVMe IILFNIDBEMICHE>TVWB 2B LET,
# cat /sys/module/nvme core/parameters/multipath

a O READ TN OFE. 21T 47 NVMe TILFNRIIEMDEEF T,

b. AT RHEAMN TY ] DBEIE. ZA T+ 7 NVMe TILFNIRBIHICED. #8H L7 NVMe T\
ARATIOIAR Y RHIMERINE T,

@ SLES 15. SLES 16. RHEL 9. RHEL 10 Tl¥. *1 7« 7 NVMe WILFNRIET 7 +IL T
BICHE->TED., BIMOBRIIHEDHD FH A,

E> ') —X-Linux (NVMe over FC) D{REFT /N1 XX —4"wv
FDONVMe R 2 —LICT7O91ERT 3

FERALTWVWS 0S (BLERTILFNZRAR) ICEDOWVWT. TNAMREX—47w MIE
EEINB 0 ZH_ETETXT,

SLES12TlZ. I/OlELinux’ER MICK > TIREET/NA RE—4w MMZ@ElT5nExd, DM-MPIE. 5 DkAE
R—7y NOEBERIYEBNIZEIET S,
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RETNAZRUZWO BZ—4y hTY

ETLTWLWADIE DM-MP TER I NT=RIET/NA RIS T3 1/0 DA T WIBF/NA Z/NRICH L TIEET
LTOWAWS EZERLTLETL, YN LTIO #RTLTWVWBIBE. DM-MP R 7 1 /LA —N\
— AR FEETTET. IODEKBLET,

o7 OvY « 7N ZUCIE "devimapper-IC BT 3 d deviceF/eld 'ymlink BB T VA TEEXT
T RIE " ROELDICHEDFRT

/dev/dm-1
/dev/mapper/eui.00001bc7593b7f5f00a0980000af4462

il

KiZ'nvmelist AR ROBIHERLETCOHTIE' KA~ s /—RBER—LAR—X ID £ DEEM
NRENTVWET

NODE SN MODEL NAMESPACE

/dev/nvmelnl 021648023072 NetApp E-Series 10
/dev/nvmeln2 021648023072 NetApp E-Series 11
/dev/nvmeln3 021648023072 NetApp E-Series 12
/dev/nvmelnd 021648023072 NetApp E-Series 13
/dev/nvme2nl 021648023151 NetApp E-Series 10
/dev/nvme2n2 021648023151 NetApp E-Series 11
/dev/nvme2n3 021648023151 NetApp E-Series 12
/dev/nvme2n4 021648023151 NetApp E-Series 13

5| (Column) HiRR
rJ—pKj J—RAIERD 2 DDEFD THEBEINE T,

* Tnvmel ] IF3>brO—ZA%FKL. [nvme2
1 Ea>rrO0—>BEXRLET

* R MDD S BR7=2a1 2R FIE 'n1' n2' D &
SICRETNTUVEITZDEXRTIE. NS DA
FHAaArrO—FAICKLT1E. O¥bO—
SBICXLT1E. #OIRLEASIATULWES

IX—LAR—2Z] Namespace FIC IR —LZXR—XID (NSID) A
RARINEFT, CNF. ARL—=2T7 L1 AITERH
TNBHEAF T,

KD TRILFINZ -l OEATIE. BB INFZ/XZD prio DIEIX 50 . F@ L TN TLAEL/NZD prio D
fEl1% 10 T,
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Linux ZRL—T 1 YIS RAT LG TRT—=BRX =T 07«47 ERRESNINRTIL—FIC10 ZIL—
TA2T L. TRT—=RX=F% ERRSNENRTIN—FRE Tz AINA—N—IERTETET,

eui.00001bc7593b7£500a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| "= #:#:#:4 nvmelnl 259:5 active ready running

‘—+- policy='service-time 0' prio=10 status=enabled

= #:ff:#:# nvme2nl 259:9 active ready running

eui.00001bc7593b7£5£00a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw

|-+- policy='service-time 0' prio=0 status=enabled
| "= #:#:#:4 nvmelnl 259:5 failed faulty running
"—+- policy='service-time 0' prio=10 status=active

= #:if:#:# nvme2nl 259:9 active ready running

RiEIER

'policy="service-time 0' prio=50 status=active

'policy="service-time 0' prio=10 status=enabled

'policy="service-time 0' prio=0 status=enabled

'policy="service-time 0' prio=10 status=active

8

CDITERDITIE. NSID HP10 DR—LAR—X
nvmeln1 A, prio DfEH 50 T T tatus | DEH T
active | DNATERBEILINTWVWAZEZRLTVE
ER

CDXR—LAR—RFOA> rO—-FAICFRESINT
WEY

CDTIE. BEIEM 10 DT =LA —N—/NX%Z R
LTWEY, prio DfEl 10 T, 'tatus' DIEIX T
enabled | T9o CDINADAR—LAR—XICIE. C
DREATIX /O IFEEIN TV EE Ao

CDXR—LAR—REFA>,O—F BICFAEEINT
WE9d

COFITIE. A rA—=F AU T—rLTWBL
T, ERBZEFEENSD QILFNR -1 EHA%ETR
LTWET, BIZER 10 AD/S I T failed faulty
running | ERIRENET, prio DIEIF O T, T
tatus | DfEIL [ enabled | T9,

Mactive 1 /XZAH Thvme2 | #EBLTWLWS 78,
CONRATOAY FO—F BIC IO PEETNTUVE
e

15



E> ') —X-Linux (NVMe over FC) D%JIENVMeT /\1 XX —
7y REONVMeRY) a—LICT7 01X T 3

FARALTWS 0OS (BXWMLERVTILFINRAR) ICEDOWVWT, TNARE—4w MIER
EXEINB 0 ZHETETXT,

RHEL 8. RHEL 9. SLES 15M54&. I/0lZLinux’ kR MK > THIENVMe T /N1 R A —4w MIERETINE
Fo RAMCIZZDR =45y EHE—DYIBTNA AR LTRREIN. TOYIBNRIEZZA T4 T D NVMe
TILFNABRETEEINE T,

)32 NVMe 7 /N1 RIF 110 Z—7y R TY

DY IADIO%RITIBDEEZMBELEFT /dev/disk/by-id/nvme-eui. [uuid#] ¥IENVMeT /N1 R
DINRICEEEF T DD TIEH L /dev/nvme [subsys#]n[id#le CNS2DDIFFABIOY > 7 1E. XD
IV RZEFERALTHESRETEXY,

# 1s /dev/disk/by-id/ -1
lrwxrwxrwx 1 root root 13 Oct 18 15:14 nvme-
eui.0000320£f5¢cad32cf00a0980000af4112 -> ../../nvmelnl

/OIFICEITENET /dev/disk/by-id/nvme-eui. [uuid#] BEFEINET
/dev/nvme [subsys#]n[id#] CDAVTF TlE. R4 T4 TDNVMeTILF/INIBRE #FERALT. €D
TICTRTONZIDREBIE STV

INRERTRTBICIE. XROOAIV REETLET,

# nvme list-subsys

B

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:5700.600a098000a522500000000589%aa8a6
\

+- nvmeO rdma traddr=192.4.21.131 trsvcid=4420 live
+- nvmel rdma traddr=192.4.22.141 trsvcid=4420 live

M'nvme list-subsys | AX Y RICR—LAR—IATNARAEZBET DL TEDR—LAR—IAAND/NRIZET
ZEMBERNRHINFT T,
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# nvme list-subsys /dev/nvmeOnl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000af44620000000058d5dd96

\

+- nvmeO rdma traddr=192.
+- nvmel rdma traddr=192.
+- nvme2 rdma traddr=192.
+- nvme3 rdma traddr=192.

168
168
168
168

.130.
.131.
.130.
.131.

101
101
102
102

trsvcid=4420 live
trsvcid=4420 live
trsvcid=4420 live
trsvcid=4420 live

non-optimized
non-optimized
optimized
optimized

F7-. multipath ATV REFERALT. RM1T0 7 7ML A—N—DNRERORTTETE T,

#multipath -11

@ JXREHEFTT 31013 Yeto/multipath.conf TRD & 5 1cRET ZRBELHD £ 7

defaults {

enable foreign nvme

() CHIZRHEL10 TIEREMELAC A0 E T, RHELO LIFIH S U SLES 16 LIS CRIfEL %7

AP

eui.0000a0335c05d57a00a0980000a5229d

Series, 08520001

size=4194304 features='n/a'

hwhandler="ANA' wp=rw

|-+- policy="'n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized

live

—+- policy='n/a' prio-10 status=non-optimized

"—= 0:1:1 nvmeOclnl 0:0 n/a non-optimized live

ES)—XTIT7 714NN AT L%Z1{ERRT % - SLES 12 (NVMe

over FC)

SLES12TIE. BHDAMTNA R LIZT 7 AV R T LZEK L. TEDT7AILI R

LIV RLET,
FIE

[nvme] :nvmeOn9 NVMe,Netapp E-

1. T multipath -l ] <> K%34TL T '/dev/imapper/dm' /N1 XD XA M EREBELET

>
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# multipath -11

COOATVRDFER. Td191 & Td161 D2 DDFNAABRRINET,

eui.00001ffe5a94f£8500a0980000afd4444 dm-19 NVME,NetApp E-Series
size=10G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |— #:#:#:# nvmeOnl9 259:19 active ready running
| "= #:#:4%:4 nvmelnl9 259:115 active ready running
"—+- policy='service-time 0' prio=10 status=enabled
|— #:#:#:4# nvme2nl9 259:51 active ready running
= #:f:#:# nvme3nl9 259:83 active ready running
eui.00001£d25a94fef000a0980000af4444 dm-16 NVME,NetApp E-Series
size=16G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:%#:# nvmeOnl6 259:16 active ready running
| "= #:#:4#:4 nvmelnlé 259:112 active ready running
"—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:%# nvme2nleo 259:48 active ready running
- #if#:i#:#4 nvme3nlée 259:80 active ready running

2. & Idevimapper/eui'device D/N\—T 4 > AT 7ML AT LZER L £T,

T7AIN AT LDIEREEIFE BERLIZ-T7AINATFLICE>DTELRGDF T, ZOFE 'extd 7741
Ve ORTLEER T D AEETRLTVWET

# mkfs.ext4 /dev/mapper/dm-19
mke2fs 1.42.11 (09-Jul-2014)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97£987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

BHLWTINAREIY IV TR T AINEEERLET,

# mkdir /mnt/ext4
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4 FNARZIIVELEFET,

# mount /dev/mapper/eui.00001ffe5a94ff8500a0980000af4444 /mnt/extd

ES)—XTT7 74> R T L% {EXT % - Linux RHEL 8
. RHEL 9. RHEL 10. SLES 15. SLES 16 (NVMe over FC)

RHEL 8. RHEL 9. RHEL 10. SLES 15, SLES 16 ®i5&. *1 7T+ 7 nvme 7/31 X
FICT 7N RTLZEHR L. EDTF7AIN AT LZIYT 2 MLET,

FIE
1. multipath -IIAY > R%EEITLT. NVMeT N1 XAD—EB%*RRLE T,

# multipath -11

CHOOAXRYRDERZFERLT. BETZTNA A%EHRETEEXT /dev/disk/by-id/nvme-
eui. [uuid#] B RDABITIE. TANHAICED XT /dev/disc/by-id/nvme-
eui.000082dd5c05d39300a0980000a52225,

eui.000082dd5¢c05d39300a0980000a52225 [nvme] :nvmeOn6 NVMe, NetApp E-
Series, 08520000
size=4194304 features='n/a' hwhandler='ANA' wp=rw
| -+- policy='n/a' prio=50 status=optimized
| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live
| -+- policy="'n/a' prio=50 status=optimized
| "= 0:1:1 nvmeOclnl 0:0 n/a optimized live
|-+- policy='n/a' prio=10 status=non-optimized
| "= 0:2:1 nvmeOc2nl 0:0 n/a non-optimized live
‘—+- policy='n/a' prio=10 status=non-optimized

"= 0:3:1 nvmeOc3nl 0:0 n/a non-optimized live

2. BFREFEBALT. BBONVMeTNAT ZBDN—FT 4> avIcT AV AT LZERLET
/dev/disk/by-id/nvme-eui. [id#]o.

T7AIN AT LDERAEIF. BIRLIET 7ML RTLICE>TERDE T, COFITIE. extd 7
FAINS AT LEERLE T,
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# mkfs.extd /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
mke2fs 1.42.11 (22-0ct-2019)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

B EHLWINAREIY IV NTRTANA=ERLET,

# mkdir /mnt/ext4d

4 FNAREITIVRLET,

# mount /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
/mnt/ext4

EZ ') —X-Linux (NVMe over FC) ORX FTHOX L —Y
7Ot A DHESE

= LAR—RAEFEARTZHIC. FRAMDPR—LAR=RICH L TT—RDFHAED &
EZIANAEETTIDZIEHERLED,

VEs % BAMA T B R0IC

RDHDH B2 #RALET,

C I7AIINVRATLTI =y hENT=. #FIHBEEINT=R—LAR— R,

FIE
1. RZART, 1 2UEDT7 70N T4 RVDITY bRAY MZOE—LE T,

2. 77N ETTDT 4 A7 LEDRDT #I)ILRICIAE—LF T,

3. diff ANV REERITLT, AE—L7T7 7ML ZTO T 71ILEEELF T,
TH%

OA— L1770l 7 A2 ZHIBRLET,
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E> 1) — X - Linux CONVMe over FCIERL DE2ER

COR—IDPDF #&p L CEIRIL. RO —2 > — % EH L T NVMe over Fibre
Channel A L —C DB HRZERTET £ d, COBRIZ. YOS 3 Z > T4
ERITITIRICHREICED FT,

BEEs ~ROY

EEEHG RO TIE. 1 2UEDRIMEZIY M O—SICEBERL X,

Direct Connect Topology

Host 1 Host 2 Host 3 Host 4
HP1 HP2 HP1 HP2 HP1 HP2 HP1 HP2
N =

T
[N |

Controller A Controller B

*RAR1TDOHBAR—K 1Y FA—5 ADKRR MR—F1
*RAM1TOHBAR—b 2> bO—FBDKRRAMR—KA1
*RAR2DHBAR—K 1AV FA—F ADKRRNKR—F 2
*RAR2OHBAR—b 2O bO—FBDKRAMR—K 2
* RZAF3DOHBAR—F1 AV FO—SADKRARR—=F3
*RAM3IDOHBAR—F 2O AO—FBDHRAMR—F3
* RAM4DHBAR—F1 AV FO—SADKRARR—F4
*RAFM4DHBAR—b2OYMO—FBDKRAMR—F4

2y FERENROD

Z77)y o bROPTIE. 1 DUEDRA Yy FEFBALEFT. 2B LTIV "NetApp Interoperability
Matrix Tool THESETE £ 9" ZBRL T I,
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Fabric Topology

Host 1 Host 2
HP HP2 HPF1 HP2Z

U [ U]

Controller A Controller B

R MR
BRI RDA = IT—4 NON Z4E L CRRLE T,

KRR MR— MESE KX~ NQN
KA (#1=Z>xT—4&) 1.

RIS (1Z>x—%) 2.

2—4vw & NQN
ZARL—=STFLADE—4y ~ NQN #3282 LT,

TL14% 22—y ~ NQN
ZLaayrO—5 (=47 w k)

2—4vw & NQN
7LAHR—FTEET S NON #5282 L £ 9

Ly rcO—35 (=4 k) R— MES NQN
d>kO—SADR—K1

d>+O—ZBODR—K1
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TPLradybO—5 (Z2—4v k) R— MESE NQN
a>bO—ZADKR—bk2

d>kO—35B. R—k2

NYEYIRZ M
()  =verurzbarT-—sIO-RIERSNET,

IvEVIRA N
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