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o RAMAUTRITT 3FRIF. XOFI=zEBRELTEY c 7Yy FLET,
BTy bIYR—J v ERET BHIIC. InfiniBand-diags/\w 7 —2 %4 VX M—=JLLT. =&
@ LTy O—NIIL—E#AF (GUID) ZES T 23HENHD £T ibstat -p AV FZEHITL

FIEBEBLTLKIETIVWEARAMR—FOD GUID ZHE L. #HEFREZEEL £ InfiniBand-
diags/ N\ 7= DA YA M—ILAEICDOVWTIE. ZBRLTIZTEL,

FiE
1L HTRYE  IR=V v ERITTZIRNTDERI N opensm' Ny T—SHA VA M=ILLET
2. Tipstat-p1 AX > R%ZEFHALT. HCA/R—b® TGUID0J & TGUID1 J ZREZRLET, 4 :

# ibstat -p
0x248a070300a80a80
0x248a070300a80a81

3. J—h7OtLRO—ME L T—ERTIBZH IRy bIYR—J v ROV T ZER L F T,

# vim /usr/sbin/subnet-manager.sh

4 RDOITEEBMLEY, FIB2THERBLIEZICETHRI XY cuido B&LU GUIDL, DHFE PO HL U PT
Tld. TTRY MIRX=Vv DTS4 F VT 2ERALET, 1H'RE. 158 &E T,

#!/bin/bash

opensm -B -g <GUIDO> -p <P0> -f /var/log/opensm-ib0.log
opensm -B -g <GUID1> -p <P1> -f /var/log/opensm-ibl.log

ExBIRZ AT ROFIERICRLES,
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#!/bin/bash

opensm -B -g 0x248a070300a80a80 -p 15 -f /var/log/opensm-ib0.log
opensm -B -g 0x248a070300a80a81 -p 1 -f /var/log/opensm-ibl.log

5. LWS&HIDsystemd—E XAy b7 7ML Z{EF L £ ¢ subnet-manager.services

# vim /etc/systemd/system/subnet-manager.service

6. XDITZEMLET,

[Unit]
Description=systemd service unit file for subnet manager

[Service]
Type=forking
ExecStart=/bin/bash /usr/sbin/subnet-manager.sh

[Install]
WantedBy=multi-user.target

7.5 LW —EXRZSITFLISERMLET,

# systemctl daemon-reload

8. ZAMICLTHIAL £ subnet-manager F—E X

# systemctl enable subnet-manager.service
# systemctl start subnet-manager.service

E>)—X-LinuxW7RX k TONVMe-1 Z< I —Hover
InfiniBandDtwv k7w

InfiniBand IRET NVMe 1 Z> T —4X %R EJ BICIE. InfiniBand /Nw o —2. nvme-
CLINNwH—, BLURDMANY T —J% AV AM=)LLTHREL. 12T —420D
IP7RLZ%ZHBEL. RXFTNVMe-oF LAVYEH/ELEFT,

ERZRIR Y BH0IC

BHOE#EMDH S RHEL 8. RHEL 9. RHEL 10. SLES 12. SLES 15. £7=IX SLES16 H—E X /\w oD
ARL—=TFT 420 AT LERITLTVWBIRENLDHD £9, BER "NetApp Interoperability Matrix Tool THEER
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TEEI"BRHOBHOREB I X MIDOVWTE, TE55%ZCEBLEEL,

FlE
1. RDMA. nvme-CLI. & InfiniBand X —2% A2 M—ILLET,

SLES 12, SLES 15. &7c|d SLES 16

# zypper install infiniband-diags
# zypper install rdma-core
# zypper install nvme-cli

RHEL 8. RHEL 9. ¥7c/3 RHEL 10

# yum install infiniband-diags
# yum install rdma-core
# yum install nvme-cli

2. RHEL 8% 7=IZRHEL 907 &F. *Y b T—O RO U T AV R M—ILLE T,

o RHEL 8 *

# yum install network-scripts

o RHEL 9*

# yum install NetworkManager-initscripts-updown

3. RZMDONONZEELEd. TLAICRHLTRA M EHRETIRICHERLEFT,

# cat /etc/nvme/hostngn

4. IBR—RrUYIORBAEELHFBLTED. HDOStateN’Active TH B & R L F T,

# ibstat
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CA 'mlx4 O°'
CA type: MT4099
Number of ports: 2
Firmware version: 2.40.7000
Hardware version: 1
Node GUID: 0x0002c90300317850
System image GUID: 0x0002c90300317853

Port 1:
State: Active
Physical state: LinkUp
Rate: 40
Base 1lid: 4
IMC: O
SM 1id: 4
Capability mask: 0x0259486a
Port GUID: 0x0002c90300317851
Link layer: InfiniBand

Port 2:

State: Active

Physical state: LinkUp

Rate: 56

Base 1lid: 5

LMC: O

SM 1id: 4

Capability mask: 0x0259486a
Port GUID: 0x0002c90300317852
Link layer: InfiniBand

S. IBR—HMICIPVAIP 7RLRZRELZF T,
° SLES 12 ¥7cI& SLES 15*

letc/sysconfig/network/ifcfg-ib0 7 7 1 L Z RDNB TIERR L £ 95

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='10.10.10.100/24"
IPOIB MODE='connected'
MTU="'65520"

NAME=

NETWORK=

REMOTE TPADDR=
STARTMODE="auto"'



JRIC. letc/sysconfig/network/ifcfg-ib1 7 7 1 L& 1ERL L & §6

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='11.11.11.100/24"
IPOIB MODE='connected'
MTU="'65520"

NAME=

NETWORK=

REMOTE TPADDR=
STARTMODE="auto'

o RHEL 8 *

letc/sysconfig/network-scripts/ifcfg-ib0 7 7 1 L ERDAB THER L £ 95

CONNECTED MODE=no
TYPE=InfiniBand

PROXY METHOD=none
BROWSER ONLY=no
BOOTPROTO=static
IPADDR='10.10.10.100/24"
DEFROUTE=no
IPV4=FAILURE FATAL=yes
IPV6INIT=no

NAME=1ibO0

ONBOOT=yes

JRIC.  letc/sysconfig/network-scripts/ifcfg-ib1 7 7 1 ILZVERL L £ 9

CONNECTED MODE=no
TYPE=InfiniBand

PROXY METHOD=none
BROWSER ONLY=no
BOOTPROTO=static
IPADDR="11.11.11.100/24"
DEFROUTE=no
IPV4=FAILURE FATAL=yes
IPVG6INIT=no

NAME=ibl

ONBOOT=yes

RHEL 9. RHEL 10. F7c|d SLES 16



ZEALEY nmtui BHEEEIMLSSIMIRET Z70DY =)L UTIEFH>TFILT7AILTY
/etc/NetworkManager/system-connections/ib0.nmconnection Y —JULIZRDH D% ER L

9,

[connection]
id=ib0
uuid=<unique uuid>
type=infiniband
interface-name=ib0

[infiniband]
mtu=4200

[ipv4]
address1=10.10.10.100/24
method=manual

[1ipv6]
addr-gen-mode=default
method=auto

[proxy]

TFEH>FILT7 74ILTY /etc/NetworkManager/system—
connections/ibl.nmconnection W—IJLIXROEHDEEM L ET,

[connection]
id=ibl
uuid=<unique uuid>
type=infiniband
interface-name=ibl

[infiniband]
mtu=4200

[ipv4]
address1=11.11.11.100/24"
method=manual

[ipv6]
addr-gen-mode=default

method=auto

[proxy]

11



6.

8.

12

lb) A —TJ 1 REZEMLET,

# ifup ib0
# ifup ibl

- T LANDERICERT S IP 7L AZHERBLE T,

RITLET.

# ip addr show ib0
# ip addr show ibl

Fboy & Tib11 OWAICKHLTZIOIAT U R%E

TROBICTT LIS DO DIP 7 RL XIE10.10.10.255' TS

10: ib0: <BROADCAST,MULTICAST,UP, LOWER UP> mtu 65520 gdisc pfifo fast

state UP group default glen 256
link/infiniband

80:00:02:08:fe:80:00:00:00:00:00:00:00:
00:ff:ff:ff:££:12:40:1b:££:££:00:00:00:

inet 10.10.10.255 brd 10.10.10.255
valid 1ft forever preferred 1ft

02:¢c9:03:00:31:78:51 brd
00:00:00:ff:ff:£ff:£f
scope global ib0

forever

inet6 fe80::202:¢c903:31:7851/64 scope link

valid 1ft forever preferred 1ft

forever

TOBICTRTEDIC DI DIP ZRLZIE"11.11.11.255' TG

10: ibl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 65520 gdisc pfifo fast

state UP group default glen 256
link/infiniband

80:00:02:08:fe:80:00:00:00:00:00:00:00:
00:ff:ff:ff:££:12:40:1b:££:££:00:00:00:

inet 11.11.11.255 brd 11.11.11.255
valid 1ft forever preferred 1ft

02:¢c9:03:00:31:78:51 brd
00:00:00:ff:ff:ff:£f
scope global ib0

forever

inet6 fe80::202:c903:31:7851/64 scope link

valid 1ft forever preferred 1ft

forever

RRXFTNVMe-oF LAV %#ERELZET, /etc/modules-load.d/ D FIZKDT 71 ILEVERR L T.
nvme rdma ND—XIESa—-)le. BEFBDLND—XINES2—ILRBICAICHE>TUWD Z = HERR

LET,

# cat /etc/modules-load.d/nvme rdma.conf

nvme rdma



9. KX bZEUT—FLZFT,

ZHESR T BICId nvme_rdma A—RILED 2a—I)IAO—-FENFLTce ROOAVY RZEITLET,

# lsmod | grep nvme

nvme rdma 36864 O

nvme fabrics 24576 1 nvme rdma

nvme core 114688 5 nvme rdma,nvme fabrics
rdma cm 114688 7

rpcrdma, ib srpt,ib srp,nvme rdma,ib iser,ib isert, rdma ucm
ib _core 393216 15

rdma cm,ib ipoib, rpcrdma, ib srpt,ib srp,nvme rdma,iw cm,ib iser,ib umad,
ib isert,rdma ucm,ib uverbs,mlx5 ib,gedr,ib cm
t10 pi 16384 2 sd mod,nvme core

EZ—XTDR kL —27 LA DNVMe over InfiniBandiZi:
MDEZTE - Linux

O bO—Z1IZ NVMe over InfiniBand 7R— DB EH I N TV 358 (1%.  SANTtricity
System Manager R L TER— D IP PRLAEHRETET X,

F&E
1. System Manager 1 > #—7 = XH*5. *Hardware * Z#RL £7,
2 IR ZATDHRAEINTVREHESIF. * I TOEEZRR* 7))y I LET,

MOKRTHIDEDLD, FSATTIEF A<y bO-FHRTEINET,
3. NVMe over InfiniBand R— hZ&EITZ3I> bO—F%2 7V v I LET,
AYbO=5DaAYTHFRAMXRZa—DRTFENET,
4. Configure NVMe over InfiniBand ports] Z3&#RL £ 9,

(D Configure NVMe over InfiniBand ports 4 72 3 (&, System Manager A2 O—3 T
NVMe over InfiniBand R— b Z & L1IZEICOARTEINE T,

Configure NVMe over InfiniBand Ports * ( NVMe over InfiniBand R— FDERE *) 41 7OJ KRy 7 AN
AE X,

5 RO IR IV ANTHRETB HICHR—rE2REIRL. R—FDIP7RLAZANDLET,
6. [Configure] 27 ) v o L£Y,
7. FRTZMDOHCAR—MIWMLTFIES £ 6 Zi&DELET,

13



E> ') —X-Linux (NVMe over InfiniBand) O RX DB X b+
L/"':);ﬁf$§itt5L/'Tfjé%ljf

SANtricity System Manager T&RX b ZFEERT BHIIC. RA MBS E—4y O b0
—ZR—bZHREL. NVMe EiZHILTIHELNDHD X7,

Fig

1. XOIAR Y REFEALT. IRTD/INAD NVMe-oF —4w b EDEBRElgER Y T AT LEZBREL
ER

nvme discover -t rdma -a target ip address

C MOV > KT 'target_ip_address (X —47v k « R—cDIP 7RLRXTY

C) I'nvme discover | AY Y R Tld. KA« 7O RICEFREL. YT XFLADIA
ToadyhbO—7F s R—rHREINE T,

14



# nvme discover -t rdma -a 10.10.10.200
Discovery Log Number of Records 2, Generation counter O

trtype: rdma

adrfam: ipvé

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a£41580000000058ed54be
traddr: 10.10.10.200
rdma prtype: infiniband
rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000af41580000000058ed54be
traddr: 11.11.11.100
rdma prtype: infiniband
rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

- DERICOVWTHFIE1 ZH#EDERL T T,

CROAR Y REFERALTRIIDNATHEREINH T X TLICERLEY, T nvme connect -t rdma -n
Discovered_sub_nqgn -a target_ip_address -Q queue_depth_setting -l controller_loss_timeout_period

@ FERoOOT Y RIF. VIT—FEDIEINEEA. YT — FDTIZ nvme connect <Y >
R&EEITLTNVMelESi s BRI T 2B HD X T

SZAFLNY T—rLEED Y FO-SHAEERERTETAVREICAR > T215E. NVMe
EHisEINnEzt A

Ao

COOAXRYRTR—IBESZEETI . ERIIKBLET, BEARICKRESNTLWSR

@ BESNIER—bDS5. RAMDSTIERATERVR— MADERIIHIIEINEE
@ —bETTFIAR=FEIFTY,

15



@ WREINDIF21—FEIZ 1024 T, XOFUSRITLSIC'AYVR <S4 A TS 3>
D-Q1024 ZFEAL T ' TIAINLDRETHS 128 % 1024 TH—N—FARLET

> hAO=FBROZA LT FEHEC L THRESNSHEIL 3. 6007 (6045) T
(D) v ROBUICHTESICHI600 ARV K « 51> - AT aVEFALT FI 4O
HETH S 600 ¥z 3600 W TH—N—F1RLET

# nvme connect -t rdma -a 10.10.10.200 -n ngn.1992-
08.com.netapp:5700.600a098000af41580000000058ed54be -Q 1024 -1 3600

4. ZEALEJ nvme list-subsys AV Y FEERTL T, BEBERINTLAENVMeT N1 XD X b %
®RLEY,

S. 2BBHDNRATRETSNT T AT LICERLET,

# nvme connect -t rdma -a 11.11.11.100 -n ngn.1992-
08.com.netapp:5700.600a098000af41580000000058ed54be -Q 1024 -1 3600

6. Linux D Isblk A<Y >V R & grep AY Y REMFEAL T, F7Av TN\ RICET 2 EMBEREZFRTLE
ER

# 1lsblk | grep nvme

nvmeOnl 259:0 0 56 0 disk
nvmelnl 259:0 0 5G 0 disk

7. WEEHINTULS NVMe TN ZADHF LW X b ERRTBICIE. Tnvmelist) OYY REFERALT
TV, DB TIE. TnvmeOntl y € Tnvmedn1 ) AREIINTUVET,

# nvme list

Node SN Model Namespace
/dev/nvmeOnl 021648023161 NetApp E-Series

/dev/nvmelnl 021648023161 NetApp E-Series

Usage Format FW Rev
5.37 GB /5.37 GB 512 B + 0 B 0842XXXX
5.37 GB /5.37 GB 512 B + 0 B 084 2XXXX

16



SANtricity System Manager’z f£f L 7=7R X b D {ERk- Linux
(NVMe over InfiniBand)

SANitricity System Manager ZfEBH L T. AL =T LAICT—2 %X ETDHR A%
EELFTFT, RAFDERZIEF. AFL—STLADERINTULWARI MZEEEL T,
R)a—LADIO 7V R%ZFa§3-DICHRERFIED 1 DT,
ZDRRIICOVNT
RAMETEZRTBEIE. ROHARSAVISEELTLIESETL,

* RRAMIEEMITONIEARR FR— MR FEERT IHNELHD £,

c RAMIEIDYHTONEDRTLELERILARIZIBEL TLIET L,

s BIRLIZGHID T TICERAINTVLDISRE. CONEBIFEBLET,

* ZEild 30 XFEURICTIHNELHD X,

FIlig
1. X=Za—h5 T Storage [Hosts] | ZZEIRL £,
2. X=Za—: Create[Host]| 227 ) v L%,

Create Host (RX FDERL) 4 70T Ry I ABRKRRINET,

3. RA+DREZVEICISCTHEIRLET,

Ea—

ax & A8

R2YCI] FLLWERI LDOHFIZASILET,

RARARL =T VIO RTLDRATS ROy FHAITV) A EROWVWTNHDA TS 3
VEBRLED,

* * Linux * SANTtricity 11.60 LAP#

* *Linux DM-MP (H—=JL 3.10 LAp&) *

SANtricity 11.60 K DBION—T 3 > TEHRAL X
-a—

RAAR—=T A R2AT ERTEIRAMUE—T AR T2FERLZF
ERS

17



B —

ax e
KX bAR—F

4. [1ERX (Create) 12U w2 LET,
el

&R
ROWTNDZRITLET,

IO AVR—T AR *ZERLET

RARR=HOTA2LTVREHEEIFE. UX
EHSRX MR- bERIFZRERTETET, C
NHHEINBHETT,

CFBTEM

RARR=FHOT 1Y LTVRVNESIE. K
2k d Jetc/nvme/hostngn % &8 L T hostngn
BAFERESE L. A NERICEEMITED,

KRR MR— ERFZFETANTSHN
letc/nvme/hostngn 7 71 )L (—EIZ 1 D) H
5 *Host Ports * 7« —JL RICOE—/ BED{FF
TLIEE L,

R MR—FERFIE—EIC1 DT DEMLT
R MCEERITZHBRELHDFIH. KX b
ICBHE[ITF SN TVBEFIFZ WL DTHER
TBREHDNTEET, FFHAFIE. [*KRXb+
R—b*] Ta—ILRICRRINET, BEIC
G T, D * X * TR L THFEHIBRT
32CHTEEY,

R LDERDTET 95 & SANtricity System Manager IC& 2T KX MIX L THRESNAZ R bR—

bDT T #ILEBDBMERETNE T

T7FILEDIA) T RIE T <Hostname_Port number>" | T3, 7= Xk, R MIPT1 BICEEENS

BUDR— DT 7 AILEDIA )T R, ipt 1 TY,

SANtricity System Managerz{#RB L 7="R!) 2 —LDAID HT-

Linux (NVMe over InfiniBand)

RAMERIFHRRAMISRRICKR) 2a—L (F—LAR—X) ZE|DYTT. DR
aA—L%Z IO WIBIZFERATEREDICTRIUNELNAHDEFT, CNUTEKD. R L—D7
LAD1 DULEDRER—LAR—=ZAAND T ICANKRANEIIHRA NI S ARICEFR &

nE9,

CDRRAZICDWVWT

R a—LZzBDHTBEIE. ROAARIAUITSEFELTLIEE L,

18



* R a—LIEF—EBIC1 DORAMELIZIKRA M IS ARICOZFEIDY TR ENTEE T,
cEZhYToHENTEARYa—LE. A RL—ST LAy bO-SETHRESINE T,

* BHBKRAMFERIEFKRANISREADNSR) a—LADT IR, ACLRZR—LAXR—XID (NSID) #
BELTERITZCCIETEEEA. —EDNSID ZFHAITINELNHD £,

ROGE. R a—LOBD Y TIIKBLET,

* IANTORY 2a—LHEDHTSNTULS,
* AR a—LIETTICHDORR M ERBRI SIS ZZICEDETONTVERT,

RDGE. R a—LZzBDHTEHI LRI TEFEA

C BWHRERANERIFRANISAEDNEFIELEFH A
CIARTOR) a—LEDHTHAEEREINTLS,
KEDYTORY 2a—LIFITRTRRINEITH. KX hH DataAssurance (DA) S E S HTHREIL
RDESICEBD FT,
* DAMIGRR FDIBGIE. DABR. DAEMDEE5DR) 2 —LTHERTEET,
* DAXSTHRWERR T DAWEMAR) 2a—LEERLIBE. R 2a—L%Z R MIBIDHTBHIC
AR a—L0D DAZBEBFNICEMNCTINENDH D EVWSIEEHRREINE T,
FIE
1. X=Za—h5 T Storage [Hosts] | #ZEIRL £,
2. R a—LEEDYUTEZHRAMERIIERIA NI SZAZEZFRL. *R)a—LDEDODYT* 27 )voL
F9,

AAT7ATRYy I RCEIDETARBRINTORY a—LHRTEINE T, FEDHZY —FLED *
Filter * Ry Z XICAIDZANT B & FHEDR) 2a—LZzBRICRDOITZIENTEET,

B EOYUTERZER) 2a—LDRBICHZFTVvIRYIRERIRLET, IRTDRY 2—L%ERIRT ZHFE
& T=TNUAYA—DF TV IRY I AEERLET,
4. [Assign| =) v LT, #1EEZETLE T,

&R
RARELBRANISZAEADRY 2 —LDEIDHTHRTTB L. ROMEBHAERITEINE T,

* BIDHTHRARY 2— LIS, RICEATIEEZR NSID ARESNE T, KA MR DNSID ZERAL TR 2
_-LALCTOtZL/gE?_O

* RZAMIEEMTOSNTWVWSER) 2 —LDO—&EICI—FHEE LR 2 —LADPKRTEINET,

E ') —X-Linux (NVMe over InfiniBand) T7/HRX FHERERT
FZR)a—LERRTS

SMdevices V—ILZFERAL T, WERIAMRHBETEEZR)a—LERRTEEXT,
DY —=I)LIE. nvme-cli /Ny T —SDO—EFTHD. nvmelist AT RORHODICERT
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TEI,

E2)—XAR)a—LADE NVMe NRICEAT 31ERZRT T SICIE. T nvme netapp smdevices [-0
<format>] 1 AV RZFEBALET, HH T <format>' 1 (&, BEDOHIX (-0 ZFEALBRWVGEDT I 4L+
) N §IJ\ iTC‘!g JSON ‘:3_6: tb\\—cg ia_o

# nvme netapp smdevices

/dev/nvmelnl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46f400a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmelnd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930424b00a0980000af4112, Controller A, Access State unknown,
2.15GB

/dev/nvme2nl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n3, Array Name ICTM0706SYS04, Volume Name NVMed4, NSID 4, Volume
ID 00001bb0593a46f400a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930424b00a0980000af4112, Controller B, Access State unknown,
2.15GB

E> ) —XLinuxDEXA R TTzAINA—N—%FHTE (NVMe
over InfiniBand)

AML=T7LANDNREZTRERTBICIEE. 720 A—N—%FTT3LDICHKR
FEERELEX I,

(e BSIA T B

KBSy =SB S RTF LA YR =L T BREANB D T

*RedHat (RHEL) RRXRFDFE. Ny T —ISHA VI M=—ILENTWVWRZEzHERT3ICiE. Trpm g
device-mapper-multipath | Z317L £9

* SLES R X ~DIFH 'rpm -q multipath-tools' ZE{TL TNy T —INA VA b= )LTNTWB C & ZHER
3
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BB L TV "NetApp Interoperability Matrix Tool THEERTET £ 9" WILF/IVRIL GA
N—23>® SLES £7:ld RHEL TIFIELKHBELBWC DD B 1D BELRT Y IT
— A YRR =ILETNTVWBRZEZRERL TLLIETL,

SLES 12 use Device Mapper Multipath (DMMP) for multipathing when using
NVMe over Infiniband. RHEL 8, RHEL 9, RHEL 10, SLES 15 and SLES 16 use a
built-in Native NVMe Failover. Depending on which OS you are running,
some additional configuration of multipath is required to get it running
properly.

TINA AW IN—TILF /N Z(DMMP)DEZN1t SLES 12

T 7 # )L TlE. SLESODM-MPIZEMICHE>TWVWET, UTOFIET, KX M LETDM-MPOYR—FR> k
EEMCLET,

FIE

1. Jetc/multipath.conf 7 7 1 )LD devices £ >3 >IZ. NVMeE V) —XFNAADIV ) ERDELS
ICEMLFT,

devices {
device {
vendor "NVME"
product "NetApp E-Series*"
path grouping policy group by prio
failback immediate
no _path retry 30

2. ORTFLEFRFICEETDEIIC TRILFINR] ZRELEF T,

# systemctl enable multipathd

3 WEERFTINTULAEWESIE. TILFNR] =EBLET,

# systemctl start multipathd
4. TIIWFNR] DRT—RRAZHRLT. 7OV T1 I TEITHRTHD e zHRLF T,

# systemctl status multipathd
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X174 7D NVMe VILFNNA%ZERALTRHEL8 2ty 7 v 93

X174 7T DNVMe WILF/NRIE. RHEL8 TIET 7 #IL b TEMICHE>TED, UTOFIEBTERICTS
MEHLRHD £,

1. 24T 4T DNVMe WILF/IXR% A9 Tmodprobe | IL—ILEFTRELE T,

# echo "options nvme core multipath=y" >> /etc/modprobe.d/50-

nvme core.conf

2. LU 'm odprobe' /N X—&ZFERA L T 'initramfs' ZB{ER L £ 7

# dracut -f

B H—NZUT—rL T RAT14TDNVMe IILFNZXZEBMICLEFT,

# reboot
4. RAPDT—bBICRAT 12 TD NVMe TILFNABRBICHR>TVWBR I e 2R LET,

# cat /sys/module/nvme core/parameters/multipath

a O READ TN OFE. 21747 NVMe YILFNRIIEMDEE T,

b. AT RHEAN TY ] DBEIE. X1 T 17 NVMe WILFNIRBIHICED. 8H L7 NVMe T/
ARATIOOAI Y RAMERINE T,

@ SLES 15. SLES 16. RHEL 9. RHEL 10 Tl&. R+ 7« 7 NVMe YILF/NRIFT T #)L+T
BHICR>TED . BMOBRISBED D FE Ao

E> ') —X-Linux (NVMe over InfiniBand) O{REF/\1 XX
— 4w FONVMe R 2—LICT7 01 RT B

FRALTWS 0S (BLXUERTILFNRAR) ICEDWT, TN RE—4y MMIEg
EXEINB 0 Z/ETETXT,

SLES12Tld. /0IFLinux R X MMC K > TRET/INA X2 =4 MMCEITS5NE T, DM-MPIEZ. N5 D{R*E
R—47y FOEBERIZYEBNIEZEIERT S,

R¥EF /N1 ZXIFN0 =4 N TT
ETLTVWADIE DM-MP TEREINTARET/NA 2T 3 110 DA T ¥IET/INA Z/INZUICH L TIEET

LTLWAWS EZERLTLETL, YNNI LTIO #R1TLTWVWBIBE. DM-MP R 7 1 /LA —N\
— AR FEERTTET. IODEKBLET,
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_hoorOyy « 7810 RUCIE 'd device £7=1 /devimapper @ Tymlink | D577 XTEXSH :

/dev/dm-1
/dev/mapper/eui.00001bc7593b7£f5f00a0980000af4462

th 736

KiZ ' nvmelist AR ROBIHERLEFTCOHFTIE' KRR L« /—RBER—LAR—X ID £ DEEM
NRENTVWET

NODE

/dev/nvmelnl
/dev/nvmeln2
/dev/nvmeln3
/dev/nvmelnd
/dev/nvme2nl
/dev/nvme2n2
/dev/nvme2n3
/dev/nvme2n4

SN

021648023072
021648023072
021648023072
021648023072
021648023151
021648023151
021648023151
021648023151

MODEL

NetApp
NetApp
NetApp
NetApp
NetApp
NetApp
NetApp
NetApp

E-Series
E-Series
E-Series
E-Series
E-Series
E-Series
E-Series
E-Series

NAMESPACE

10
11
12
13
10
11
12
13

5| (Column) HiRR
rJ—pKj J—RAIERD 2 DDEFD THEBEINE T,

* Tnvmel ] IF3>brO—ZA%FKL. [nvme2
JiEa>yrO0—>B%EKRLET

* R MMAID S BR7=2e1 2R FI1E 'n1' n2' D &
SICRETNTUVEIT ZDERTIE. NS DA
FHAaArrO—FAICKLT1E. O¥bO—
ZSBICXLT1E. #OiRLEASIATUVWES

IZ—LAR—2Z] Namespace FIC IR —LZXR—XID (NSID) A
RRAINEFT, CNF. ARL—=27 L1 AITERH

SNBHAFTI,

KD TILFINR -l 1 OEATIF. BECTNTI/SXZD prio DIEIX 50 . RBEILINTULAEL/NID prio D
fElZ 10 TY,

Linux ZRL—FT 1 YIS RAT LG TRT—=BRX =TI 57471 ERRSNIENRTIL—=FICI0 ZIL—T
120l RT—R2ZA =% ERRINTNZRIN—TRE I AN A—N—ICFERATEET,
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eui.00001bc7593b7£500a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw
|-+- policy='service-time 0' prio=50 status=active
| "= #:#:#:4 nvmelnl 259:5 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

= #:d:#:# nvme2nl 259:9 active ready running

eui.00001bc7593b7£5£f00a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw
|-+- policy='service-time 0' prio=0 status=enabled
| "= #:#:#:4 nvmelnl 259:5 failed faulty running
"—+- policy='service-time 0' prio=10 status=active

= #:f:4:# nvme2nl 259:9 active ready running

RiRIER A

'policy="service-time 0' prio=50 status=active CDITERDITIE. NSIDHA 10 DHR—LAR—X
nvmel1n1 B' prio DEH 50 T Itatus | DIEH T
active | DNATREIEINTVWEZEERLTUVE

ERS
CDR—LZAR—RIFOAY O—-FAICFAETNT
W9

'policy="service-time 0' prio=10 status=enabled ZDTIE. BRI 100D T T —I)LA—/N\—/INA &R

LTWETY, prio DfEIX 10 T. 'tatus' DfElIE T
enabled | T9o CDNADR—LAR—X|ZIF.
DEFRTIF /O [FEEINTUVEHE Ao

CDXR—LAR—ZEFA> O—F BICFABEENT
W9

'policy="service-time 0' prio=0 status=enabled COFTIE. Oy rO—S AP T—FrLTWVWBRE
TN, BRBFGEAHDNSD TQILFNR -1 HA%ETR
LTWVWET, ZAEIZER 10 AD/NX I T failed faulty
running | ¥RRSNET, prio DIEIF O T, T
tatus | DfEIE enabled | T,

'policy="service-time 0' prio=10 status=active Mactive | /XD Tnvme2 | BB LTWLWB7=6H.
CONATOAY FO—F BIC IO WEETNTUVE
-

E> ') —X-Linux (NVMe over InfiniBand) D#IENVMeT /\
A=y FEDONVMe R 2 —LICT7I9ERT 3

FARALTWVWS 0S (BETILERTILFNRAR) ICEDOVWT, TNARXRE2—45y MIE
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EXEND /0 ZRETETET,

RHEL 8. RHEL 9. SLES 15Mi54&. I/0lZLinux’k R MK > THIENVMe T /N1 R A —4w MIERETINE
Fo RAMCIZZDR =45y hHBE—DYIBFTNA X LTRREIN. TOYIBNRIEZZA T4 T D NVMe

RIUVFNAERETEEINE T,

)32 NVMe 7 /N1 XIZ 110 Z—7y TY

DY IADIO%RITIBDEEZMBELET /dev/disk/by-id/nvme-eui. [uuid#] ¥IENVMeT /N1 R
DINRICEEEF T DD TIEH L /dev/nvme [subsys#]n[id#le CNS2DDIFFABIOY > 71E. XD

RYPFzERALTHERTEET,

# 1s /dev/disk/by-id/ -1
lrwxrwxrwx 1 root root 13 Oct 18 15:14 nvme-
eui.0000320f5¢cad32cf00a0980000af4112 -> ../../nvmelnl

/OIFICERITENET /dev/disk/by-id/nvme-eui. [uuid#] BEFESINET

/dev/nvme [subsys#]n[id#] CDAVTF TlE. R4 T 14 TDNVMeTILF/INIBRE #FERALT. €D

TFICTARTONZIDMREE TN TL

INRERTRTBICIF. XOOAIV R EETLET,

# nvme list-subsys

B

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:5700.600a098000a522500000000589%aa8a6
\

+- nvmeO rdma traddr=192.4.21.131 trsvcid=4420 live
+- nvmel rdma traddr=192.4.22.141 trsvcid=4420 live

Fnvme list-subsys] XY RICHIENVMeT N1 XA ZIBET R L. TOR—LAR—IAND/NRICET3E

Mgk MRE SN T,

# nvme list-subsys /dev/nvmeOnl

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:5700.600a098000af44620000000058d5dd96

\
+- nvmeO rdma traddr=192.168.130.101 trsvcid=4420 live
+- nvmel rdma traddr=192.168.131.101 trsvcid=4420 live
+- nvme2 rdma traddr=192.168.130.102 trsvcid=4420 live
+- nvme3 rdma traddr=192.168.131.102 trsvcid=4420 live

non-optimized
non-optimized
optimized
optimized
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7. multipath AV RZFERALT. XA T4 772 AINA—N—DNRBROERRTEET,

#multipath -11

(D INRBERERTT BICIE. [etc/multipath.conf TRD K SICRE T DIHELNHD £,

defaults {

enable foreign nvme

() CHIZRHEL10 TEREMELACAD £ T, RHEL O LIFIH £ U SLES 16 LIS CBIfEL %7

B

eui.0000a0335c05d57a00a0980000a5229d [nvme] :nvmeOn9 NVMe, Netapp E-
Series, 08520001

size=4194304 features='n/a' hwhandler='ANA' wp=rw

| -+- policy='n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live

‘—4+- policy='n/a' prio-10 status=non-optimized

"= 0:1:1 nvmeOclnl 0:0 n/a non-optimized live

ED)—XTI7714IWNYRTL%ZERY % - Linux SLES 12
(NVMe over InfiniBand)

SLES12Tld. ZA—LAR—RIZT 7AW RATLEZEHR L. TDT71IL AT L%
Yo hLET,

Flig
1. T'multipath -l 1 <> R%ERFTL T '/devimapper/dm' T/N\1 ZDJ XA M EEELEY

# multipath -11

COORVRDIER. Td191 & Td-161 D2 D2DFTNA ABRRINFT,
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eui.00001ffe5a%94f£f8500a0980000af4444 dm-19 NVME,NetApp E-Series
size=10G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:4#:# nvmeOnl9 259:19 active ready running
| "= #:#:#4:4# nvmelnl9 259:115 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:# nvme2nl9 259:51 active ready running
= #:#:4:# nvme3nl9 259:83 active ready running
euil.00001fd25a94fef000a0980000af4444 dm-16 NVME,NetApp E-Series
size=16G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:4:% nvmeOnlé6 259:16 active ready running
| "= #:#:#:4 nvmelnle6 259:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:4 nvme2nlo 259:48 active ready running
= #:#:#:# nvme3nl6 259:80 active ready running

2. & /devimapper/eui'device D/N—T 4 >3 VNCT 7MLV AT LZERL £,

T7AIN AT LDERAEIF. BIRLIE T 7MLV RTLICE>TERBDET, ZOFIL 'extd 771
Ve SRTLEERT D AEETRLTVWET

# mkfs.ext4d /dev/mapper/dm-19
mke2fs 1.42.11 (09-Jul-2014)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

B EHLWINAREI DI NTZTANEAEERLET,
# mkdir /mnt/ext4d

4. FNAREITIVELET,

# mount /dev/mapper/eui.00001£fe5a94££8500a0980000af4444 /mnt/extd
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ES)—XTIT7A4IN> AT L%E{ERX T D - Linux RHEL 8
. RHEL 9. RHEL 10. SLES 15. SLES 16 (NVMe over
InfiniBand)

RHEL 8. RHEL 9. RHEL 10. SLES 15. SLES 16 MIZ&. *1 T+« 7 nvme 7/N\1 X
T 714N AT L%=ERL. EOT7AMIN AT LEIRTIMLET,

FI&E
1. ZR1TLE 9 multipath -11 AV RZFEAL T NVMeTNARDU R b ZRFTET XY,

# multipath -11

COIXRY ROFERZFAL T ICEAEMIFTSNTVWEZTNA RZEERTETET /dev/disk/by-
id/nvme-eui. [uuid#] HFT. RDBITIE. CNHICHED £9 /dev/disc/by-id/nvme-
eui.000082dd5c05d39300a0980000a52225,

eui.000082dd5¢c05d39300a0980000a52225 [nvme] :nvmeOn6 NVMe, NetApp E-
Series, 08520000
size=4194304 features='n/a' hwhandler='ANA' wp=rw
|-+- policy='n/a' prio=50 status=optimized
| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live
| -+- policy="'n/a' prio=50 status=optimized
| "= 0:1:1 nvmeOclnl 0:0 n/a optimized live
|-+- policy='n/a' prio=10 status=non-optimized
| "= 0:2:1 nvmeOc2nl 0:0 n/a non-optimized live
‘—+- policy='n/a' prio=10 status=non-optimized

"= 0:3:1 nvmeOc3nl 0:0 n/a non-optimized live

2. IBFREFEBALT. BBONVMeTNAT ZBDN—FT 4> aVIcT AN AT LZERLET
/dev/disk/by-id/nvme-eui. [id#]o.

T7ANS AT LOERAEIG BRUICT 7 AN AT LICE>TEBED ET, OIS 'extd 771
W ST LZ2Fl T 5AEEZRLTVET
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# mkfs.extd /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
mke2fs 1.42.11 (22-0ct-2019)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

B EHLWINAREIY IV NTRTANA=ERLET,

# mkdir /mnt/ext4d

4 FNAREITIVRLET,

# mount /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
/mnt/ext4

EZ 1) —X-Linux (NVMe over InfiniBand) ORX FTDX k
L—7 0% DR

= LAR—RAEFEARTZHIC. FRAMDPR—LAR=RICH L TT—RDFHAED &
EZIANAEETTIDZIEHERLED,

ERZFIm Y BHIC
RDHDHH B 2R LET,
* TF7ANSATLTT =Xy bEhic, FIbENcR—LAR—Z,

FIE
1. RZART, 1 2UEDT7 70N T4 RVDITY bRAY MZOE—LE T,

2. 77N ETTDT 4 A7 LEDRDT #I)ILRICIAE—LF T,

3. TIFF] OXYR%EZZEFLT. ABE—LET7 70 2RO 7 7ML ERLF T,
TH%

- L7770l 7 22 ZHIBRLET,
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E> ) — Z- Linux CTONVMe over InfiniBandi&E{ D22
CDOR—TDOPDF Z#E/R L TEHIRIL. xDD—2U > — b%ERAL T NVMe over

InfiniBand X kL —C O1BRIEHRZ SR TETE T, COFRIZ. 7TOEDS I ZVF4EX
D RITTIRICHEICHRD T,

R S EERF
()  VIRYIFIZLI-RONONEERORTRIHELET.

BRAMDAZOI—2 NQN Z8EL TEEERL £ 9, BE. NQN I /etc/nvme/hostngn 7 7 1 JLICEEE S
nTuwxd,

&5 R hAR— M ERT RZ ~ NQN
1. KA (1Z>xT—%) 1.

ZEBL
ZA%L
ZEBL

ZA%L

WRIN S8

BEEESG RO TIE. 1 DUEDRI M EY T T AICEZEES L £9, SANtricity 0S 11.50 J 1) —X
TlE. ROED&ELSIC. BRAMDSHYITORF LAY FO—SADOE—OESGHAYR—EINET, CDIE
BTiE. FRAMD—ADHCA ((RRMFY¥XILTEATR) R—r%, BHEAOE ) —-X> bO—5R
—rERICYTRY b (F2FELHS—FADHCAR—FREIFRIOY TRy N) ICEEET3HELRHD £,
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Host 1 Host 1 Host 2 Host 2
HCA Port 1 HCA Port 2 HCA Port 1 HCA Port 2

Controller 1 Controller 1 Controller 2 Controller 2
Host port 1 Host port 2 Host port 1 Host port 2

2—/7v ~ NQN
ARL—=ST7LADR—4w B NON 588 L FE T, COERIGF. TERALET A FL—27 LD NVMe
over InfiniBand EHi%# 5% E L £ 9

SANtricity : * A kL —77 L * > * NVMe over InfiniBand * > * Manage Settings * Z{#H L T. A L —
7L1DNONL%=BRELET, CDIEMRIE. SendTargets HWHEEYR— M LBEWVWARL—F 4 VI XT L
T NVMe over InfiniBand > 3 Y ZER T 3RICHRBE BRI HZENHD £,

ES TL1% 2—4v ~ IQN
6. ;p4:>hm—3(&—¢vh
Ty N —OER

InfiniBand 7 7 7w I EDRAMERNL—JICERT SRy N —UREXEKERLET. COFIETIE.
20D TRy b zFERL TREBTREZRITIZcZaIRE LTVWETY

ROBERIEZ. 2y NT—IOBEBENSAFTEET, COBERIZ. ARL—2T7 LD NVMe over
InfiniBand ##iZz8EL £9
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Iy A
FRITZ 2Ty b EaEERELET,

2y cT—=OF7RKLR 2y MY RD

TLAR—FEERR MR—FTHEAYTS NON 2588 L 9

BS FLrayrOo—3 (2—=7vk
) R— T

3. ATYF

5. A hO—5ADKR—k 1

4. J>hO—5BDR—k~1

2. 7 8 N BN el

(FE) "X k2. R—K1

BJ7xv b B
AT AV TRy bZERELET,

FYybD—=U7FLX *w bYRY

FLAK— b EBRR MR~ FTHEETS ION 2L ET.

&= FLraryrO—5 (8—4v bk
) R— NES

8. AT1YF

10. a>bO—ZADKR—K2

9. arvbO—35B. K—hk2

7. RIAM1, R—Fk2

(FE) KXk 2, R—F2

IVvEVIRR N

()  =versrzbary—sI7O-RicfRENET,
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