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ARL—FT 420 AT LERITLTVWBARENLDHD £9, BER "NetApp Interoperability Matrix Tool THEER
TEET" RIOEBEHFDOTERY AMMIDWVWTIE. TBE5ETELEEL,

FlE
1. RDMA /N4 —2 ¥ nvme-CLI Ny —S %AV A M—)LLET,

SLES 12, SLES 15. &7c|d SLES 16

# zypper install rdma-core
# zypper install nvme-cli

RHEL 8. RHEL 9. F7z|& RHEL 10

# yum install rdma-core
# yum install nvme-cli

2. RHEL 88 &K URHEL 9DHZEIF. Xy T —I RV VT h A YR M—ILT %,

o RHEL 8 *
# yum install network-scripts

o RHEL 9*

# yum install NetworkManager-initscripts-updown

3. RZMDONAONZEELE T, PLAICRHLTRA M ERETIRICHERLET,
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# cat /etc/nvme/hostngn

4. NVMe over RoCE D#EGICHERAIND 1 —H Ry hZAR— L T.

IPv4 @D IP 7 KL X%

Bl

X e

LET. *v b

T—JA 2R —=TTAATEIC. TDAVE—T ARG TEERESCEER V) T 2B L £

ER

COFIEBTERTZZEHIE. U—NN\—ROz 7Ry hT—0RBICEDVWTVWE T, BHICIE
'IPADDR' ¢ 'gateway' B’E £NFEFXIC. SLES BL U RHEL Of|ZRL X9,

° SLES 12 8KV SLES 15 *

MTORBEELHY > TFIL - 7 71 JL'etc/sysconfig/network/ifcfg-ethd’ % fERE L £ ¢

BOOTPROTO="static’
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.1.87/24"
GATEWAY='192.168.1.1"
MTU=

NAME='MT27800 Family [ConnectX-5]"

NETWORK=
REMOTE TPADDR=
STARTMODE="auto'

YR IC letc/sysconfig/network/ifcfg-eth5 DY > TIL T 71 ILZERL L £

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.2.87/24"
GATEWAY='192.168.2.1"
MTU=

NAME="'MT27800 Family [ConnectX-5]"

NETWORK=
REMOTE TPADDR=
STARTMODE="auto'

o RHEL 8 *

UTORBEEOHY > FIL - 7 71 JL'etc/sysconfig/network-scripts/ifcfg-eth4’ % {ERL L £ ¢



BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.1.87/24"
GATEWAY='192.168.1.1"

MTU=
NAME='MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE IPADDR=
STARTMODE="auto"'

R IZ ' letc/sysconfig/network-scripts/ifcfg-eth5 D > FIL 7 7 A L EER L £ 9

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.2.87/24"
GATEWAY='192.168.2.1"

MTU=
NAME="'MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE IPADDR=
STARTMODE="auto'

RHEL 9. RHEL 10. F7cl& SLES 16

ZHEALEY nntui THEENCESIMIRETZ7HDY =)L UAFEH > TILT7A1ILTT
/etc/NetworkManager/system-connections/eth4.nmconnection Y —JLIZRDH D% £
LFEd,



[connection]
id=eth4
uuid=<unique uuid>
type=ethernet
interface-name=eth4

[ethernet]
mtu=4200

[ipv4]
addressl1=192.168.1.87/24
method=manual

[ipv6]
addr-gen-mode=default
method=auto

[proxy]

TFEH>FILT 704l TY /etc/NetworkManager/system-
connections/eth5.nmconnection W —ILIXXRDHLD =% L £

[connection]
id=ethb5
uuid=<unique uuid>
type=ethernet
interface-name=ethb

[ethernet]
mtu=4200

[ipv4]
address1=192.168.2.87/24
method=manual

[ipv6]
addr-gen-mode=default

method=auto

[proxy]

S XY bI—=U AV B—T A REBMICLET,



# ifup eth4
# ifup ethb

6. "X FTNVMe-oF LA V%EERELFEFT, MDT 71 I)L% /etc/modules-load.d/ ZO— R T BICIE
nvmme rdma D—XILETa—ILE. BEBEDLNDA—FRILNES 2 —ILHBICAVICHE>TWVWS Z & 2 HERE
Lxd,

# cat /etc/modules-load.d/nvme rdma.conf

nvme rdma

7. Rz T—FLET,

ZHEFR T BICIE nvme rdma A—RIILEDa—IILAO—RFEINFXLT, ROOATYVRZETLET,

# lsmod | grep nvme

nvme rdma 36864 O

nvme fabrics 24576 1 nvme rdma

nvme core 114688 5 nvme rdma,nvme fabrics
rdma cm 114688 7

rpcrdma, ib_srpt,ib srp,nvme rdma,ib iser,ib isert, rdma ucm
ib core 393216 15

rdma cm,ib ipoib, rpcrdma, ib srpt,ib srp,nvme rdma,iw cm,ib iser,ib umad,
ib_isert,rdma ucm, ib uverbs,mlx5 ib,gedr,ib cm
£10 pi 16384 2 sd mod,nvme core

E/ ) —XTDOARL—7 L1 DNVMe over ROCEIEHR:DE
7E- Linux

> bO—31Z NVMe over RoCE ( RDMA over Converged Ethernet ) FED#ERFiN S £
NTWLBIHEIE. SANtricity System Manager O/\— R T 7 R—J FFIFT AT LR
—J T NVMe R— b ZERETET XTI,

ERZRIm Y HIC
RDEHDHLHB =R LT T,

* J> bO—35 ED NVMe over RoCE R X bR — ko ZNLUADEZE. System Manager TI& NVMe over
RoCE sREZHFHETET £ Ao

*RZAMEROD IP 7 RL X,

CDRRATICDOWVWT

NVMe over RoCE #mICi&. * Hardware * R—J FclqXZa2—HDS5T7 U7X TEF £ Settings [ System ]
o CDARRAYUTIE. Hardware R—IHS5R— b ERET B HEICOVWTEHBALE T,
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@ NVMe over RoCE DRE L #aElZ. R L —7 LA OY O—51C NVMe over RoCE 7R
— MRBEHINTVBISERICOARREINET,

FIE

1. System Manager 1 > &Z—7 T AH'5. *Hardware * ZFEIRL £,

2. NVMe over RoCE R— % BE

ObO—ZDAYTFAMXZa—DRREINET,

3. NVMe over RoCE R— ~DHRE *

ZERLFT,

952 b0-F%27) v I LET,

Configure NVMe over RoCE Ports * ( NVMe over RoCE /R— b DFRE *) A4 7O KRy I AW HEEF

ERS

4 FOYyTHIVI) LT, BETBHR— hz#ERL.
FRN* 2T ) I LET,

S. AT B R— FREZFERL.

“Next*Z2o v I LET,

ITRTDR— FREZRTITBICIE. 47O Ky 7 ZOHFEM/IZH S * Show more port settings * 1) >

D7)y LET,

K— kOBE
o —H 2y b= NREORE

&R

BRNOEREZERLE I, FOVYTITIVI R RIC
RLNSNB AT azid. xRy bT—OHHR—-b
TETEHRAEE (10Gbps BE) ICL>TEEDZX
T BETEBEIFIRODEED T,

*F—bxdPI—*H
* 10 Gbps

» 25Gbps
* 40Gbps

* 50 Gbps
* 100Gbps
» 200 Gbps

®

QSFP56 4 — 7 JL T 200Gb M5d

HIC Z##i L TLW3IEE. BF=d
S IT—2 3 20F Mellanox X1 W FX°
THATRIEGEL TVWBIHEEICDH
ERATEFEY,

NVMe over RoCE /R— M CIE. #D
R— D SFP DM IGEREICE o ToR
EZREITIVELRHD £FT, IA
TOR— bR LCREICKRET 24
ERHDET,
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7.

12

R— b DOHRE

IPv4 ZBZNICT DD, IPv6 ZBMICLET

MTU - X (* Show more port settings* % 27 1) v
09 % CfERATIEE)

&R

—AHELIEEADA T a3 V%= BRLT. IPv4 x
WwRDJ—J Y IPv6 Xy hD—ODHR— 2B
ICL¥E9,

RBEICH LT RAEXEM (MTU) OF LW
A X (NA RE) ZAALTLES V. TT7)L
FOMTUS 1 X317 L— L& 7D 1500/X1 ~ T
Yo 1500~9000DEEDEZ ATIL TLEE L

*IPv4 ZBMICT S *| ZBIRLIZEBRIE. [N %ZT Vv I TR, IPVAREXEIRTZ-HDDRA

TOJRYyIIDHETE T, [IPv6 ZBMICT S *] ZFRL
REZERT B1CODAATOTRY I IADHAET LT MADA T 3 VEERLIIGEIE.
FRN ')V ITTBE

DRAATOTRY I IDERINCFHAE.
TET,

Fa. [N ZoUyoFBE. IPv6
IPv4 S%7E

IPv6 S8 EDR 1 7OT Ry AHE

IPv4 £ IPVv6 . FIFETOMAZBEFELIFFHTRELE T, IRNTOR—FREZRTI DI &
A4 70O7KRy 0 ZDOEAICH S * Show more settings * ) > % 1) v I LET,

R— b DRE
DHCP #—N\h S BBICREZRRLET

BNGREZFHTEELET

VLAN B R— rZB#ICL E9 (* Show more
settings * =2 ) v o L TERAMEE) -

11—y bOBLRIBMLZBRICT S ([ FHRTE
ZRTIB N2y LTERAR)

[ET 122)v I L&ET,

B

REZBHNICIIF T BICIE. COF T areE
RLET,

COFA T avEERLIEBEIE. 704—ILRICE
W7 RLXZANDLET, IPv4 DIFEIE. *v b

D—ODY TRy hIRAZETF— I T HIEEL
F9, IPv6 DB IL—F 1 VAR IP 7R
LREIL—FZDIPT7RLADBIBELE T,

V=T« 2 JRIER IP 7 R L XA 1
DLHBVEEIE FRODOTRFLX
#0:0:0:0:0:0:0:0
ICEREL T,

®

CDOF S aviF. iSCSIFEETD
AERATET X9, NVMe over RoCE
RIETCIIERTE £ Ao

®

CDOF T aviF. iSCSIEETD
AMEATEFE T, NVMe over RoCE
RIBETIXERATET XA



E> ) —XLinuxMREZX bS5 X ML —2%EH L TES:
(NVMe over RoCE)

SANtricity System Manager T&RX b ZFEERT B HIIC. RA MBS E—4y O b0
—ZR—bZEEL. NVMe EiZHILTIHELNDHD X7,

Fig

1. XOIAR Y REFEALT. IRTD/INAD NVMe-oF —4w b EDEREIgER Y T AT LEZBRE L
ER

nvme discover -t rdma -a target ip address

C MOV > KT 'target_ip_address (X —47v k « R—cDIP 7RLRXTY

C) I'nvme discover | AY Y R Tld. KA« 7O RICEFREL. YT XFLADIA
ToadyhbO—7F s R—rHREINE T,
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# nvme discover -t rdma -a 192.168.1.77
Discovery Log Number of Records 2, Generation counter O

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a527a7000000005ab3af9%4
traddr: 192.168.1.77
rdma prtype: roce

rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a527a7000000005ab3af9%4
traddr: 192.168.2.77
rdma prtype: roce

rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

- DERICOVWTHFIE1 ZH#EDERL T T,
CROAR Y REFERALTRIIDNATHEREINH T X TLICERLEY, T nvme connect -t rdma -n
Discovered_sub_nqgn -a target_ip_address -Q queue_depth_setting -l controller_loss_timeout_period

@ FEROOT Y RIF. V- rEDMINEEA. YT — FD7TIC 'nvme connect O<
Y R%EZETLT'NVMe B2 BRI T I2URELNHD XY

BRESNIER—bDS5. RAMDSTIEIATERVR— bAOERIIHILIEINEE
Ao

—METTFI AR=FEIFTY,

WRENBZ3FX21—FEIF 1024 TTo XOPUSRTELSIC'AYVR « SO ATy

@ COARYRTR—IESZEET S L. BEIIKBLET. EHRABICRESNTUVSR
@ D-Q1024 ZEALT ' TIAILEDRETH S 128 2 1024 TH—N—5AFLZXT



OV FO—SEEDR A LT MSR Y L THBSNZHEIE 3. 600 (604)) T
() T ROBUCRT&LSICH3600 ARV E - 51> - TS 3V ERALT FT 4L A0
ERETH D 600 % 3600 W TAH—N—Z1RLET

# nvme connect -t rdma -a 192.168.1.77 -n ngn.1992-
08.com.netapp:5700.600a098000a527a7000000005ab3af94 -Q 1024 -1 3600
# nvme connect -t rdma -a 192.168.2.77 -n ngn.1992-
08.com.netapp:5700.600a098000a527a7000000005ab3af94 -Q 1024 -1 3600

4 FIE3 Z#EDRLT. 2BBHONIATRESNT TSI TLZERLET,

SANtricity System Manager’z £f L 7=7R X b O {ERk- Linux
(NVMe over RoCE)

SANtricity System Manager ZfEF L T. AL =7 LAICT—R%ZXETDIHRAMEZ

THELET, TR FOEHRF. A PL—UFLABEHINTVBHZ FERBL T,
R 2—LAD IO 754 REHTT 31 UBLFIED 1 DT,
CDRRTIZDODWVT

RRAMZERT DRI ROHARSAUITERLTLIZE W,

* KRR MCEEM T ONTARR bR— BRI FEZERT DHEDHD T,
* RZABMCEIDETONY R T LAREF LRI ZIEEL TS LY,
CBRLUIERID T TICERAINTUVSISE. COMIBIIKRBLET,

* 23 30 XFURICT2HENHD T,

FlE
1. X=Za—h5 T Storage [Hosts] | #FIRL £,
2. X=Za—: Create[Host]| 227 ) v L%,

Create Host (RX FDERL) #7040 Ry I ABRKRRINET,
B RAPDEREEMEICILL GRERLE T,

BT S
ZaLal #HLWAZ FOBEIEASILET,
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RE BLE]

RAARL =T A VIO RATLDEAT ROy FEIVUZARDSROVWTNADA TS 3
VEFERLED,

* * Linux * SANTtricity 11.60 LAB%
* *Linux DM-MP (A—=JL 3.10 LLB%) *

SANTtricity 11.60 &K DEION— 3 > TERALF
+

RAMAR=T A XA BRIBRANNVR—T A REA T2 ERLE
Yo REI BTV LAICHERAATRBEA S YE—T
IAREZATH 1 DLHBVEEIF. COREZE
RTESHWVWI LD BDE T,

KA RR—=F ROVWThHZRITLET,

4. [1ERX (Create) 12U w2 L%7,
ER

**IOAVR—T AR *ZERLET

RAMR=HOTA2LTVREHEEIFE. UX
EHSRX MR- bERIFZRRTEET, C
NIRRT NBHETT,

“FHTEN-

RARR=FHOT 1Y LTVRWVNESIE. &
2k d Jetc/nvme/hostngn % &8 L T hostngn
A FEHESR L. R MERICEEMRITE T,

KRR MR— BB FZFETANT SH\
letc/nvme/hostngn 7 71 )L (—EIZ 1 D) H
5 *Host Ports * 7« —JL RICOE—/ BED{FiF
TLTEELN,

R MR—FERFIE—EIC1 D9 DEMLT
R MIEERITZHRELAHDFIH. KX b
ICREEFIT SN TWVWBHEAFZ VW< DTHEHEIR
TBREHNTEET, EFAFIE. [*HKRXb
R—b*] Ta—=ILRICRRINET, BEIC
G T, D * X * ZFIRL THFZHIBRT
BEHTEXT,

R LDIERDTET 95 . SANtricity System Manager IC& 2T RA MIX L THRESNAZ R bR—

bDT T A bRDMERENE T

T7FILEDIA) T RIE [ <Hostname_Port number>" | T3, 7= xIE. THRINIPT) BICEE ST

BRUDR— DT T AL FOITA YT RE ipt 1 T
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SANtricity System ManagerzEF L7-7/R) 2 —LDE|D HT-
Linux (NVMe over RoCE)

RAREEIFFRRAMISRRICAR) 2a—L (F—LAR—X) ZE|DYTT. DR
a—L% IQOMIBICERTERLSICTARELRHD XTI, CNICEKD. ARL—=D7
LAD1DUEDR—LAR—ZAADTIEADNRIANFEIZHRA NI SR RICEHEFRTE
nxd,

CDRRAIICDWVWT
R a—LZEDHETBEIE. ROAA R4 ISERELTLEEIL,

* R a—LIEF—EIC1 DDRAMERIZHRA M IS ARICOAFEIDY TR ENTEET,
c#@bhYyTHENFEARY a—LALlF. ANL—=ST7Larody cO—JETHEBEINE T,

* BBRARANFRIZERANISZEADSR) a—LADTIERIC. ABLR—LAR—XID (NSID) %
BELTERITZCIEITEEFHA. —EDNSID ZHEHTZI2URELHD X,

RDOBE. KU a—LDEIDYTIFEKBLET,

CIARTORY a—LHAEDHYE TSN TWVS,
* R a—LIETTICHMDORR M XBERRA IS RZICEIDETONTVERT,

RDIZE. R a—LZEIDEHTEHILIFTETEEA
*BMBRANFEIRRAN IS ZEDEFEELEE A
*IARNTOR) 2a—LEDHTHAERIN TV S,

KEDYTHORY 2a—LIFITARTRERINEFITH. ;KX bH DataAssurance (DA) SISH E S H THRIEIZ
RDESICEBDET,
* DAWIGRR FDIFEIZ. DAER. DAEBHOECES5DR) 2a—LTHERTETE I,
* DAMIIGTRWRIMTDADWERAR) a—LZERLEHEE. A a—LZRIAMIEIDHTSHIIC
R a—L0DDAEZBHNICENICTINENH D EVWSEENRTRINET,
Flig
1. XZa2—h5 T Storage [Hosts] | ZFEIRL £7,
2 RY)a—LEEDYUTEZRAMERIFZHTRIANISAAERERL, *RUa—LDEODYT*E2IUvIL
£9,

AAT7O0RY I RCENDYTAERITANTORY a—LRRTENET, EFEDF|EY—FLT=D, *
Filter * Ry I RIAHDEANTD . FEDR) a—L=BEICEDIFTZZ W TEET,

3. BIDEHTBER) a—LOMEICHZFTVIRYIREFERLET, IRTORY 2a—LZBRT ZI55
3 T—IIAYR—DF v IRy I A%ZERLET,

4. [Assign| Z7 w2 LT, BEEZTLEY,
R
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RAMFEBRASIZZAEZADR) 2—LOEIDHTHRT IS L. ROMEBNEITEINET,

*BIDEHTHRA) a—LIC. RICHEHAEED NSID AERESNE T, RA NI DNSID ZERAL TR 2
_-LAL:-J_,OtZL/ij_o

* RRAMIEERMTSNTVWSRR) a—LO—EICI—YHHEE LR 2 —LEHRRTREINE T,

E> 1) — X -Linux (NVMe over RoOCE) T/hX MHEEH TS
WJa—L%ZRTITD

SMdevices V—ILZERALT. IHERIMREBTETEZ3R) 2 —LERRTCETET,
DY —ILIE. nvme-cli /Ny T —D—EFTH D nvmelist A RORHDICFERT
TE9,

E2)—XAR)a—LADE NVMe NRICEAT 31EHRZRT I BICIE. T nvme netapp smdevices [-0
<format>] | AV > R%ZFEHAL £, output<format> [ZIZ. normal (-0 ZIEELBRWEEDT 7 AILE)
column. json DWIFNHOZIEETIT XTI,

# nvme netapp smdevices

/dev/nvmelnl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln3, Array Name ICTM0706SYS04, Volume Name NVMed4, NSID 4, Volume
ID 00001bb0593a46f400a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmelnd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930424b00a0980000af4112, Controller A, Access State unknown,
2.15GB

/dev/nvme2nl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n3, Array Name ICTM0706SYS04, Volume Name NVMe4, NSID 4, Volume
ID 00001bb0593a46f400a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930424b00a0980000af4112, Controller B, Access State unknown,
2.15GB
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E> ) —XLinuxWEXA R TO T TAILA—/NN—DFHKE (NVMe
over RoCE)

ARL=FTLANDNRZRRILTBICIE. TTAINFA—N—ZFITTBELIIIKRR
hesRELFT

ERZFIm Y aIC
MEBRNY T =D AT LICA VA =L TBHERDHD £,

*RedHat (RHEL) KRR LDIFE. Ny T—=IHNA VA R=ILTNTVWBR I 2RI BICIE. Trpm-q
device-mapper-multipath | #Z{TLE T

* SLES 'R R k DIFE 'rpm -q multipath-tools' ZEITL TNy T —INA U A b—ILENTWVWS Z & ZHERR
LEY

BB L T 2T L) "NetApp Interoperability Matrix Tool THEEETE 9" WILF/NRIL GAN
(D  —Y=>0SLES #7cld RHEL TREL <BEEL BVBRNB BTt BELBHA A VR b
—ILETNTWVWB L ZHERITIBENDD T,

CDRRXZICDWT

SLES 12 &, NVMe over RoCE DI ILF/IXRICT/NA X I w/S— TILF/NZ (DMMP) 2R L £9, RHEL
8. RHEL 9. RHEL 10. SLES 15. SLES 16 |&. $&AAHDXA T« T NVMe 7 A IILA—N—%FERLF
To RITLTWVWAB OS I LTy WILFNRZBYNCEITT B 1-DICEBMDOBHEANEICHED £9,

SLES12D 7 /N1 A< v /N—<ILF /N X(DMMP)DBE 1L

7 7 #JL b Tld. SLESODM-MPIZERICHR>TWVWE T UTOFIET, KX b ETDM-MPO Y R—%> k
ZEMCLFT,

FIE

1. ROBITTRT & S IC fetc/multipath.conf 7 7 1 )LD devices T > 3 VICNVMe E 1) —XF /N1 ADT
YhUZEMLEY

devices {
device {
vendor "NVME"
product "NetApp E-Series*"
path grouping policy group by prio
failback immediate
no path retry 30

2. AT LEEEICESEI TR LDIC TRILFINR) #RELET.
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# systemctl enable multipathd
3 BWARITEINTLRWESR. TIILFNRI ZRIBLET,
# systemctl start multipathd
4. TIINFNR) DRT—2RZHEBLT. 7T T THRITPTHB 2B LE T,

# systemctl status multipathd

21747 DNVMe WILF/INAZFERALTRHEL8 %ty c 7w LET

14747 DNVMe VILF/NRIE. RHEL8 TIET 7 4L N TEMICHE>TED. XOFIEZERL TEM
ICT2RELRHDET,
1. 24T 4T DNVMe WILF/IXRA% A9 Tmodprobe | IL—ILEFTRELE T,

# echo "options nvme core multipath=y" >> /etc/modprobe.d/50-

nvme core.conf

2. 1L W T'modprobe | /N5 X—4&T linitramfs 1 Z#EBERL £

# dracut -f
B H—NZUT—=FLT. XRAT1TDNYMe JILFNZAZBMILEFT,

# reboot
4. RZALDT—FRICHRA T« TDNVMe YILFNZADBMIH>TVWBD R LET,

# cat /sys/module/nvme core/parameters/multipath

a XY READ TN1 OIFE. 21747 NVMe TILFNRIIEMDEEF T,

b. AT RHEAN TY )] DBEIE. X1 T+ 7 NVMe WILFNIRBIICED. 8H L7 NVMe T/
ARATIOOAI Y RHMERINE T,

@ SLES 15. SLES 16. RHEL 9. RHEL 10 Tl&. R4 7« 7 NVMe YILF/NRIFT T #)L+T
BMICR>TED . BMOBRISBED D FE A
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E> ') —X-Linux (NVMe over RoCE) D{REF /N1 XX —4
W KODONVMeR) 2—LICT7 O RXT 3B

FARALTWS OS (BXMLERVTILFNRAR) ICEDOWVWT. TNARE—4w MIER
EEINB 0 ZHETETXT,

SLES12TI&. I/OIFLinux KX MMZ K > TRET NA XEZ =7 MMIEmiF 5N E T, DM-MPIE. S5 DRAE
2=y OB EBDYIENREZEIRT B,

REF/INA ZXIFNO0O =4 N TT

T LTVLWABDIE DM-MP TER I NTARIET /N1 RIS T B 1/0 DA T WIETF/INA Z/NRICH L TIEETT
LTUWAWS EZRERLTLIEETW, YEBNXISHLTIO #RTLTWVWSIHE. DM-MP A7 1 J)LA—N
— IRV M ERTTES,. I0OHKBLEFT,

nsnJOvy « 7N XICIE 'd device £7z1& /devimapper @ Tymlink | 577X TEEIH :

/dev/dm-1
/dev/mapper/eui.00001bc7593b7£5£00a0980000af4462

il

K2 'nvmelist AR ROBIFERLETCOFTIE' KA« /—RBER—LAR—X ID £ DEHEMY
HREINTWVWET

NODE

/dev/nvmelnl
/dev/nvmeln2
/dev/nvmeln3
/dev/nvmelni4
/dev/nvme2nl
/dev/nvme2n2
/dev/nvme2n3
/dev/nvme2n4

SN

021648023072
021648023072
021648023072
021648023072
021648023151
021648023151
021648023151
021648023151

MODEL

NetApp
NetApp
NetApp
NetApp
NetApp
NetApp
NetApp
NetApp

E-Series
E-Series
E-Series
E-Series
E-Series
E-Series
E-Series
E-Series

NAMESPACE

10
11
12
13
10
11
12
13
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5 (Column) Bl
rJ—pKj J—RAIERD 2 DDER THEHRINE T,

* Tnvmel ] IFa>brO—ZA%FKL. [nvme2
JEa>yrO0—>BEXRLET

* KA MAD S B-Aai R FIE 'n1'n2 &
SICRESNTUVEIT ZDXRTIE. NS5 DA
FHAArrO—FAICKLT1E. OYbO—
ZBICXLT1E #OIRLEASIATVWES

(R— L AR—Z] Namespace F)ICId—LZAR—XID (NSID) A
RREINFT, hF. A ML= 7 LA AITERH
EINBHAIFTT,

KD TRILFINZ -l ] OEATIE. BEETNTI/SXZD prio DIEIX 50 . RBEILINTULAEL/NID prio D
fEI% 10 T,

Linux ZARL—F 4 YIS RTLIF. TRTF—R2R=T70F7471 ERRSNTNZATIL—=FICI0 #IL—TF
4200l TRF—=BR =% ERRINENRTIN—FETcAINA—N—IFEBTETET,

eui.00001bc7593b7£500a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw
|-+- policy='service-time 0' prio=50 status=active
| "= #:#:#:4 nvmelnl 259:5 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

= #:#:4#:# nvme2nl 259:9 active ready running

eui.00001bc7593b7f5f00a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw
|-+- policy='service-time 0' prio=0 status=enabled
| "= #:#:#4:4 nvmelnl 259:5 failed faulty running
"—+- policy='service-time 0' prio=10 status=active

= #:#:#:#4 nvme2nl 259:9 active ready running

RiEIER Bz

'policy="service-time 0' prio=50 status=active ZDFTEXRDITIE. NSIDHB10 DR—LANR—Z
nvmein1 HY. prio DfEH 50 T [ tatus | DFEH T
active ]| ONXATREILINTVWBRZZRLTULE
ER

CDXR—LAR—RFOA> rO—-FAICFAEINT
WEd
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RiEIER =EA

'policy="service-time 0' prio=10 status=enabled CDTIE. BEIZERE 10D T T —ILA—/IN—INAZR
LTWETY, prio DfEIX 10 T. 'tatus' DfEIE T
enabled ] T9o CD/NADRK—LAR—RIZIE. C
DEFETIE /O IFEE TN TV EE Ao

CDHR—LAR—R|FA>rO-5BICAFAESINT
WE9d

'policy="service-time 0' prio=0 status=enabled COFTIE. O rO—S AP T—FrLTWVWBRYE
EO. BRBZ3FAHLSD ITILFNZR -1 HAOZER
LTWET, ZEIZER 10 AD/NXIE T failed faulty
running | ERNSNET, prio DIEIF O T, T
tatus | DfEIE [ enabled 1 TY,

'policy="service-time 0' prio=10 status=active Mactive | /NZAH Thvme2 | #BBLTLWB7=5H.

CONATOYbO—SBICIIODEREINTVE
.3—

E> ) — XLinuxD¥)IEENVMe T /N1 X2 —4 v f FHDNVMe R
)2 —LADT7 21X (NVMe over RoCE)

FRALTWS 0SS (BLXUILERVYILFNRAR) ICEDOWVWT, TNAMREZ—=45y MIER
EXENB 0 ZRETITE,

RHEL 8. RHEL 9. SLES 15D 5. /OlELinux kX ;Z & > TYIEENVMe T N1 XX —47y MMIEmE SN E
To RRAMIIFZSOE—7 Y bHE—DOYIETNA R LTRERIN. EOYIRNRIERA T« T D NVMe
RIULFNRBERETEEEINE T,

)32 NVMe 7 /N1 XZ 110 Z—4y T

DY IADIIOERITTBRI B LET /dev/disk/by-id/nvme-eui. [uuid#] ¥IENVMeT /N1 R
DINRICEEEF T DD TIEHR L /dev/nvme [subsys#]n[id#le CNO2DDIFFABIDOY > 7 1E. XD
NYRZEALTHEERETEEY,

# 1s /dev/disk/by-id/ -1
lrwxrwxrwx 1 root root 13 Oct 18 15:14 nvme-
eui.0000320£f5¢cad32cf00a0980000af4112 -> ../../nvmelOnl

/OIXICERITENET /dev/disk/by-id/nvme-eui. [uuid#] BFEINET
/dev/nvme [subsys#]n[id#] CDIAYTF TlE. FA T4 TDNVMeTILF/INZARE ZFERALT. 2D
TIZTRTONZDMRIEIE ST

INRAERTRTBICIE. ROOATVREETLED,
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# nvme list-subsys

B

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:5700.600a098000a52250000000058%aa8a6
\

+- nvmeO rdma traddr=192.4.21.131 trsvcid=4420 live
+- nvmel rdma traddr=192.4.22.141 trsvcid=4420 live

M'nvme list-subsys | AX Y RICHR—LZAR—IATNARAERET D L. TDR—LAR—IAAD/NZIZET
ZEMBERMNMEHINE T,

# nvme list-subsys /dev/nvmeOnl
nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000af44620000000058d5dd96
\
+- nvmeO rdma traddr=192.168.130.101 trsvcid=4420 live non-optimized
+- nvmel rdma traddr=192.168.131.101 trsvcid=4420 live non-optimized
+- nvme2 rdma traddr=192.168.130.102 trsvcid=4420 live optimized
+- nvme3 rdma traddr=192.168.131.102 trsvcid=4420 live optimized

7. multipath AV RZEFRALT. XA T4 772 AINA—N—DNRBEHROIERRTEZE T,

#multipath -11

() AxEHEETTBICE. fetcmultipath.conf TRO & 5 ICRET ZAENBD £ 7,

defaults {

enable foreign nvme

() CHIZRHEL10 TEEMELAC A0 E ¥, RHELO LIFIH £ U SLES 16 LIS CRIfEL %7

H 6
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eui.0000a0335c05d57a00a0980000a5229d [nvme] :nvmeOn9 NVMe, Netapp E-

Series, 08520001

size=4194304 features='n/a' hwhandler='ANA' wp=rw
|-+- policy='n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized

live

"—4+- policy='n/a' prio-10 status=non-optimized

"= 0:1:1 nvmeOclnl 0:0 n/a non-optimized live

ES)—XTT 704 RT L%Z1ERXT % - Linux SLES 12

(NVMe over RoCE)

SLES12Tld. R—LRAR=RIZT 7AWV AT LZIER L. €DT 7ML AT L%Z

NV ERLETS,
FIE

1. Tmultipath -l 1 <> K%EFTTL T '/dev/imapper/dm' T/N1 XD X M EBIFLET

# multipath -11

COOAXRVERDIER. Td191 & Td-161 D2 DDTFTNAADBRTINET,

eui.00001£ffe5a94££8500a0980000af4444

dm-19 NVME,NetApp E-Series

size=10G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0' prio=50
| |— #:#:#:# nvmeOnl9 259:19 active
| "= #:#:#:# nvmelnl9 259:115 active
"—+- policy='service-time 0' prio=10

|- #:#:#:# nvme2nl9 259:51 active

- #:#:4:# nvme3nl9 259:83 active
eui.00001fd25a94fef000a0980000af4444

status=active

ready running

ready running
status=enabled

ready running

ready running

dm-16 NVME, NetApp E-Series

size=16G features='l queue if no path' hwhandler='0' wp=rw

| -+- policy='service-time 0' prio=50
| |- #:#:#:# nvmeOnlé 259:16 active
| "= #:#:#:# nvmelnl6 259:112 active
"—+- policy='service-time 0' prio=10
|- #:#:#:# nvme2nl6 259:48 active
= #:#:#:# nvme3nle 259:80 active

status=active
ready running
ready running
status=enabled
ready running

ready running

2. & /devimapper/eui'device D/N—T 4 > I VNCT 7MLV AT LZIERL £,

T7ANS AT LOERFEIF BIRLIET 7 AV AT LICE>TEBRD ET, ORI 'extd 771

W SRTLZERT 2R EZRLTVEY
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# mkfs.ext4d /dev/mapper/dm-19
mke2fs 1.42.11 (09-Jul-2014)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97£987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

B FHLWTNAREIT YRGBT AINA%EERLE T,
# mkdir /mnt/ext4d

4 FNAREITIVRLET,

# mount /dev/mapper/eui.00001ffe5a94ff8500a0980000af4444 /mnt/ext4d

EV)—XTI7714IYRT L% {ERK T B - Linux RHEL 8
. RHEL 9. RHEL 10. SLES 15. SLES 16 (NVMe over
RoCE)

RHEL 8. RHEL 9. RHEL 10. SLES 15. SLES 16 Di5&. *1 7+« 7 nvme T/N\1 X

FICT 7N RTLZEHR L. EDTF7AIN AT LZIDT 2 MLET,

Flig
1. #R1TL 9 multipath -11 AYY RZFEAL T NVMeTNA ROV R M ERFRTETE Y,

# multipath -11

CHOOAXVROFERZFEALT. EETSZT/NAAERERTETEXT /dev/disk/by-id/nvme-
eui. [uuid#] B. KRDBITIEZ. TNHDICEDET /dev/disc/by-id/nvme-
eui.000082dd5c05d39300a0980000a52225,
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eui.000082dd5c05d39300a0980000a52225 [nvme] :nvmeOn6 NVMe, NetApp E-
Series, 08520000
size=4194304 features='n/a' hwhandler='ANA' wp=rw
|-+- policy='n/a' prio=50 status=optimized
| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live
| -+- policy='n/a' prio=50 status=optimized
| "= 0:1:1 nvmeOclnl 0:0 n/a optimized live
| -+- policy='n/a' prio=10 status=non-optimized
| "= 0:2:1 nvmeOc2nl 0:0 n/a non-optimized live
‘—+- policy='n/a' prio=10 status=non-optimized
"= 0:3:1 nvmeOc3nl 0:0 n/a non-optimized live

2. B ERAL T BONVMeT N1 ZBEDON—FT 4> a il T 7ML AT LZERLET
/dev/disk/by-id/nvme-eui. [id#]o

T7ANY AT LOERFEIF BRUIET 7 AN AT LICE>TEBED ET, OIS 'extd 771
W DRT LT 2 HEZRLTVEY

# mkfs.extd /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
mke2fs 1.42.11 (22-0ct-2019)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

B HLWTINAREI IV RTBTAINEEERLET,

# mkdir /mnt/extd

4 FNAR=ZIIVMLFET,

# mount /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
/mnt/ext4
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E> ) —ZX-LINUXTDRANTDODRANL—T7 012 XDOEESR
(NVMe over RoCE)
Z—=LAR—RAEFERTZHIC. FRAMDPR—LAR=RICH L TT—RDFHAED &
EZINATERTCTRexERLET,
VESE% BAMA T BRNIC
RDHDHHZ - #HRBLET,

C TF7AINSRATLTI A=y hENT=. FIEETI NI —LRAR—Z,

FIE
1. RRART, 1 2UEDT 70N T RVDITY bRAV MZOE—LET,

2. 77N ETTDT 4 A7 LEDRD T #IILRICAE—LF T,

3. TIFF] OXYR%EZEFLT. ABE—LET7 701 E2TTO 7 7ML EER L F T,
ETH%

- L7770l 7 # L2 ZHIBRLET,

E> 1) — Z- Linux CONVMe over RoCEI&F D0 %

ZDOR—TDPDF #&ERK L TEIRIL. RDT—2 > — b %Z{ERH L T NVMe over RoCE
ARL—=C0BRBHRESERCEIET, COBRIE. 7TOEDaZ VIR I0%ETY
BERICHEICRED T,

EiEe ~AROY
BEEES RO TIE. 1 DUEDERR M EY T X F AICEEES L £9 SANtricity 0S 11.50 1) 1) —2X
TlE. ROEDESIC. BRAMDSHITOZRFLAY FO—SAQOE—OFEGEHA Y R—FENET, CDE

BT BRAMD—HDHCA (RRXSFyvRILTRTER) R— bz, FEHFZDE V-3 bO—FR
—heRALCHTRY b (FELHS—FD HCAR—F RO TRy k) ICERETZIHENHD X7,
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Host 1 Host 1 Host 2 Host 2
HCA Port 1 HCA Port 2 HCA Port 1 HCA Port 2

Controller 1 Controller 1 Controller 2 Controller 2
Host port 1 Host port 2 Host port 1 Host port 2

COEGZEFBLIFAELT. RO 4 D20y hT—IH5 Ty bHHDFT,

*HITXYy b1 IARAMTOHCAR—RM1 O FO—F 1 DRI MR—K1
*HITRYE2 I RAMITOHCAR—F 22> O—F 2 DHRZR—K 1
*HITXRYE3 IARAM2OHCAR—R1 O bO—F1DKRAMR—F2
cHITRY R4 IRZAR2DHCAR—F 22 FO—5 2 DRI RR—FK 2

2y FESE NROY

7770y bROSTIE. 1 DULEDRA Yy FEFBHALEFT. 2B LTI "NetApp Interoperability
Matrix Tool THEFETE £9" ZBRLTIIEEL,
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Host 1, HCA Port1 Host 1, HCAPort2 Host2, HCAPort1 Host2, HCA Port2

TTIRTIT .
EEEE EEEE Switch

e

Controller 1 Controller 1 Controller 2 Controller 2
host port 1 hostport2  host port1 host port 2

R ~EAF
BERAMDAZI—2 NON 2% E L CEERELE T,
R MR— MESE VIR T7AZII—42DO NQN

RS (1Z>xT—%) 1.

KA (#1Z>1T—4) 2.

~2—/rv ~ NQN
ZARL—=SFLADE—4y ~ NQN #3882 L £ T,

TL1% 2 —4"w ~ NQN
ZLsayrO—5 (=47 w k)
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2—/7vw ~ NQN
7LAHR—FTEREYT S NQN 25383 L £ 9

Ly bO—35 (=4 k) R— MER NQN
a>bcO—Z>ADKR—F1

> bO—>BOAR—K1
a>bO—ZADKR—F2

NYEYIRZ M
()  RyEYIRRMEET—sTO—RIERENET,

IvEYIRA MG

RAMOS BT
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