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VMware vSphere ESXi /\- /N—/\- ' — 6.7U2
NetApp VAAI Plug-in for ESXi 1.1.2

9.6

NetApp VSC

FlexPod T X L 24 — 7 )LIEHHER
COBBRIEIE. RORERICRITEISICT—TILEGEINTUVWED,

= Nnnw

CORIF. VT 7L Y RGEEDT — T IIVEERZE R L TVWE T,

Cisco Nexus
31108PCV A
Cisca Nexis
31108PCV B
HNERAIINESY  wymnas
Was i - TR =
. Eég e J g lIIIIIlIIl” o ~
C220M5 A o®  — |
 (ssssessesass W
| w— T e T Lo £
T W S T =
Ciseo UCS - f
czz‘:mss I_ _&’:??:h'."""} (sussnmssm ] -
= W._*..-- o =

ZRDFEIC. Cisco Nexus 21w F 31108PCV-A D —JI)LEGIBERERLE T
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O—AILTNT R O—AIEKR—k DE—FFTNTR JE—FrR—F

Cisco Nexus X1 v F Eth1/1 NetApp AFF C190 X kL e0c
31108PC-V A —>rarrO—>A

Eth1/2 NetApp AFF C190 X kL e0Oc
—>a>vkO—5>8B

Eth1/3 CiscoUCS C220C <~!)  MLOMO
— 22y RFOYY—
NA

Eth1/4 CiscoUCS C220C ')  MLOMO
— XXV RTFAVY—
N\ B

Eth1/5 CiscoUCS C220C ') MLOM1
— 2”2y R7FOYY—
NA

Eth1/6 CiscoUCS C220C ~!) MLOM1
— X272y RF7OVH—
N\ B

Eth1/25 Cisco Nexus X v F Eth1/25
31108PC-V B

Eth1/26 Cisco Nexus X v F Eth1/26
31108PC-V B

Eth1/33 NetApp AFF C190 X kL eOM
—>aryrO—3A

Eth1/34 CiscoUCS C220C ~1J  CIMC (FEX135/1/25)
— AR RFOYY—
JNA

ZDFKIE. Cisco Nexus X v F 31108PCV-B O — J)LIEHGIEREZRLTVWET
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O—AILTNT R O—AIEKR—k

Cisco Nexus X1 v F Eth1/1
31108PC-V B

Eth1/2

Eth1/3

Eth1/4

Eth1/5

Eth1/6

Eth1/25

Eth1/26

Eth1/33

Eth1/34

RDFIZ. NetAppAFF C190 A hL—o Oy hO—5

O—AILTFNA X O—AIIER—F
NetApp AFF C190 X kL €0a

—oarhcO—7A
eOb
elc

eOd

eOM

DE—FFNTR

NetApp AFF C190 X ~ L
—vayvhO—-3A

NetApp AFF C190 X ~ L
—> > +O0—>8B

CiscoUCs c220C >1)
—XZ2RZRT7OVH—
INA

CiscoUCSsS c220C >1)
—XZ2RZR7OVH—
/NB

CiscoUCSsS c220C =)
—XZ2ZR7OVH—
INA

CiscoUCS Cc220C 1)
—XRZARF7OVY—
/NB

Cisco Nexus X1 v F
31108 A

Cisco Nexus X v F
31108 A

NetApp AFF C190 X k L
-2y hO—5B
CiscoUCS C220C > 1)
—XZXZvR7OVHY—
/\ B

JE—FrR—F
eOd

eOd

MLOM2

MLOM2

MLOMS3

MLOMS3

Eth1/25

Eth1/26

eOM

CIMC ( FEX135/1/26 )

ADT—TIEEBREZTLEY

JE—FTNAIR

NetApp AFF C190 X kL
-2 hO—72 B
NetApp AFF C190 X ~ L
- hO—> B
Cisco Nexus X1 v F
31108PC-V A

Cisco Nexus X1 v F
31108PC-V B

Cisco Nexus X1 v F
31108PC-V A

JE—FrR—F
ela

eOb

Eth1/1

Eth1/1

Eth1/33

CDFRIE. NetAppAFFC190 R L —2 0> bO—F5 B O —JILEGBERERLTUVET
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O—AILTNT R O—AIEKR—k DE—FFTNTR JE—FrR—F

NetApp AFF C190 X kL e0a NetApp AFF C190 X kL e0a
-2y hO—5B -y rO—5A
e0b NetApp AFF C190 X kL eOb
—JayrO—3A
elc Cisco Nexus X1 v F Eth1/2
31108PC-V A
e0d Cisco Nexus X v F Eth1/2
31108PC-V B
eOM Cisco Nexus X v F Eth1/33
31108PC-V B
EAFIE
B

CORFaXYITIEF ZELBARMCESAUAMZ{HEX 7= FlexPod Express & X7 LD
BRICOWTEHLLFHRBALEY, CONEMZRIRTZHIC. EFIETREI DI
A= bZAVR—RMAFEIEOAVR— B EHUETREZIE. CORF
AXYMTFOEDS I ZVFENTVWR 2803y 7y A NL—2O> b AO—5
. A rO—Z A FO—5 B THEAMNINET, RAYFAECRAIYFBIX
Cisco Nexus X1 v FDR7=ZXRLET,

Fleo CORFAAYETIE FBHOD CiscoUCS KRR b Z2T7AOED 3=V JT3FIRICOVTHEHRAL X
o CNHDRRAMF H—=/NA H—NBHBEL LTERENENET,

RIBICEEITZERERT Y SICEDZIMVEBELRH D ERIHIC. ATV REED—EB LT N\
<text>> | WRIREINZET, lvlancreate ] AY > RICDOWTIE. XOFIEBB LTIV,

Controller0l1> network port vlan create —node <<var nodeA>> -vlan-name
<<var_ vlan-name>>

ARF a2 X2 MTIE. FlexPod Express IRIEZ ERICHBR T D HEICDOWTEHALEY, Co/O€XT
IE. SEIFLFIET. BEFEEBOMEBFA. P7RLA. LU VLAN ((RFEELAN) XF¥—L%EAN
FTRIUREDLHDET, RDKRIC. COHARTHBTDLSIC. EAICHKHERVLIAN ZRLET, CDT—
T, BEOH A FEHICETVWTER L. RFa XY FOREFIEZRETZ-OICEATEET,

AMADAVNYREBVLAN E 7T RATNY RER VLAN 2EA T 2581, FN50MIC
() LAv3L—rERTEEENBOET, CORIETE. HEDEE VIAN ZERLEL
TCO
VLAN % VLAN OB/ VLAN ID

&E1E VLAN BB A—TJ 1 RE 3437 vSwitch0
@ VLAN
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VLAN % VLAN O EH VLAN ID

NFS VLAN NFS > 74w OHD 3438 vSwitchO
VLAN

VMware vMotion VLAN HAYPIERZ EH SR 3441 vSwitch0

MRRR R EADRIE<T S
> (VM) O%EAICHE
E N7z VLAN

VM k374w 2 VLAN VM T7FUr—>3> b3 3442 vSwitchO

74 v IFHEDVLAN

iSCSI-A VLAN 7771w ADiSCSI 3439 iScsiBootvSwitch

> 71w VLAN

iSCSI-B VLAN 7771w B®iSCSI 3440 iScsiBootvSwitch

b7« v PR VLAN

#4147+ 7 VLAN RIBLITL—LHEID 2

HTsNTW3 VLAN

VLAN &5 &. FlexPod Express DFRELETHEIZAD £9, VLAN (& T <<var_xxxx_vlan>> | I
F9, MxxxxJ I&VLAN OEH (iSCSI-AZY) TY,

C DIREETYER S5 vSwitch (&2 DT,

RDFTIC, BERE vSwitch ZRLE T,

vSwitch D% #i TOT4TRBTHAT R—Fbk MTU B
X
vSwitch0 vmnic2 . vmnic4  F7#JLk (120) 9. 000 P /AW alcES L
7oIl—k
iScsiBootvSwitch vmnic3 . vmnich 7_—7 z—)l/ |\ ( 120 ) 9 . 000 %{%ﬁ@fﬁ?@iﬁ— ]\

®

ID ICEDW)L—
Bo

O—RNSZOIYIDIPNYSaARTIE. RE2T04vT (E—RAY) R—rFvXRIT
SRC-DST-IP EtherChannel #9288 R 23YPIBX 1 v F = BYICERET Z2HELHD
To RAAVFDHRE I K DFEHRDMHENICHBIINZIBEIF. R— b FYRILEBED LS
TN a—Ta>T%{T5R. Cisco A1 Y FLED2 DOBEESTZ Ty SV IR—FrDWTG
nhHz=—ICT vy 47> LT ESXi B vmkernel R— FADBEEZJVIMT7LET,

KDOERIC. ERREIND VMware VM ZRL 9,

VM BIE g K2 R4
VMware vCenter Server DZ1RE= EHE L FlexPod - VCSA
Virtual Storage Console D& Flexpo-VSC

Cisco Nexus 31108PC-V D& A

CDtU 3> TIE. FlexPod Express IRIETER T % Cisco Nexus 33108PC-V X
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W FOWBRICDOWTEELCEHBAL £9
Cisco Nexus 31108PC-V X v FOFEHAt Y k7 v/

RDFIETIE. FlexPod Express DEARIZIRE THEA T 5 & 5 1C Cisco Nexus 21V FZERET D AEICDW
TEHEAL £9,

@ COFIEIF. NX-0S YT k71 —2 7.003)i7(6) £E(TF 3 Cisco Nexus 31108PC-V
ZERALTWAZeZzAEIRRELTWVWETD,

1. 24y FOAVY —ILR— b Z2RPIZT— ML TER T S L. Cisco NX-0S v k7 v THBEEINICH
RENE T, COVEIERTIE. X1 vFH. mgmt0 7 > &2 —T =1 AE. H £ Secure Shell (
SSH) tY h 7Yy FTREDERNBREZITVET,

2. FlexPod Express B Y b7 —Jld. SEIEFHRAETERTEET, 31108PC-V X1 v F D mgmt0
AV B—T I AEBEOEER Y hT— IS T3 H. 31108PC-V X+ v FD mgmt0 o > X —
TTARENYIY—NY I TERIBDECHTEEXY, 2L CDUVUIE. SSH ST wI%i
EONPBERT7 IV XICIFFERETET £t A

@ CDEAHA RTIE. FlexPod Express Cisco Nexus 31108PC-V X1 v F % BIfZzDEE X
v I\U_OL:%%%L/&@_O

3. Cisco Nexus 31108PC-V X1 v FHEHRE T BICIF. RAMTVvFOEEZAICL. EEDOERICEWVED,
CCTlE. MADRA Yy FOHMEREY b7 v TERLET, XMy FEBDBHRICOVTIE. BEYIARMEIC
BIHITLLET L,
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 31108PC-V-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n
Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:

<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

9,

Would you like to edit the configuration? (y
es/no) [n]: n

- TDB. COREZEATEINESIHZEER T A vE—IBRREIN. ®REFELE T, TDIHEIE.
1 EABLZET,

Use this configuration and save it? (yes/no) [y]: Enter

- REDBENKRT SN, BETIDESHOHERZRODOSNE T, REDELWSEIZ. Tny CASL

My
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6. Cisco Nexus X1 vF BICDWT. COFEEZEDRLET

BEGHKEZEMCLEY

BIOREA TS a3 >ZRM T BICIE. Cisco NX-OS THEDSERIEEEE 1 X—JILICT ZHRELH D &
Jo CiscoNexus R1YFABLUVRAMYF B CEUYLGKEZEMICTSICIE. AWK (configt) ZfE
BHLTERE—RICUIDEZ, XOOATY Y RERITLET,

feature interface-vlan
feature lacp
feature vpc

R— b F¥RILDTITAILEDO—RNSIS VT Ny aTlE V—REBKUVTRT 4 %—
2avDIP7RLRAEZFALT. R— b FyRILDA VR —T A ALEOO— RNV Y
C) JT7INAVILEZRELET. Ny2aZI)dUVXLICY—XBELUVTATAHZ—=23> D IP
TRLAUNMIBT—2%RMETEZIIET. R=FFYRILDXAN—2EAD L DEERDO
— KRNSOV IERBTEE T, BILEALS. V—IXBLUVTRXTX—>3 2D TCP R
—rZENYaTILOdUILISEMTRZ R HERELET,

BE—FK (configt) 5XXDITV RK%ZASIL. CiscoNexus Z1vFA LA vF BDITO—/NILR
— b, FYXILO—RNST OO VITREEZTVET,

port-channel load-balance src-dst ip-l4port

JO=NILZANZ>IV)—EKZELET

CiscoNexus 75w b7 #—LTld. TVwIPT7oa7S50REFINZIFH LV REKEEZFERLE T, TV
wIOToaT7IVRE ANZOY) =TI TdVILEZEZITLTVWEWTNA R TT—E2 NS T 1 v I DEL
EZEETAEAE) IR EDMDY T NI TEENSRETIDICKRILEET, R—hF. IV k7
#—LICIHEC T, Ry RT—=0R T ylHBREDODWVWL DHDREDVWITNMNCERBETEF 9,

IRTDOR= DT TN I TRY FT—=IR—bEARBRENB LS. TVYIPTLaT7SVRERET S
CEEHRELET, CORTEICED. Xy FT—IBEBERIER—MOREZHRIT B LICHRDET, F
foo RBRIOTYOR—b, TVwI72aT7 S50 ABENBHICHE > TLBVRAN-RE, RD—RKRH
BBRIZ—BRIINET, Efew ANZVIVI—TTOVITBR— bOBEDDVDBTELVAD. £
DR—bZ2TOVvITEIENRET. TIHIEDR-—FORETRY hT—I2KOREMZEZHZ N
TEEY,

=N A= PYyTVVIRAyFZEMTBEEIF. ANZVTY ) —DOREIHODEREZTh -
TLREEW, EBMYBEHD TV v S 722750 X2 R—ELTLWRWEEIIFITIENBRETT, 0D
EOBIBERIE. R—bE2T7 I T4 TICTBDICR— A TOEENUEBICHRZ DB T,

Bridge Protocol Data Unit (BPDU; ') w2 7O RJILTF—221=wv k) A=K, BIOREL VLT
TIAIETITYISR—bFTAR—TIIIHB>TVWET, XY M T—TJRDIN—TFZ[IET Z7HIC. ZDA
VR —T T4 RALETBPDUBRIDRA v FHSREINLIFZE. COMEIIR— b2 vy FEUVLFE
ER

Cisco Nexus 21 v FABLUVRXAYF B T, BEE—R (configt) N"SRDIYY RZEETL. 77+
IWEDR—=FZATPBPDU H—RREDTIAILEDANZ VT Y ) —F T a3 0zHRELEFT,
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spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
ntp server <<var ntp ip>> use-vrf management

ntp master 3

VLAN ZE&EL &Y

VLAN OEL2ZR— cZEMICHRETDFIC. LAV 2VLAN ZXA v F LICEETIARERHDFT, F
7=« VLAN IC&BIZFITTHL<E. SBO NS TN a—FTo 0 #BBICITS5 e TEET,

BEE—F (configt) "5XxDIOY Y F%ZXEITL. CiscoNexus 1Y FALRAYFBDLAY 2
VLAN ZE& L CEREAL £ 95

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

TOEZAR— b EEER—- FOHBERELET

L% 2VLAN IC&FIZEID HTRIHEERARIC. IRTOIUE—T A XCHRAEEKET D . 7OEY
AT T TNa—FTa VI OmMAICRIEE S,

BAALvFDEEE—R (configt) D5, FlexPod Express D AIRIRIERICEAT 5 RDAR— FEHBAZE AL
9,

Cisco Nexus X7 wvF A
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

AFF C190-A eOc

AFF C190-B eOc

UCS-Server-A:

UCS-Server-B:

UCS-Server-A:

UCS-Server-B:

vPC peer-1link

vPC peer-link

MLOM port 0

MLOM port O

MLOM port 1

MLOM port 1

31108PC-V-B

31108PC-V-B

AFF C190-A eOM

UCS Server A:

Cisco Nexus X7 F B

22

int ethl/1

CIMC

description AFF C190-A e0d

int ethl/2

description AFF C190-B e0d

int ethl/3

vSwitchO

vSwitchO

iScsiBootvSwitch

iScsiBootvSwitch

1/25

1/26

description UCS-Server-A: MLOM port 2 vSwitchO

int ethl/4

description UCS-Server-B: MLOM port 2 vSwitchO

int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

UCS-Server-A: MLOM port 3 iScsiBootvSwitch

UCS-Server-B: MLOM port 3 iScsiBootvSwitch

vPC peer-link 31108PC-V-A 1/25

vPC peer-link 31108PC-V-A 1/26

AFF C190-B e0OM

UCS Server B:

CIMC



F—NELVR L —VOEEBA VR —T A AZRELEFT

P—NEXARL—CDBEBA VX —T 14 ATERET S VLAN (F. BFE. £556H 1 D711 T, #FD71
H, BEBEAVA—T A AR— b ET7IEIR—PFELTEELEFT,. FEXMTYFOEE VLAN ZE&H L.
ZANZT V)= R—= A THETYIICEBELE T,

B E— R (configt) SXODIATYREZANL. H—NERXAFL—COmADEEA VX —T 214 ADR
— rREEITVWET,

Cisco Nexus X7vF A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Cisco Nexus X1vF B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

RER— b FrvRILOITO-NILREZRTLET

RER—brFvx)L (VPC) ZEATD L. 2 DDEAS Cisco Nexus X1 v FICHIBRICER NS >
%, 3BBDTNA RN TERIE—DR— b FyrRILELTEBTEEXT, SBEBDOT N RICIE. X1 v
F. =N FIFZFOMORY FT—OFTNA X%EFERTEET, WPCIELAV2IILFNIERHELE
To CHUCED., BIHBEEEPL, /— RETERONSLILNZRZEBRICL. KBENINEFEETZHEIEH
74y PEO—RNSUOVTTEBIET. TEMEZEBRTETET,

VPC ICIZRDF =D B D £

A DDTNARAD2DDT7YTRAMN)—LTNAABTR— b FvRILEFERATETSZLIICTS
s ZANZVgVI—=OralOTOy VR— OB

=TT U—bROCERHTS

* FRAUEAIRTOT Yy T YV IEERZERT 3
CUYIERLERETNAZOVWTNNNIEENRELLHZBRIC. @BRIAVN—2 VR Z/ELET
DI LANILOMEEEZRELEY

* BUAMORREXELEY
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VPC #ge% IF L < #BES B B 1CIE. 2 DD Cisco Nexus X1 v FREITWLW DA DALY b7y THE1TS
MERHBDEXRT, Ny I Y—=NvID mgmt0 B ZFERT3H8IF. 1V F—T A1 RICEERSNETRL
2=MEBAL. T ping \<switch_a/B_mgmt0_ip_addr>vrf’ management <Y > RZFEHALTENSDT KL X

T

BENFAIETHS 2R LE T,

BEE—F (configt) "SXDIATY RZETL. MADIRAYyFDOVvPC /O—NILERZHRELFT,

Cisco Nexus X7 wvF A

vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmt0O ip addr>> source
<<switch A mgmtO ip addr>> vrf
management
peer-switch
peer—-gateway
auto-recovery
delay restore 150
ip arp synchronize
int ethl/25-26
channel-group 10 mode active
int PolO
description vPC peer-1link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Cisco Nexus X1 v F B

24



vpc domain 1

peer-switch

role priority 20

peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

delay-restore 150

ip arp synchronize

int ethl/25-26

channel-group 10 mode active
int PolO0

description vPC peer-1link

switchport

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link
no shut
exit

copy run start

ARL—IR—bFrRILEZRELET

Zw b7y FREL—=2OY O—5TIE. Link Aggregation Control Protocol (LACP) Z#ERLTHRw k
V=TI T47 I POT47HERTEEY, LACP 3. XAy FRTXI>I—>a>yeaXx>yJ/omA
11578, LACP DFERZHELET, Xy FT7—2IFVPC BICKRESINTWVWS=H. A RL—UH 50
TOTA4T I 7771 THEGERREICLT. IAOYIER M v FICERTETEFd, Fa>FO—-FICE. X
ATYFADIIIN2DHBDET, 7L 4 DDV IIFIRTEL VWPC AV E—T A RTIL—T (
ifgrp) ICBLEY,

BERE—R (configt) NOFRAwFTRNDIAIY RERTL. BLD1>R—T 14X, NetApp AFF
Ay hA—ZICERINIER—bDR—FF Yy RILBHRZRELE T,

1. 24y FABLUVRAMYyFB TROAT Y REZRITLT. XA L= MO—F ADKR—FFvRIL
EERELET,
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2 Z4YFALRAYFBTROOAIVRZETLT, A L= O—5 BOR—FF Y RIL%EH
ELEI,

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

Y- N\ERERELET

Cisco UCS H—/NICIF 4 R— FDIREA > H—T T4 71— K VIC1457 B’H D, iSCSI Z{EMA L 7c ESXi 7
RL=FTAVIIRTLDT =2 ST 4w I ELVT—MIERINET, NS5OV E—T 1 RIFE
WCTZANA—N=FBLIIRESNTVBcH, B—U VI EOREEINEMENE T, CN5DY
VORBEBDIAAYFICHMEIEEZIET, B3Ry FHRLUMFLELIIGETOY —NDOERZMET S
CENTEZET,

BWE—F (configt) "SXDIOATY FZETL. EV—NIIERINTA > E2—T 21 ADKR— FREZ
TWET,
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Cisco Nexus X-'vF A . Cisco UCS #—/\ A ¥ Cisco UCS t/—/\ B O

int ethl/5

switchport mode trunk

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Cisco Nexus X-1'vF B . CiscoUCS H—/\ A & XU Cisco UCS tH—/\ B DL

int ethl/6

switchport mode trunk

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

B—NR—bFrRILZRELET

A VFABLUVRAMIYFBTROOAY > RZERITLT. Y—NADR—FFrXILEZERELE T,
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int ethl/3
channel-group 13 mode active
int Pol3
description vPC to Server-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 13
no shut

ZAYFABLUVRAMIYFBTROOAY R ZRITLT. Y—NBOR—FrFrXILEZERELE T,

int ethl/4
channel-group 14 mode active
int Pol4
description vPC to Server-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 14
no shut

C DEEREIFEETIE MTU 9000 AMEARINTWE LT, 27120, 77— 3 V> OBEHICIN
C) CT. MTUICRIDEZRET D EHTEE T, FlexPod FERERLATHEL MTUEZEREY

BEHEETY, AVAR—RVFEO MTUREDNELLBHWE, Ny RHBEESIN.

NEONTy b ZzBXETIMNENHD. BREDODEEMNBRNT A —T UV RICEELEXT,

C) Cisco UCS " —N\%EBML THRREZILERT D ICIE. FIL<EBMLIEY—N\DP X1y FAEL
UBICEHRINTULWBRRM Yy FR—r2FERALT, LEBOOIT YV REETLET

BEOXY ND—0A4>TSADTYTI)>D

ERRRER R Y R T—20 14> TSI LT, FlexPod BiEZ 7w 1) V0§ B31HD WL DHDAECHEEE
hd b £9, BEFZD Cisco Nexus IRIEN H 551, vPC ZERH L T. FlexPod IRIFEICE £ 5 Cisco
Nexus 31108 R4 W FH2A VT IICTv TV TBR = HELET, HDEISIHLE T, 10GbE 1> 7 T2
REDIFEIE 10GE 7y 1) >, 1GbE A > 7 FBREDIHBEIE 1GE 7w S Y IhHR— I FE
o FRDFIEZFEARAL T, BEFEOREADT Y U > vPC Z1ERTE X9, REHNTT L5, copy
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CDEI>3>TIE. NetApp AFF X L —JFAFIRICDOWTHEBEL E Y,
Xy b7y ITRML—O> O—7 AFF C190 > —XDERE

NetApp Hardware Universe D&

NetApp Hardware Universe (HWU ) 7Z7U4—> 3 >id HED ONTAP N—2 3 > THR—FENTL
BN—ROTF7IAVR— bV T Oz T7aAVR—R2 bZRELET, ONTAP VT D 7 THREY
R=—FrETNTVBRY R T YTDIRTDR ML =T FSAT7 U RICE T 3BMIBHRERMHELET, £
AYR—> bOE#MEORBRLET,

FRTAN—RIT7IAVR— 2V REY TR T7AVR—FZ M. 4V —)LT B ONTAP D/N—
I THR—FINTWVWBR e ZEELET,

ICT77E2ALET "HWU" S RTLRENA RERRTZT7 IV r—>a>, A bsO—427%=01)v oL
T. ONTAPY I hI T 7DERZN—2a ey TPV TAML—STF7FSA T AOEREEHRERDT
FRCHESEL X9,

Ffold. ARL=—ST7FSAT7YRNCOAYR—2 2 b2 BT BRICIE. ARL—US AT LOLEE S )y
JL%F9,
JY kO—35 AFFC190 > V) — X DEHEER M

2L =Y R T LOYPIEMAIGFR% EHEI 9 121, NetApp Hardware Universe 2B L T 72T W, &
DEIaEBRBLTIIEIL,

s BEHEH
s HR—FETNTWLWBRERI—FK
c AVR—KRER—bEs—=7)L

AbL—=2a>b0O0-75

AFF OOY FO—SOYEBENAREFIEICREVNET "C190" RFa X2k

NetApp ONTAP 9.6
RET—U>—h
Y RTPY TRV T RERITTBRHIC. BRAYZaT7ILHDSEBRT—0 > — MIBHRESLZALTLIETL,

BET—I>—kiE. ONTAP9G6 Y I b7ty b 7w FHA RTAFTEZT,
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J—FRAZRETBICIF. ROFIEZERITLET,

75 22 DFMDIE
<<var_nodeA_mgmt_ip>>

<<var_nodeA _mgmt_mask>> ZfFEAL £
<<var_nodeA_mgmt_gateway>> ZfERAL X7
<<var_nodeA>> #{FERAL XY
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt _mask>> ZFEHL 9
<<var_nodeB_mgmt_gateway>> ZfEHL XY
<<var_nodeB>> Z{FEH L £7
<<var_url_boot_software>> Z B L T ZE L)
\<<var_clustername> Z{ERL £ 9
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>> ZfERA L 9
<<var_clustermgmt_mask>> Z{ERL £ 9
<<var_domain_name>> Z B L T ZE L)
<<var_dns_server ip ZEHAL 9

<<var_ntp_server_ip>>
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Starting AUTOBOOT press Ctrl-C to abort..

SRTLET—FTEBELSICLFET,

autoboot

2. Ctr+C F—ZL TT— b XZa—%ERRLZFT,
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4. Ty CAALTTYTFIL—RZRITLET,

S. Ay AO—RICEATSERY bT—UR—hKIZeOM ZFERL XY,

6. Ty LAALTESICUT—FLET,

7.eOMDIP7RLR XY IRV, BLUVTIAN T — b1 ZENENDBRICATILE T,

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

8. VIrIITZBRETES URLZANLET,

() ping TTHER Web — NEIEET BUBABD £ T
<<var_url boot software>>

9. A—HEHEHANTNTULARWEEIE. Enter F—Z#L X7,

10. y ZADLT FILLAYR =LY T D27 % UBOYT—TERTZT 74 LTER
ELET,

M. Tyl EAALT/—REYT—LLET,

FLWIRIIT7EAVRN=ILTREEIC. BIOS BELUTHTEZA—RDT 7—L
C) DT TV IITL—RABRITIN, UT—PRELTO—X—ATOVTNTELETS
BEEMDHD £9, CNSDIRIEVITONTIIBEE. AT LDZOFIBERRZ LD
DET,
12. Ctri+C F—%MLTT— b XZa—%KRRLE T,
13. Clean Configuration & & T Initialize All Disks DA 7> 3> 4 %3&RL £7,

4. 74 X028l BEZVEY LT FILWIFAILSRATLEAVZAN=ILTBICIE. Tyl &
ABNLZET,

15. Ty EAALT. FTARIEDTRTOT—EEHELE T,

W= 7T V57— bOFEAL EAERICIE. EERISNTWVE T+ AT DEE XA FITIELT

@ 90 DULEDDBIZEN DB D F, WAL TETIBL. A L= RF LNV T—RL
9. SSD DHEALICH' D BEFEITKIBICEEINE T, / —FADT « XU DHIEREH
H. /—FBOREZHITCETET,

J—RAZFEELLTWBEIC. /—FBOREZHBLET

/— R BZHRE

/—RFRBZRETDICIF. ROFIEZEITLET,

1L ZAML—=2« 2RFLOAVY =)L« R—MIERLET, O—4—ADTOV T MHRREINET, o

ELe A= RT LRV T—RIL—FICA>TVWRHEEIF. COXyE—INKRRTINTS Cirl-C
F—ZIRLTEHT—FIL-TZRTLET,
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Starting AUTOBOOT press Ctrl-C to abort..

Ctrl+C F—Z# L TT—rXZa—%ZKRRFLZXT,

autoboot

TOY T EHRREFEINIES. Cirl-C F—Z#RL T,

ONTAP 9.6 T —hLTWBY TR T T7DN—23 > THWESIE. ROFIBICHEH.
@ HLW IOz T7EAVAR—=ILLET, ONTAPIB T — L TWBN— 300

BlEF. 773> 8bLUVyEFBBRLT/ —FRZ)T—FLET, D&, FlE 14 |ITEH
£9,

FLWIRIDZT7ZAVAM=ILTBICIE. T3> 7TAZBRLET

Tyl CAALTTZYyTIL—RERITLET,

AOVO—RICERATZ Ry T —IR—KCZeOM ZERL £

Tyl CEAALTESICUT—FLET,

eOMDIP 7RLR, XY IR, BXUOTIAN M= Iz ZEFNZENDBEFAICATILE T,

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

VIMIIT7ZRETED URLZASNLET,

@ ping ETEER: Web H— NZIEET 3 UELHD £ 3,
<<var_url_boot_software>>

A-HFEDRAANTNTUVWEWGEIE. Enter F—Z#HLE T,

yZANLT FILLKAYRM=ILLEY T Dz T7 % UBEOUT—FTERTSZT 74 MELTER
ELFT,

Tyl CAALT/—RZUT—=bLET,
FLW IR T7ZA VA=) TBRLEEIC. BIOS BLUT7HTE2N—RFDT7— L4
@ DIFPTYTIL—RHAERTEIN, VUI—bAEELTO— A —ATOYFRTELETS

AJREMNH D £T, CNSDIRENTONIHZE. S RXATLNCDFIREELRZ LD
DET,

Ctr+C F—ZI L TT—hrXZa2a—ZRRLFT,

Clean Configuration & & TF Initialize All Disks DA > 3> 4 Z3FRL £,

TA AV ZPHMEL. REZVEYFLT FILWIPAILSRATLZA VA M=ILTBICIE. Ty &



AALET,
16. Ty AHALT. TARILEDTRTOT—EEHELE T,

W—hrT7 U7 — b DOPMEL EAERICIE. RSN TWVWBT 1 RTDBEZA FITIELT
(D) 0sUEPPBEBANBDET. MREARTTEE. XAPL—USRFLAUT— L
£7. SSD OIHHEICHD BRI AIRICERENET,
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o, J=REY TP TRIVTZ2RITLET, COXTITHIE ONTAP9.6 A'/ —RTHIHTT —
FLEEEEICRTEINET,

ONTAP 9.6 Tld. /—REISREDEY b7 Y TFIEND LEBEENTWET, 757X 4+E
C) YTy TIAHF—RZ2ERALTIIRIDRID /) —RZRETITELIICABDELT. F
7=« NetApp ONTAP System Manager (|[H OnCommand ® System Manager ) Z{ER L TY

AR EZRELET,
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

J—ROBEBAVA—T I ADIP7RLAICEELE T,

V522D Ty lE. CLIZFERLTRITIZCHTEEI, CORFaX>h
C) Tl&. System Manager Dty 7w FTHA REFERLIEVSXAZDOEY F 7y FIZDW
TEHHEAL £9,

O TAREZERETBICE. By NTYTHARZIUY I LET,
- U ZRAR%AICIE T\<<var_clustername>> | . |RE T 5T/ — FIZIF T <<var_nodeA>' | & T

\<<var_nodeB>> | ZANILFT, AL—IORTALICERTEZINAT—RFZANLET, VT RER
AN TRAYFLRIZZAA] ZBRLET, VFRER—ASAMEVRZANALET,

- JZAZ. NFS. BKLUV iSCSI DHBES T EV XAZANTEHIELHTEET,
D SREDERFZTRITRT—HAAXAYE—IDNRTEINET, CORT—FIAAXYE—IF, BHDX

T—RRAZYIDEBEZET. COTOCRITIZESHHDET,

XY NI ZRELET



a. [IP Address Range] # 7> 3 > % EREER L £ 9,

b. Cluster Management IP Address 7 «+ —JL R IC T <<var_clustermgmt_ip>> | . Netmask 71 —JL R
IC T\var_clustermgmt_mask>> | Y AZILFT., £ Gateway 71 —JLFIC T
<<var_clustermgmt_gateway>> | Y AJIL &9, FHETSHEPort 714 —JILFD%EFERL. /—FA
D eOM ZEIRLF T

C /—RAD/—FREBEIPHAITTICAAINTVET, /— K BIZlF \<<var_nodeA_mgmt_ip>> Z A
HLET

d. [DNS Domain Name] 7 «+ —JL R{Z T <<var_domain_name>" | ¥ A}JL £ 9, [DNS Server IP
Address] 7« —JL FIZ T\<<var_dns_server ip>> ] Y AL ZET,

() DNSH—RDIP 7 ELRBEEANTE £V,
€. Primary NTP Server 7« —JL FIC 110.63.172.16.2 1 CABLF T,

@ KENTPH—NZANTZHTETFET, [\<<var ntp_server_ip>>1 D IP 7R
L X 110.63.172.16.2 1 |&. Nexus MgmtIP T9,

8. HR—MEREREL XY,

a. AutoSupport N7 7 AT OF OHRERRIBEDHZEIE. 7OF DO URL Z7OF> D URL I
AHILET,

b. 41 RY MBHICERT S SMTP X—I)LIRRFE EX—IL7RLRAEZADLET,

@ BT BICIE. DB EDHARY FMBHNANERET PUBEDHD XTI, LWIFNH DA
BEBERTEET,
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NetApp OnCommand System Manager

| =5 Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your ciuster:

Cluster Metwork Support Surmmary

@ Autosupport @

& Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Metify me through:

SMTP Mall Host Emall Addresses

Email | Separate email addresses with 3

COMMA...

SNMP Trap Host

[] snmP
Syslog Server

[ | syslog

VI ARBENTT LI ZRT X yvE—UNRREINT S, Manage Your Cluster (75 XX DEIR
) ZOUYOILTANL—=C%BRRLETD,



A=V S22 B EMELET

AbL—=2 /) —RER=RISRAZDBENT T LIS AL—J IS XAXDREICECZENTEERT,

IRTDART T4 RV =EMELET
TIAZADIRTDART T4 XAV 2L T BICIE. ROIAX Y FZRITLET,

disk zerospares

FUR—RUTA2 R—bN—=VYF U T ZRELET

1. ucadmin show AY¥ Y R%ZETLT. WEDE—RER—FOWRED XA T=HERLET,

AFF C190::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF C190 A Oc cna target = = online
AFF C190 A 0od cna target = = online
AFF C190 A Oe cna target - - online
AFF C190 A 0f cna target = = online
AFF C190 B Oc cna target = = online
AFF C190 B 0d cna target - - online
AFF C190 B Oe cna target = = online
AFF C190 B 0f cna target - - online

8 entries were displayed.

2. FHEPDOR—FDIREDE—RHARCNATHD., BEDHEA TH target ICRESINTWVWS ZEEERLE
To EO5THWESIF. XOOAY Y REFALTR— NV F T4 EZZTBLET,

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -type target

C) IOV REETIBICE. K- b E2A TSI VICTEIURENHDET. K—bEFT
SAVICTBICIF. ROOAY Y REEFTLET,

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

@ R=bN=VFIVT1ZEBLIIGE. BEZEMCITBICIE. &/ —FzVT—-+93%
BERBHDET,
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BIERE VR —TI A ROLHEEELET
EEREAZ—T MR (LIF) OHFIZEET SICIE ROFIRERTLE T

1. IREDOEBIELIF D& ZRTLET,

network interface show —-vserver <<clustername>>

2. 9 ZREELIF 0%RiZZEELF Y,

network interface rename -vserver <<clustername>> -1if
cluster setup cluster mgmt 1if 1 —newname cluster mgmt

3. J—RBOEELFDLRZZELET,

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF C190 B 1 -newname AFF C190-02 mgmtl

VI AREETHEBIN- L ZRETS

DSRARAEBA VA —T 114 AT auto-revert N X—R2EZH/ELFT,

network interface modify -vserver <<clustername>> -1if cluster mgmt -auto-

revert true

H—EXTOEYHORY b T—DA 2V R—T ARy TPV TLET

& )—ROY—EXFOvHICENIPVA 7RLAZEDYTBICIF. ZOOATYREETLET,

system service-processor network modify —-node <<var nodeA>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
—-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> —-gateway <<var nodeB sp gateway>>

C) H—EX7OLYyHDIPTRLRIG /—REBEIPT7RLIALALY TRy FRICHZIVE
NHOFET,

ONTAP TR ML =T xAIINA—N—%2BMILET

A=z AIIFA—=N—DEMIE>TVWBRIEEHERTBICIE. JTMILA—N—RT7TROIATVR
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ZRITLET,

1. A= T2 AINF—N—DRT—2 A ZHER

storage failover show

@ \<<var_nodeA>>" ¥ \<<var_nodeB>> O AN TA VA —N—%RTTETINELHD £
To /J—RTTAVF—N—%RTTEBZHEIE. ATV T IICEAET,

2220/ —ROEESNTITANA—N—2BMLET,
storage failover modify -node <<var nodeA>> -enabled true
() Tz ruF—i—id BEO/—FTEBICTAR. BHO/ — K TEMICED £ T,

3.2/—RUFREDHA ZT7—3R X =HER

() coFmE /—EN3OUEDISRAICIEERSNEE Ao

cluster ha show

NTWBHEIE. OV ROERTEICRDODX yE—UHRRREINE T,

High Availability Configured: true

SSHAE—RIF2 /—RISRETOIHIBEMILET,

(D J—RNIDULDISREDIFEIF. COOAVYFZRITLABVTLLREEL, 7T
F—N—THEEIRELE T,

cluster ha modify -configured true
Do you want to continue? {yln}: vy

4 NATRASEVTAPEBRINTVWBRERIZ. ATV T6ICERFT, NTTRAISEUTADRES

6. N—RILT7T7IVRAMPELLKERESNTVWR L ZHR L. BBICIELTN—FF—DIP7RLR%

£E

storage failover hwassist show
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I Keep Alive Status: Error: | WS XwtE—2F Wenhody ~cO—ZHN\—FJx

(D TTP7OXAMDERESINTLVAERVWCEERI/N—RITT7T7IRANOX—TT7SA4T 75—
FEN—rF—DORELENSIIEZRLET. N—RIIT7T7IAZHRETBIC
3. ROARV R ZRITLET,

storage failover modify —-hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var nodeA>>
storage failover modify -hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_nodeB>>

ONTAP T ¥ Y RT7L—LMTU JO—RF ¥ IR XA VEERLET

MTU A 9000 DF—AXJO—R* v A M RXAVEERTBICIE. ROAY Y REEFTLET,

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

T7ANEDTO-FFv XA RAAIDET—RR— b ZHIRLET

10GbE DT —ARR— MIKISCSI/NFS b5 T4 v ZICERAINE T, CNSDR—METTHILE R XY
DOHIBRT BZHRENHBD 9. K— b ele & eOf IERINBVED. TTAILEDRXA D SBHHEIRY
BRENBHD E I,

JO—RFF v AL RAAC YD SR—bZHRT BICIE ROOATY RZRTLET,
broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

UTA2 R— b Tl 7 O0—FE%EENICLET

W k7w T TlE. AEBBTNA TR SN TWVWBIITARTO UTA2 R— b To7O—FIHZEEMICTEIEEAN
AT 0T R LTHELEY, 7O0—#HlZENICTSICIE. XROOAY RZERTLET,
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

ONTAP T > Z—TJ A XJ)L—FLACP ZREL £

CDEALTDA2Z—T A XTIN—FIIFEBDA—Y Ry A2 —T A XL LACP ZHR—+9 3
ALY FHRBETT, 2723251 DIDHA RDFIBICEIVTRESNTVS EZRELTLLETS
Lo

I3RZDTOAYTRT, ROFIEZXRTLET,
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

ONTAP TP v Y RT7L—LZRELEFT

Sy URIL—L BEIIMTUNA9. 000 N1 FDTL—L) ZFEARATBLSICONTAP =y hD—0R—
FEERETDICIF. 7FRETILDSEXROAI Y REETLET,

AFF C190::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy
AFF C190::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy

ONTAP T VLAN Z1ER L F T

ONTAP T VLAN Z{ERd B ICIF. XOFIEZETLE T,

1. NFSVLAN R— FZ{ERLL. T—27O—RFRF* ¥ XA MR XA IEMLE 9,

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-

<<var nfs vlan id>>

2. iSCSIVLAN R—rZ{E L. 7—2TJO—FF v XM RXAVICEBMLET,
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var iscsi vlan A id>>,<<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var iscsi vlan B id>>,<<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. MGMT-VLAN R— b Z1ERL L £ 9

network port vlan create —node <<var nodeA>> -vlan-name alOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<mgmt vlan id>>

ONTAP CTF—& 70 U5 —r%21ERRT 3

ONTAP Oty b7y 7OV RT. IL— bR a—LEELCT7IVS—EDMERENE T, BMMOT7I VY
— cEERRT BICIE. 7OV — G, TOIVT =R EERT D/ — R, 7UFX—=NMNIg8FENZ3T 1 R
wHESRLE S,

TV —b2ERTRICIE. ROV RERTLET,

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var_ num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

BRRTOR LD 1 DOF 1 RTEART L LTRIELET BOATVF 1 RIEBRL
() TKESW o« FARIDEATEFAIT LB LD 1 DOIRTEBELTHE L
EHELET.

()  T1AYBESENSHOT. BIOR ML —IPRRIBOLEHT )T~ HaFA 2T
ZBMTE X7,
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TARVDYEMEDN T T IBF T, 7V —bEERT B IEFTEEHE AL aggr show 3
()  RURERALT 7UUS— L OERRAT—S2ERRLET. ROFIEIL
aggr1_cluster!_ 01 B4 >S4 VICRBEFTEHRITLABVWTLIZEL,

ONTAP THRA LY —>%FBELET

RZIDOREAZREL. VT RAEDIALY —2ZRET BICIE. ROARY RFZRITLET,

timezone <<var timezone>>

@ fce ZI1E. KERETIE. 241 LY —2I% America/New_York ICED £§, 21 LY —2%D
ANZBBLTIES. Tab F—% L TEAARERA T a>vERRLED,

ONTAP CTSNMP Z52EL X9
SNMP %#E&EJ B ICIE. ZXOFIEZETLE I,
1. IBFAREIRERE D SNMP BEARBEREZREL £, R—1 VIBIC CDIERIL 'sysLocation' B &
SNMP @ sysContact' B¢ L TRREINFT

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on
2. JE—FRRAMIEETS SNMP Sy TEHREL XD,
snmp traphost add <<var snmp server fgdn>>

ONTAP T SNMPv1 Z58EL £9

SNMPV1 ZE&E T RICIEF. AT a7 EHENZHES—IL Yy DT L—2TFAMNIT—RZERE
LEd,

snmp community add ro <<var snmp community>>

@ I snmp community delete all 1 <> FIFEEICFERAL TLEETLV, OBERERZICII 2z
TAANIVINERINTVWRES. COOAX Y RIFENSZHIBRL XS,

ONTAP T SNMPV3 5% ELE T

SNMPV3 Tl FHRERADI— T Z2ERE S UVRET SHLENDHD 9o SNMPV3 ZRET BICId. RDOFIE
ZRITLFET,
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—_

[ securitysnmpusers | AX Y FZETLT. TPV IDZRRLET,
F'mpv3user | EWSEHFIOI—HZERLFT,

N

security login create -username snmpv3user -authmethod usm -application
snmp

B EETEIBRIVTATA4DIVCYIDEAAL. SRAEFORIILE LT MDS Z38IRL TL T,

4. 7OV T rPBRERINGES, SBAF7ORIILDONRAT—RELTRESXFD/INAT—REZAHDLEFT,
5. 754N —7OrOJLE L Tdes Z:ERLFET,

6

OV RARRTIEINGES. TSAN—TORIILDNRT—RELTRESXFD/INRAT—REASN
LEY,

ONTAP T AutoSupport HTTPS ZREL X9
NetApp AutoSupport ¥V — )Lk, HR— FEIESHR%E HTTPS BB TRy 7w FICEEL £ 9, AutoSupport
EFRETAICIE. OOV RERITLED,

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

Storage Virtual Machine % £
- > 7 5 Storage Virtual Machine (SVM) Z{ERKT 2 ICIE. RDOFIEZRITLE T,

1. vservercreate ¥ RERTLEFT

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. NetAppVSC DA > 7S SVM 7H V4 — U R MNIT—2T70 )7 —rZEBMLE T,
vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. NFS r iSCSI 5% L T. XERADI ML —2FORI)L%E SVM D SHIBRL £7,

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4 4>T7S5SYMTNFS 7O ML ZBEMCLTEITLED,
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nfs create -vserver Infra-SVM -udp disabled

5. NetApp NFS VAAI 754514 > @ TVMvStorage | /INTAX—R%EFICLET, RIC. NFSHRESNT
WB ez LET,

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

(D SVM [FLAFIIE Vserver EIEIENT W e, A RS54 VTl lvserver | DETICOY
VRAEEINEX T,

ONTAP TNFSV3 5% ELF T
RORIC. COREERTITBR-OICHELRBFREZTLET,

M0 ( Detail ) 3 HA(E]
ESXiRRMADNFSIP 7RL X <<var_esxi_hostA_nfs_ip>>

ESXiRAFBDNFSIP7RL X <<var_esxi_hostB_nfs_ip>> ZEBML £

SVM ICNFS ZFRET B ICIE. XDATY >V REEITLET,

1L F 74 ROTY K= RUS—I2& ESXI KR FEDIL—ILEERLE T,

2. BT AR ESXi RA ML= ZEDYHTET, SRIXNMIIHEHDIL=ILA>TVvIIDHD £,

RBHD ESXi RRA FDIL—IA>VTyvIRF 1. 2EBEBHDESXi RA DI —ILAUTYvIRE2DELS
ICEDFT,

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>

-rorule sys -rwrule sys -superuser sys —allow-suid false
vserver export-policy rule show

3 ITUVRR—=bRUS—FA>2TSSYMIL— R a—LICEIDHTET,

volume modify -vserver Infra-SVM -volume rootvol -policy default

I RR—bkRYS—IE. vSphere DY b7 Y FRICA VA M—ILT B LS ITERLLE
(D) BEcEBmCLEINET, 122 b—LLAVEAIR. CiscoUCS C U —ZH—/
ZEMITBDEIICTIIRR— RIS —IL—ILZ BT DHENHD £,
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ONTAP TiSCSI " —EXEEMLET

SVM (ZiSCSI H—ERZET BICIF. ROAXY FZ2RITLET, o TOIXY Y RTIKISCSI H—E
AHFEIBEN. SYM D iSCSIIQN A'BRE TN E T, iISCSIDNRETNTVWB & =zRHRLE I,

iscsi create -vserver Infra-SVM

iscsi show

ONTAP TSVM /L— R a—LOBEREEI S —5ER

ONTAP TSVM JJL— kR a—LOBREEIS—%2ERTBICIE. ROFIEEETLET,

1. 4273 SYMIIL— bR a—LOBREHEIS— B3R ) a—L2&/ —FICEBRLET,

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate

aggrl nodeA -size 1GB -type DP

volume create -vserver Infra Vserver —volume rootvol m02 —aggregate

aggrl nodeB -size 1GB -type DP

2 )= bRV a—LOIS—BFZ 150 CICEF IR a TR a—ILZ2ERLFT,

job schedule interval create -name 15min

8. 25— VIBMREEN

snapmirror create -source-path Infra-SVM:

Infra-SVM:rootvol m0l -type LS -schedule

snapmirror create -source-path Infra-SvM:

Infra-SVM:rootvol m02 -type LS -schedule

-minutes 15

rootvol -destination-path
15min
rootvol -destination-path
15min

4 S-V VBRI L. EREhIcC e ZREBLE Y,

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

ONTAP T HTTPS 7Vt R ZHRET %

A= b O—5A0EXaT7HRT7IVECREZHRETBICIZ. XOFIEZETLET,

1L EEBREOY Y RICT IR T BICIE. HERLARILZE EIFTLIZTL,
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set -privilege diag
Do you want to continue? {yln}: vy

2. BRI, BCEBAMASEN I TICHEELET, XOOAYY FERITL CAAEZHERL £,
security certificate show

3 REINTLABE SVM DIFFAZDHESIE. SVYM @O DNS FQDN £ —H T A3REAHDXT, 4 DDF
T AL NERBEZHIBRL T, SREIEDBECERMFAZE X /IIIBEICESI BRI Z2NELNHD T,

SEREZER S B RIICHEARRYINIC AR o 7SI E ZHIBR T2 e 2R L £d, T
@ securitycertificate delete | <> FZE{TL T, HARVINDIEAZEZHIBFRL £, XD
YV RTIE. 27#HTEFERALT. 774/ bOEREEERL THIBRL £95

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4. HEEBLIBAZEZER L TA VA M=ILT3ICIE. XOOAYYRZ1EROODIOT Y RELTEITLE
T AVTTSYMETTARZSYVM DY —/\FERRZZ AL X T, CNH5DOATY ROEITICRIIDK
SIC. 27w aERALTLET L,

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abclnetapp.com" -expire-days 3650 -protocol SSL -hash-function SHA256

-vserver Infra-SVM

5. RDFIBTHER/INT X—XDEZEIF T SICIE. security certificate show AY Y RERITL X9,

6. 1EpR L 7-REEBAZ % ' — server-enabled true' & & Uf- client-enabled false' /N5 X — X ZFERA L TEZICL
FIXRTHETEFERL T,

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com

7. SSLE HTTPS 7Vt RZREL THMICL. HTTP 7R ZEMICLF T,
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system services web modify -external true -sslv3-enabled true

Warning: Modifying the cluster configuration will cause pending web

service requests to be interrupted as the web servers are restarted.

Do you want to continue {yln}: vy

system services firewall policy delete -policy mgmt -service http

—VsServer <<Var_clustername>>

C) CNEDOATYRO—ET. IVFIDNFELBEVWCEEZRIIT—AXyvE—Hh9REN
FIH. CNISEEOEETHORIEDLHD £H A,

8. admin #ERELANILICUN—FLTEY b7y T%ERL. SYM % Web TERTESLSICLET,

set —-privilege admin

vserver services web modify —-name spi -vserver * -enabled true

ONTAP T NetApp FlexVol ;R 2 —LZ{ERE L £

NetApp FlexVol ® R) 2 —LEEHRT BICIE. R a—L%. 14X, BLVRY a—LHIEFEETEZITIY
T—rEANDLET, 2 2D VMware T—R AR T7HR) 2a—LE 1 DO —NT—krR)a—LEERLFE

ER

volume create -vserver Infra-SVM -volume infra datastore -aggregate

aggrl nodeB -size 500GB -state online -policy default -junction-path

/infra datastore -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA

-size 100GB -state online -policy default -junction-path /infra swap

-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none

-efficiency-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA

-size 100GB -state online -policy default -space-guarantee none -percent

-snapshot-space 0

ONTAP T LUN ZERE L &7

2 2OMD 77—k LUN ZERR T BICIE. XROOAXY Y REZEITLET,

lun create -vserver
15GB -ostype vmware
lun create -vserver

15GB -ostype vmware

Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
-space-reserve disabled
Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
-space-reserve disabled
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@ Cisco UCS C > ) —XH—NZEMT 2HEIE. BIMDT— bk LUN Z1ER T 3 HEDHD £

ER

ONTAP [ iSCSI LIF % {Ef

RDKIC. COREZTT I BDICBEREFEREZRLET,

54 ( Detail )

AL —2/—F AiSCSI LIFO1A
AL—=Y/—FA®DISCSILIFOIAXRY D=0 Y

Y

AL —2/—FK AISCSILIFO1B
AbL—=2/—FA®DISCSILIFOIB ®*y hD =0

s

AL —2/—F BiSCSILIFO1A
AL =2/ —=F BIiSCSILIFOIA Ry b —O<Y X

7

AL —2/— 1K BiSCSILIFO1B
AbL—=Y /=K BISCSILIFOIB ®*y b —U <X X

7

&/)—RiICZ229 D,
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4 DD iSCSILIF ZE L £95

SHiE(E

<<var_nodeA iscsi_lif01a_ip>>

<<var_nodeA iscsi_lif01a _mask>> %2 1) v L %
—a—

<<var_nodeA iscsi_lif01b_ip>>

<<var_nodeA iscsi_lif01b_mask>> 22w o L ¢

<<var_nodeB_.iscsi_lif01a_ip>>

<<var_nodeB_iscsi_lif01a_mask>> %##IRL 9

<<var_nodeB_iscsi_lif01b_ip>>

<<var_nodeB_iscsi_lif01b_mask>>%Z 27w L9



network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up -failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var_ iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up -failover-policy disabled
—-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status—-admin up —-failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up —-failover-policy disabled
—firewall-policy data —-auto-revert false

network interface show

ONTAP [ NFS LIF Z{ERi L £ ¢

RDKIC. COREZTT I BDICRELRFEREZRLET,

54l ( Detail ) FFimME

AL—=/—FANFSLIFO1IP <<var_nodeA_nfs_lif_01_ip>>
AbL—=Y/—=KRANFSLIFO1 Q%Y FT—2U<TR  <<var_nodeA nfs_lif 01 _mask>> ZBBL T LT
7 L

AL—=/—RBDNFSLIFO2IP <<var_nodeB_nfs_lif 02_ip>>

AML—Y/—=RB®DONFSLIF02 %y b T—2U TR <<var_nodeB_nfs_lif 02 mask>> Z&BRL T
7 LY

NFS LIF Z{ER L £ 9



network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<

var nodeA nfs 1if 01 mask>> -status-admin up -failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVvM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

1> 72 SVM EIEEZIEM

ROTKIC, SVM BIEEXEMTB-DICHEBERBHREZTLED,

548 ( Detail ) FHHME

vsmgmt IP <<var_svm_mgmt_ip>> ZEBML £
vsmgmt 2w kDO —0O TR Y <<var_SVM_mgmt_mask>> ZFERL X9
vsmgmt 7 7 AL TF—bD A <<var_SVM_mgmt_gateway>> Z{FEHEL XY

1275 SYM BEES LU SYM BIEGRIEA VA —TJ 1M REZEERY N =BT 3I1CI1E. ROFIE
HRITLET,

1. XAV REEFTLED,

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide —-firewall-policy mgmt —-auto-
revert true

@ CCTIEEITZSYMEBIEIPIZ. RFL—SOSXABEBIP ALY Ty FRICH S
ERHDET,

2. SVMBEBA VX —T A ADNEBAD T I 2% 23T 74 MIL— b EERLF T,

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>

network route show

3. SVM @D vsadmin Z—HD/NXAT—REFLREL. I—HoOvI=#ERLE T,
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"RDEEE : CiscoUCSCY U —XZ v I —N\DEA"

CiscoUCSC > U—ZX5yoH—N%EEATS

Z ZTlE. FE Express #TERT S CiscoUCSC ) —XXRZVR7OYS v oY
—NERET B T-HDEFEMA FlexPod ICDWTERBAL £,

CIMC @ Gisco UCS C & U —X &> R POV H—AOTty F 7y TERFLET

CiscoUCSC ) —XZXAZ>YR7OYH—NDCIMC A >R —T 14 XDty b 7w FTETSICIE. K
DFIEZERITLETD,

RDTRIC. CiscoUCSC U —ZXZRAR7OYH—NTEICCIMC #BETR3HICHERIFEREZRLE
ER

5 ( Detail ) B2

CIMCIP 7KL X \<CIMC_IP>>

CIMC #7x%w k< RY \<CIMC_netmask (S BIIE N L7
CMCT7#I =Dz o \<CIMC_Gateway>> D& SICHBD £

@ C ORI TERINTLS CIMC D/N— 3 >id CIMC 4.4.0(4) T,

IARTOY—N

1. CiscoKVM (F—HR—FK. ETH. BLUVTTRX) R2FJIL (F—=NIZHR) . Y—/N\BIED KVM 7R
—H;mefia“o VGAEZARY USBF+—R—RKR%ZE. KVM R>FIILOXNIET DR — MR L £
ER

H—NDERZAN. CIMCREZHII BNESIHERT S TOV T IHRREINIS F8 F—Z=iL
9,
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NI
CISCO

Entering CIMC Configuration Utility ...

2. CIMCEREA—TA4UT4T. ROAT>a>vERELED,

a Rfy hI—0A4>2—T A4 XH—FK (NIC) E—FK:
BEAD M[X].

b. IP (R—=>w )
IPv4 : T[X]]
DHCP A" BMICH>TWET
CIMC IP:\<CIMC_IP>'
TLT74w PRI H TRy b \<CIMC netmask>
F— R TA \<CIMC gateway>

C. VLAN (Advanced) : VLAN ZF¥>JZEMTRHEIF. T TDOFRFRICLFT,
NIC O EM

ZL XTI

54



tion Utility

NIC redundancy

Cisco Card:
YLAN (Advanced)

IP (Basic)

Smart Acc

S F1 *—%ZILT. TOMOFREZRRLET,

a. @ ONT 7 .
RRA M% \<ESXi_ host name>
A4+ =27 DNS[|
TIHBHEROT 74t (A TDOFEFICLET,

b. ¥7 # )L k2—4 (basic)
T4 LD/ T—R I \<admin password>
XA — R T\<admin_password>>" | ZBAAILZF T
R—bO7ONT« : TI7HIMEZFERALET,

R=bFOT77A0IL: U7 LEEFFRICLED,

4. F10 *—%#L. CIMCA A —T 11 AKXEXREZLET,
S BEXFRIFELI-H. Esc*F—%#BMLTKRTLET,
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CiscoUCSC >!)—XH—/\DiSCSI J—rEHJRELFT

C @ FlexPod Express #m Tl&. iSCSI 7'— ~Z VIC1457 BMERINF T,

RDEIZ. ISCSI T—  DREICABLIERETLET.
() 0T+ ME ESXIAR I BOBRERLET,
24 ( Detail ) S(E

ESXi KRR b =2 T—RDEH]

ESXi 7R X bk iSCSI-AIP

ESXi /KX k iSCSI- %y kT —UX R Y
ESXi KX M iISCSIADT 7 A M — bz o
ESXi KA = IT—% B D%&AET

ESXi 7R X | iSCSI-B IP

ESXi KX kM iSCSI-B =Ry kT —U <R Y
ESXi /R X b iSCSI-B #'— ko T+

IP 7 K L X iSCSI_lif01a

IP 7 R L X iSCSI_lif02a

IP 7 K L X iSCSI_lifo1b

IP 7 K L X iSCSI_lif02b

1>735 SVMIQN

EeBEF DERE

T—HMEDREZITIICIE. ROFIEZRTLET,

<<var_UCS initiator name_a>> &L T /Z& L)
<<var_esxi_host_iscsia_ip>>
<<var_esxi_host_iscsia_mask>> Z8EL X9
<<var_esxi_host_iscsia_gateway>> #3EEL £
<<var_UCS initiator name_b>> #&8B L T /Z& L)
<<var_esxi_host iSCSIb_ip>>
<<var_esxi_host_iSCSIb_mask>> Zf8E L £ ¢
<<var_esxi_host_iSCSIb_gateway>> #{gEL £ ¢

<<var_iscsi_dlif01a>>
<<var_iscsi_dlif02a>>
<<var_iscsi_dlif01b>> Z&RL T ZET W
<<var_iscsi_dlif02b>>

<<var_svm_ign>Zz 2o v LET

1. CIMCAYA—T A ADTZIH T4 RUT, [Compute] ZT%22 1) v L. BIOS Z:&ERL XY,
2. Configure Boot Order (FEBNEFDERE) 227w L. OKZI Vv I LET,
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= el Cisco Integrated Management Controller

A / Compute / BIOS

BIOS Remote Management Troubleshooting Power Paolicies PID Catalog

Enter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings | Restore Defaults

Configure BIOS Configure Boot Order Configure BIOS Profile
BIOS Properties

Running Version  C220M5.4.0.49.0.0712130011
UEFI Secure Boot ||

Actual Boot Mode  Uefi
Configured Boot Mode v
Last Configured Boot Order Source  BIOS

Configured One time boot device v

Save Changes

w Configured Boot Devices Actual Boot Devices

Basic UEFI: Built-in EFI Shell (NonPolicyTarget)

» 04 Advanced UEFI: FXE IP4 Intel(R) Ethernet Controller X550 (MonPolicyTargef)

UEFI: PXE IP4 Intel(R) Ethernet Controller X550 (NonPolicyTarget)

Configure Boot Order

3. Add Boot Device D DT /N1 X% 1) w2 L. Advanced Z FICBEL T. XOTNA RAEHRELF
ER

a. RAEAAT 1 7 DENM :
&1 © KVM-CD-DVD
BHIRAT 1 KVM Yy 7 DVD
REE : B3
IBFE : 1.

b. iSCSI 7 — b D&M :
& ¢ iSCSI-A

N RE<E
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AN 2.
20w b : mLOM
A=k 1
C. Add iSCSIBoot 22 1) w o LE T,

287 . iSCSI-B

EFE : 3.
Z0w k : mLOM
R—bk: 3.

4. Add Device ®27 ) w o L%£9d,
S [ EEDREFE]|EVUvIL. [HAL3120UvoLFET,

Configured Boot Level:  Advanced
Basic Advanced
Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F

Add Local HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add PXE Boot
Add SAN Boot Name Type Order State
: K-t APPED-DND WAEDLA, 1 Enabled
Add UsE (] iscska I5Cs| 2 Enabled
Add Virtual Media —

|| isCcsLB I1SC5I 3 Enabled
Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYE
Add Local CDD

Reset Values Close

6. 5—NZUT—hFLT . HFHILWI—HFEFTIT—FLFT,

RAID OY rO—S%EMICT S (FEIT 355G

Co—XH—NICRAID O FO—SHBEHINTVLWRERIZ. XOFIEZERTLET. SANEBEHLSD
J—FTIERAID O FO—ZIIMEHD FHA. BREIZIGL T, —/AH5 RAID J> bO—>Z2¥8MIC
BmOANTeHTEXT,

1. Compute # 7. CIMC DEBIDFES—> 3 oRA1>VTBIOSZ V) v I LET,
2. [Configure BIOS] Z3&RL £,
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3. FICX~O—JLL T [PCle Slot:HBA Option ROM] Z &K= L £,
4. EHEMCHR > TLARWEEIE. disabled ICEREL £9,

BlOS Remaote Management Troubleshooting Power Policies FID Catalog

[lie} Server Management Security Processor Memory FPoweriPerformance
Mote: Defaultvalues are shown in bold

Rehoot Host Immediately:

Intel VT for directed 10: | Enabled L 4 Legacy USB Support: | Enabled
Intel ¥TD ATS support: | Enabled - Intel VTD coherency support: | Dizabled
LOM Port 1 OptionRom: | Enabled v All Onboard LOM Ports: | Enabled
Pcie Slot 1 OptionRom: | Disabled v LOM Port 2 OptionRom: | Enabled
MLOM OptionRom: | Enabled v Pcie Slot 2 OptionRom: | Disabled
Front NVME 1 OptionRom: | Enabled v MRAID OptionRom: | Enabled
MRAID Link Speed: | Auto L 4 Front NVME 2 OptionRom: | Enabled
PCle Slot 1 Link Speed: | Auto 4 MLOM Link Speed: | Auto
Front NVME 1 Link Speed: | Auto v PCle Slot2 Link Speed: | Auto
YGA Priority: | Onboard L 2 Front NVME 2 Link Speed: | Auto
P_SATA OptionROM: | LS| SW RAID v M.2 SATA OptionROM: | AHCI
USB Port Rear: | Enabled b4 USB Port Front: | Enabled
USB Port Internal: | Enabled r USB Port KVM: | Enabled
IPW6 PXE Support: | Disabled L 4 USB Port:M.2 Storage: | Enabled

iSCSI 7— ~HIC Cisco VIC1457 ZREL £ 7

KRDFBEFIEIZ. Cisco VIC 1457 TiSCSI 77— h={EHATIHBEDFIETT,

R—Kr0. 1. 2. BLUV3BOT I AN EFDR—bFv R >T%FTICLTHS. 4 DD

@ BR— 2B ETIBERHDE T, R—bFrU IR FTTICHm>TULELWES. VIC
1457 1213 2 DDR— b DA RIRINE T, CIMC TR— b FvRILZBHICTBICIE. XD
FEERTLET,

1. [®y D=2 1427 T. [Adapter Card mLOM] %2 U w o LT,
2. General # 7 T. R— b FvRILDFzvI%=HNLET,
3. BEHREFEL. CIMCZEIIT—FLET,



Al Gisco Integrated Management Controller

cisco =

/... [ Adapter Card MLOM / General

S I 5
Chassis General External Ethernet Interfaces vNICs vHBAs
COTTEDUEQ Export vNIC | Import vNIC | Reset | Reset To Defaults
Networking - v Adapter Card Properties
PCl-Slot: A ISCSI Boot Capable: T
Adapter Card MLOM o MLOM oot Capable: rue
Vendor:  Cisco Systems Inc CDN Capable: True
SIOH}QG » Product Name: UCS VIC 1457 usNIC Capable:  True
ProductID:  UCSC-MLOM-C25Q-04 Port Channel Capable:  True
Admin > Serial Number:  FCH223974Q1 Description:
Version ID: V01 Enable FIP Mode: (/]

Enable LLDP: (/]
Enable VNTAG Mode:

Hardware Revision: 4

Cisco IMC Management Enabled: no

Port Channel: |_|
Configuration Pending:  yes
v Firmware
Running Version: 5 0(3c) Bootloader Version: 5 0(2a)
Backup Version:  5.0(2b) Status:  Fwupdate never issued

Startup Version:  50(3c)

External Ethernet Interfaces

iSCSIVNIC Z1ER{LE
iISCSIVNIC Z1ERK T B ICIE. XOFIEZEERITLE T,

1. [y sT7—2 1427 T, [Adapter Card mLOM] 22 v o L £,
2. [AddWNIC]Z2 w2 LTVNIC Z{ER L £,
3. [AddVNIC] o> 3> T, ROBEEANLET,
° %m0 ethl
° CDN % : iscsi-vNIC-A
° MTU : 9000
° 7 7#J)LKVLAN : \<<var iscsi vlan a>
°VLAN €E—R : k35270
° Enable PXE boot: F =¥
4. [AddWNIC]ZZUwo L. [OK|ZZUv I L%,
S. /Ot R%Z#DERLT. 2&FBD VNIC ZEML XY,
° VNIC eth3 (LRI Z(FIT X T
° CDN % : iscsi-vNIC-B
° VLAN & LT T <<var_iscsi_vlan_b>> ] E AALF T,
c Ty TV IR—bEIICHELET,
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+ General

MName:

CDN: | VIC-SCSI-A |

MTU: | 9000 | (1500 - 9000)

Uplink Port: | 1 v

MAC Address: O Auto

® | D4:C9:3C:70:6C.CD |

Class of Service: | 0 . (0-6)
Trust Host CoS: E|

PCl Order: | 1 -7

Default VLAN: () None

@ | 3439 (]

6. {8l VNIC eth1 ZEIRL X7,

External Ethernet Interfaces vNICs vHBAs

General
v VNICS » vNIC Properties
etho
eth1 v iSCS| Boot Properties
eth2
» General
eth3
« |nitiator

Name: | ign.1992-01.com.ciscoiucsA-01

IP Address: | 17221.183.110

Subnet Mask: | 28532552550

Gateway: | 172.21.183 1

Primary DNS: |

=‘ » Primary Target

» Secondary Target

Unconfigure iSCSI Boot

|
|
|
|
|

0 - 222) chars
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7. iSCSI Boot Properties (iSCSI&&#7O/NT«) T A1 ZIT—4D

° 4Bl : \<<var_ucsa initiator name a>

° I[P 77 kL X "<<var_esxi_hosta_iscsia_ip>>

o H 7w MY XY :“<<var_esxi_hosta_iscsia_mask>>

° /= kA <<var_esxi_hosta_iscsia_gateway>>

w VNICs » VNIC Properties

ethd

eth v iSCSI Boot Properties

eth2
» General
eths

+ Initiator

Name: | ign.1992-01 com_cisco-ucsA-01
IP Address: | 172.21.183.110
Subnet Mask: | 2552552550
Gateway: | 172.21.183.1

Primary DNS:

v Primary Target

Name: | ign.1992-08.com.netapp:sn.e42faBb2d2:
IP Address: | 172.21.183.105

TCPPort 3260

v Secondary Target

Name: | ign.1992-08.com.netapp:sn.e42faBb2d2:
IP Address: | 172.21.183.106

TCP Port 3260

Unconfigure iSCSI Boot

8 FZAVE—"7y FOFEMEASILET,
° name . 1 >77% SVM D IQN &S
°IP 7KL X iscsi_difola®dIP 7KL X
> J—HKFLUN : 0
9 wAYHEI A=y FOFEMEAILET,
° name :-1>77% SVM®D IQN S

cIP7FLXIISCSLIf02adIP 7KL X
° 7J—HKkLUN : 0

(0 -222) chars

(0 -222) chars

(0 -222) chars

Initiator Priority:

Secondary DNS:

TCP Timeout:

CHAP Name:

CHAP Secret:

Boot LUN:

CHAP Name:

CHAP Secret:

Boot LUN:

CHAP Name:

CHAP Secret:

FEANILET,

(0 -255)
(0 - 49) chars

(0 - 49) chars

(0 - 65535)
(0 - 49) chars

(0 - 49) chars

(0 - 65535)
(0 - 49) chars

(0 - 49) chars

@ ZARL—Y IQN BEZEYE T 3113 'vserveriscsi show OAX Y REEITLET

ZVUNIC D IQN &EZ A TEFELTLIETV, TNEDO T 71 ILIEH & THREIZHED 79,
() 5kl 1ZYT—20 N &ld. &F—/ABETISCSIWIC T—ETHSUENB D

95

10. [Save Changes] #2 Jw o L %7,

11. VNIC eth3 %Z3#3R L. Host Ethernet Interfaces 27> 3> D LEBIC4 3 iSCSIBoot KX %7 wo L

£9,
12. Fg=#EDIRLTeth3 ZRELZE T,
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B AZoT—-20FBZANLEFT,
° 4Bl : \<<var_ucsa_ initiator name b>
°IP7 kL X :\<<var esxi HostB iSCSIb ip>
o Jxw NI XY | “<<var_esxi_HostB_iSCSIb_mask>>
o ff— kA :'<<var_esxi_HostB_iSCSIb_gateway>>

A/ ../ Adapter Card MLOM / vNICs Refresh
General External Ethernet Interfaces vNICs VvHBAs
w wNICs » vNIC Properties
etho
ethi » iSCSI Boot Properties
ethz
» General
ethd
v Initiator
Name: | iqn.1992-01.com.cisco:ucsA-02 (0-222) chars Initiator Priority: | primary
IP Address: | 172.21.184.110 Secondary DNS:
Subnet Mask: | 255.255255.0 TCP Timeout: | 15
Gateway: | 172.21.184.1 CHAP Name:
Primary DNS: CHAP Secret:

v Primary Target

Name: | ign.1992-08 com netapp'sn e42faBb2d2i | (0 -222) chars BootLUN: | 0
IP Address: | 172.21 184 105 CHAP Name:
TCPPort 3260 CHAP Secret:

v Secondary Target

Name: | iqn.1992-08.com.netapp:sn.e42fabb2d2: | (0 -222) chars BootLUN: | 0
1P Address: | 17221184106 CHAP Name:
TCPPort 3260 CHAP Secret:

14. 73543V 2—"7y COFlZEAILET,
° name . 1> 77 SVM D IQN &FHS
°|IP 77 RL X iscsi_difo1b D IP 77 KL X
°J—KLUN : O
15 AV H)E—7y hOFBZANILET,
° name . 1 >77% SVM D IQN &HS

cIP7FLX I iscsi_dlifo2zb @ IP 7 kL X
°J—kLUN : 0

ost Power

Launch KVM | Ping | CIMC Reboat

(0-255)

(0 - 49) chars

(0-49) chars

(0-65538)
(0-49) chars

(0 - 49) chars

(0-65538)

(0 - 49) chars

(0 - 49) chars

@ 2L —2 IQN &S 1%, Tvserveriscsishow | XY RZEFALTEETEFXT,

(D)  &WCOIONLEBTEBLTRESV. CNEDT 71 LIZHL THEICHD £7,

16. [Save Changes] #27 'V w2 L%,
17. Zo70tX%=#DiIRL T, CiscoUCS H—/\B®DiSCSI 77— %K EL XS

ESXi ® VNIC ZEREL XTI

ESXi ® VNIC #RE T BICIF. XOFIEERTLF T,

Locator

LEl
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1. CIMCA B —TTARTZTH T4 > RIT. [Inventory] o w2 L. HEID~RA > T [Cisco VIC
adapters] 27 1)w I LEX T,

[Networking] > [Adapter Card mLOM] T [VNICs] ® 7ZERL. #DTD vNIC Z3EIRL £,
eth0 %###R L. Properties 27 ) v o LET,

MTU % 9000 IZERE L £ 9, [Save Changes] =2 ) v L£7,

VLAN Z %45« 7 VLAN2 [CEREL £ 9

o > 0D

= b Cisco Integrated Management Controller

Cis

A / .../ Adapter Card MLOM / vNICs

General External Ethernet Interfaces vNICs vHBAs

v VNICs » VNIC Properties
eth0
ethi v General
eth2 Name:
en3 CDN: | VIC-MLOM-eth0
MTU: | 5000 (1500 - 9000)
Uplink Port: | 0 w
MAC Address: () Auto
@® | FB.0F6F:89.26.CE
Class of Service: | 0 (0-6)
Trust Host CoS: |
PCl Order: | 0 0-7)
Default VLAN: (O None
®|2 @

6. eth1 ICFIE3 £ 4 %##EDRL. 7w T2 IR—bDethl ICT1ICHESNTVWBARZEZERLET,

! A B " £
LY ¢ | Launch kvt | Ping | CIMC Reboot | Locator LED | @ @
General External Ethemnet Interfaces vNICs vHBAs
¥ WNICs Host Ethernet Interfaces Selected 0 /Total4 ¥ +
ethl
Add vNIC
etn1
emn2 Name CON MAC Address MTU  usNIC UplinkPort CoS VLAN  VLANMode ISCS|Boot PXEBoot Channel  PortProfile  Uplink Failover
em3 1 ethd VIC-MLO FOOF6FB926:CE 9000 O 0 0 2 TRUNK disabled enabled NA NiA NIA
sthi VICISCS.  FBOFEFB926CF 9000 O 1 0 3439 TRUNK enabled enabled NA NA N/A
sth2 VIC-MLO FROF6FB89:26D0  S000 O 2 0 2 TRUNK disabled enabled NA NA NA
sth3 VICISCS . FBOF6FE926D1 9000 O 3 0 3440 TRUNK enablad anabled NA NiA N/A

@ CDFIEIZ. BRYID CiscoUCS H—/N\/ — R ¥, BLUVEEIZEMTT S Cisco UCS t—
N —RZEICEDIRTMBBAHD X,

"KR®DiCE : NetApp AFF R RL—JEHAFIE (/X—h2) "
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NetApp AFF X fL—JEAFE (N—F 2)
ONTAPSAN 7—hrX L=y R TPy LET
iSCSl igroup Z{ER L £
() coFECE. ¥—/ MRS ISCSI 1 2 T2 ION KBETT,

igroup ZERKT BICIE. VX FEE/ — RO SSHEHEHNSXDIAT Y RZRTLET, COFIETIERL
7= 3 DD igroup &R Y BICIE. Tigroupshow ] AV RZERTLE T,

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware —-initiator <<var vm host infra a iSCSI-

A vNIC IQN>>,<<var vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
—ostype vmware —initiator <<var vm host infra b iSCSI-

A vNIC IQN>>,<<var vm host infra b iSCSI-B vNIC IQN>>

() CoFEE. CiscoUCSC o U—XH—NEBINT B L FICETTZBENBD £7,
7— K LUN % igroup ICX Y EYI LET

To map boot LUNs to igroups, run the following commands from the cluster

management SSH connection:
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-A —-igroup

VM-Host-Infra-A -lun-id 0
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-B —-igroup

VM-Host-Infra-B —-lun-id O

() CoFEE. CiscoUCSC o U—XH—NEBINT B L FICEITTZBENBD £ 7,
"RDEEE : VMware vSphere 6.7U2MDE A F|E"

VMware vSphere 6.7U2 E A F|E
Z CTCl&. FlexPod Express #A{IC VMware ESXi 6.7U2 =1 X =)L B FIEICD
WTERBAL £ 9, UTICEEHEH T BEAFIEIZ. gioto > 3> THEALIEEREZHAIC
ARARIAXEINTHDTY,
CD&ESHRBEIC VMware ESXi 41 Y X h—ILT BICIE. BROBFELRHD £, TDOFIEIF. Cisco UCS
Co)—ZH—NECIMCAYE—T T4 ZADREKYM OV —ILEREXT ¢ 7i4gexEEALT. UE—
U= AT e 7HEELZOY—NICIVYEYT LET,
@ ZDFEIE. CiscoUCS H—/NAB LU CiscoUCS H—/N\BICR L TEITITIRELDHD £
5
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()  o5z5cEMTE/—FICHLTCOFIRERT LTE<ABNBD 7,

CiscoUCSC > ) —X XAV R7OYH—NDCIMC 1 > 2 —TJ A AIcOJ1 > LEFT

WIS, CiscoUCSC o —XZ2A>R7OYH—NDCIMC A >EZ—J A RcOTA1 >3 B3FIEICDL
THBALE T, REKVM ZERTTBICIECIMC A 2 —TJ A RCQTA VT RIHERHDFT, ChicK
D, BEEIXIVE— AT T72FERALIEARL—FT A VIV RATLDA VA =)L % BTEET,

IARTDRI -

1. Web 75 UHICBEIL. CiscoUCSCU—XDCIMCA>YA—T A RADIPT7RLAZANLEF T,
COFIETIFCIMCGUI 7T —>a>zEHLET,

2. BEA—HReILToIvILEFERLT. CIMCUlICcOY1 > LET,
B XA AZa—T. Y—N—2TEERLET,
4. Launch KVM Console #27'Jw 2o L%,

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Remote Management Troubleshooting Power Policies PID Catalog

S R KVM OV —ILh 5. [Virtual Media)( RIEX T+ 7 ) Z T ZERL T,
6. [CD/IDVD OX v 7| ZERL £ 7,

@ ROIC[REBTNARDT7 O T4 7120 ) v I TBRENHDET, 7OV T MHRT
INeH. [SOtEyIareRITANDS | &R

7. VMware ESXi6.7U2 1 VXA =S D ISO A X—J T 71 )L = BB L T, [ 1 Z2V) v LET, Map
Device #2Jw o LEXY,

8. BEX—a—5E&ERL. YXATLOERBIEA (I—IILRT—F) ZBIRLFET, FWEIVYILE
ER

VMware ESXi z-f > XA h—JLLEXT

MTFIC. FERAMCVMware ESXi 21 VX b—IL T B FIBICDWTEREAL £ 9,

ESXi 6.7U2 Cisco H A A LA A=A VO—RLET

1. I8 L £ 9 "VMware vSphere DA 0 >V O— R R—J" H XX L 1SO DIFE,

2. ESXi 6.7U2 Install CD ? Cisco Custom Image M1&|Z 4% Go to Downloads 2 Jw 2o L9,
3. ESXi6.7U2 Install CD (I1SO) F® Cisco Custom Image #47>O— KL %9,

4 SRTLDEEIT B L. VMware ESXi 1 Y A =L XT 4 7HIIVICK > TRHEINE T,
5

CRIARCNBAZa—H5 VMware ESXi 1 VXA b—Z & &RLEJd, 1 VA M=ZHO—-RENFET,
NICIFED DD BB 7,

AR M=Z0O0—RPTT LS. Enter *—#LTA VR M=ILEHGEITLET,
7. T RIS RBWEFALER. RELTFM F—%2HLTA VX b=ILEZEHITLE T,

S
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8. ESXiDA YA R=ILT4 R LTHERELT= NetApp LUN #ZIRL. Enter ¥—%LTA VX =l
ZHITLE T,

HE [ AP LUK € Mo (o GOHAIFEEHSINRRSGEINY . .. 15 .60 Gl

(Esc) Concel (F1Y Details (F5) Hefresh (Enterd Cont oo

9 BYIRF*—R—RLA7T7EEIRL. Enter ¥—%#L X7,
10 L—bNRT—RZADLTHEEL. Enter ¥—%#LEd,
N BEON—FT1>a>hRYa—LHSHIRINTVWR I EERIEENRTEINE T, FI1 F—%EL
TAYVRM=IILEZHITLET, ESXIiOA YA M= )LBICH—N\DPUT—rLET,

VMware ESXi KX FEEBXY hT—0% vy c 7y ILET

LLFIC. VMware ESXi RA R EICBEBRY FO—20%BMI3FIBICOWVWTEHALE T,

IRTDHER

L H—NOVT—=brHRTLES. RF—ZRLTORATLEZNREIIAZTEFTa>zANLE
ERS

CAYZM=ILTOERATAALIEOT A V8 root N RT—RZFRALTOJAI Y LEFET,
. Configure Management Network (BEXwy FT—JDKE) 77> a>E&ERLET,
[y bT—0 TR T2 %ZERL. Enter ¥—Z#HL X,

vSwitchO ICfEF S 3 R— hZBEIRL £ 9, Enter ¥F—Z#HL £7,

CIMC @ eth0 &L T eth1 ICHET BKR— b zBRLF I

o o A w N
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10.

1.
12.
13.
14.
15.
16.

17.
18.
19.
20.
21.
22.
23.

68

Network Adapters

Select the adapters for this host s default management network
connection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Mane Harduware Label (MAC Address) 5Status

vnn icl LOM Port 1 (...:5a:b5:8d:6e) Connected
vhnicl LOM Port 2 (...:5a:b5:8d:6f) Disconnected
vnnic? VIC-MLOM-ethO (...:70:6c: Connected (...
vnnic3 VIC-iSCS5I-A (...3c:70:6c: Connected (...
vnn icd YIC-HLOM-ethZ (...:70:6c: Connected (...
vnnicS VIC-iSCS5I-B (...3c:70:6C: Connected (...

«<D> View Details <Space> Toggle Selected <Enter> OK <Esc> Cancel

VLAN (7> 3>) ZERL. Enter ¥—Z#HLF T,
VLAN ID T\<mgmt vilan_id> | ZASIL£9, Enter F—%HL £,

Configure Management Network (BIERY T —JDEKE) XZa—h5. IPv4 Configuration (1Pv4
RE) ZERLTCEEBA VXTI MADIP7RLAZHRELE T, Enter ¥F—ZHL XY,

REN*—%fEA L T [Set Static IPv4 Address] #/\1 51 kL. AR—IAN—%ZFERALTIDF T3>
FERLED,

VMware ESXi /R X ; T\<ESXi_host_mgmt_ip>> | ZBIETR7=HDIP 7RLRXZAALET,
VMware ESXi 7R X k '\ <ESXi_host_mgmt_netmask>> | O Ty bR TIZANLET,
VMware ESXi 7R X b T\<ESXi_host_ mgmt_gateway>' | OT 74 b= b T4 ZAHNLET,
Enter ¥—%Z# L T. IPEREDEEZHELX T,

IPv6 REX—2—ZRRLET

IPv6 ZBMICT 3 (BEFAHDRE) AT 3 V% FREFRL T IPV6 ZEMICT BICIE. AR—IAN—%
FEALET, Enter F—%=L X7,

DNS REZIEBET B X a—%RRLET,
IP7RLRIFFHTE DY TSNS/, DNSBHROLFH TANTIHBENHD 7,
754U DNS H—/\D IP 7KL X I\ <nameserver ip> | ZAHNLZET,

(&) €Hh>YZUDNSH—NDIPTRLRZAALET,
VMware ESXi R X % ®D FQDN & LT, [\ <ESXi_host fqdn>> ] ZAHDL £,
Enter ¥— %L C. DNSREDEE=ZHEEL £7,
Esc ¥—%Z#LT. BEXY M IT—JOREF IAZ2—%28TLET,



8. Y X—zRLTEBZREL. T—N—ZzBEHL T,

2. cZITNa—FTaIAF T aVvEBRL.

ESXi > xJL¥ SSH ZBMICLEX T,

@ NSDEZTINDa—TFTa>2IFTavid. BEFROELF2 )T RUS—ICE>T

WREEBICEMICT R e TEED,

26. XA > VY —)LEEICESICIE.

Esc*—%2EHL XY,

27. BELEEO CIMC Y20 > MY 20 >A-F RO A IV XZa—h5 A-F1 22w o LET,
28. ESXi RR DB HRUVL T vILEERLTOI>LET,
2. OV LT, KD esxcli ARV ERDURAMZIBERAALTHRY FT—0EHGZBMCLE T,

esxcli network vswitch standard policy failover set -v vSwitchO -a

vmnic2,vmnic4 -1 iphash

ESXi KR X b ZHRE

KORDBEHREFEAL T, FESXi mRAMEHRELE T,

i (Detail )

ESXi R +%4
ESXi KX M ER IP

ESXi RX MEEY XY

ESXi "X FEEBTS—bU A
ESXi "X k®D NFS IP

ESXi RX F®D NFS ¥ R¥

ESXi RARDNFS 75—k A
ESXi 7R X I vMotion IP

ESXi 7R X k@ vMotion ¥ X &
ESXi R X k@ vMotion #— kT 1
ESXi 7R X I iSCSI-AIP

ESXi /KRR ~iSCSI-ANY X ¥

ESXi RRX M iSCSIFA — koA
ESXi /KX k iSCSI-B IP

ESXi /RX  iSCSI-B ¥ X ¥

ESXi RRX ~iSCSIB7— koA

SHilfiE

\<ESXi_host_fqdn>> DL SICIEEL 9
\<ESXi_host_mgmt_IP>
\<ESXi_host_mgmt_netmask>>
\<ESXi_host_mgmt_gateway>>

\ <ESXi_host_nfs_ip>>

\ <ESXi_host_nfs_netmask>> QJEICZ ) v I LET
\<ESXi_host_nfs_gateway>>
\<ESXi_host_vMotion_IP> T3¢
\<ESXi_host_vMotion_netmask>>

\ <ESXi_host_vMotion_gateway>> DJEIZEIRL £ 9
\<ESXi_host_iscsi-a_IP> T3

\ <ESXi_host_iscsi-A netmask >> QJEICZ v L
x9

\<ESXi_host_iscsi-a_gateway>>
\<ESXi_host_iscsi-B_IP> T¢
\<ESXi_host_iscsi-B_netmask>>

\<ESXi_host_scs-b_gateway>>
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ESXi KX ~icOF 1> LEd
ESXi RA MMcOJ 1> d3ICi1Fk. ROFIEEETLET,

1. Web 7SUHTHRIAMDEEIP 7RLAZHEET X,

2 100t THOVREA VA M=ILT7OERATIEELIZNNRT—REZFEHALT. ESXiRX McOg1 > LE
ER

3. VMware Customer Experience Improvement Program (CB8 9 2 ERE%Z H5iA < 123 Ve BYIARGE % iR
L7cb. OKZ2Uw o LET,

iSCSI 7—hZRELEXY
iISCSI 7— b ZRET BICIE. ROFIEZRTLE I,

1L ERO [y bT7—0 1 &2FRLET,
2. Ao [Virtual Switches] ¥ 7 ##IRL £ 9

‘I Navigator || €2 VM-Host-Infra-01 - Networking
~ [g Host . Part groups | Virtual switches |
Manage
AT #= Add standard virtual switch
=1 Virtual Machines :;g; HdmRE
H storage '__j E vSwitcho
_‘ == iScsiBootvSwitch
@ vSwitchd '
B vmk1
i ymk0
More networks...

3. iScsiBootvSwitch 27 Jw o L£J,

4 [REDORE | ZBRLEY

5. MTU Z 9000 ICE&E L. [REFE1ZIVYILET,

6. iISCSIBootPG R— kD% Hi%Z iSCSIBootPG-A ICEEL ¥

C DO TlE. vmnic3 ¥ vmnic5 AV iSCSI 7 — MMIERATINE T, ESXi KX T NIC HY

@ IENMCHHBH5EIE. vmnic BENRERBDZZEHAHD £, iSCSI T— MMIERTNTL
2 NIC #FEs29 3 I1CidE. CIMC @ iSCSIVNIC E®D MAC 7 R L X% ESXi @ vmnic ICBBS
LExd,

~

. RO ARA T, [VMkernel NICs] # 7 #EIRL £,
. Add VMkernel NIC Z3&iRL ¢,

o]
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o Qo

o o

CFLWR—FJIIL—FRBE LT, iScsiBootPG-B Z#I8EL 9
AR X A v F D iScsiBootvSwitch %#IR L £,

- VLAN ID (Z T\<iSCSIb_vlan_id> 1 EAFIL £,

. MTU % 9000 ICEEL %9,

- IPVAREZERELE I,

- BIREEEIRLE T,

. 7RLZRE& LT MN\<var_hosta_iSCSIb_ip>> ] EAHNLET,

%

h. Subnet Mask (Zl& T \<<var_hosta_iSCSIb_mask>> | £ AHLF T,

a.

b.

. Create z27 )y LEXd, .

@ iScsiBootPG-A T MTU % 9000 (-58% L £ 9

9. JxAINA—N—%ZRETBICIF. ROFIEZRITLET,

iISCSIBootPG DERTEDIRE -A> BB 7z AIILA—N—> T I)ILA—/N—JEF > vmnic3 &2
w2 LEzT, vmnic3 B 725« 7T, vmnics ' KRERTH 3.

iISCSIBootPG-B THREDRE > F— Lt 7 AIA—N—> T A )LA—/N\—]EFE > vmnic5 &
w2 LET, vmnics B’ 7277« 7T, vmnic3 B'RERTH 3,
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IScsiBootPG-A - Edit Settings

Properties
) Load balancing
Security
Traffic shaping Metwork failure detection

Teaming and fallover

Motify switches

Failback

Failover order

Cvermide

Active adapters =
vmnic3

Standby adapters

Unused adapters

vmnich

ar

Select active and standby adapiers

iISCSI VILFNAEHRELEFT
ESXi "X R TiSCSI WILFNRAEZHRET DICIE. ROFIEEETLE T,

1. EROFES—> 3> RA 2T Storage (ARL—) BBRLET, 7 TE2EIUVILET,
2.iSCSIVI I T7T7RTR%FIRL. ConfigureiSCSI (iSCSIDKRE) #o U wvo LT,
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vmware EsXi’

~ [ Host Datastores | Adapters l Devices Persistent Memory
IManage
Monitor 2 configure i5CSI B Sofware iSCSI Rescan | (@ Refresh | 4} Actions
iZ1 Virtual Machines : Name
= Storage #@ vmhbal
+£3 Networking | i vmhbal
vSwitchl ¥ vmhbaz
B vmki1 & vmhba3l
M vmk0 W vmnba4
More networks... B vmhtiasd
B vmhbas

Model 2G5l Softerare Adapter

Dnver iscsi_wmk

3 [FWE—4 v T, [BEZ—S vy bDEM|ZV) Y I LET,



B3 configure iSCSI - vmhbat4

iSC3I enabled

b Name & alias

» CHAP authentication

b Mutual CHAP authentication

| Disabled '® Enabled
ign. 1992-01_com cisco:ucsA-01

Do notuse CHAP

Do not use CHAP

b Advanced seitings Click to expand
Network port bindings Mo port bindings
Static targets Add static target | Q Search
Target v | Address v | Port >
ign.1992-08 com.netapp:sn.e42fatb2d2el11e9a68d00a00887 .  172.21.183.1058 3260
ign.1992-08 com netapp:sn.ed2fabb2d2e011e9a68d00a0987. . 172.21.184.106 3260
ign.1992-08 com.netapp:sn.e42iatb2d2el11e9a68d00a0087. .  172.21.183.106 3260
ign.1992-08.com.netapp:sn.e42fabb2d2e011e9a68d00a0987...  172.21.184.105 3260
Dynamic targets &8 Add dynamic targst | Q Search |
Address ~ | ‘Port =7
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
Save configuration || Cancel
4. 1P 7R LR Tiscsi_dlifolal] #Z AL F T,
- . . . . . . o N
a. IP 77 R L X 'iSCSI_lif01b’iISCSI_lif02a'iSCSI_lif02b' TH#E DR L £¢
b. [Save Configuration] 2 1) w2 L %9,
Dynamic targets &3 Add dynamic target ':QSBE‘fCh— )
Address ~ | Port A
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
| Save configuration | | Cancel |

(D iSCSILIF D IP 7 RLXIE. % ;7w FU 5 XA T network interface show AY > R &%
79 3h. System Manager ® Network Interfaces X 7 THEERTE £,

ESXi "X M ZERE

ESXi 7— hZ&RET BICIF. XOFIBZEITLE T,

1 ERAOFETF =23 RAVT, [y bT—T | ZBIRLFT,
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2. ySwitch0 Z3&RL £,

vmware EsXi root@17221.181.100 ~ | Heip ~ | ((eRELEIG]
I Navigator £ vSwitchd
~ [g Host
Waiia 8 Adduplink # Editsetings | € Refresh | &} Actions
WMonitor i
- vSwitch
T Standard vSvitch
(51 Virtual Machines Bl | P"ﬂfgmps_ L
H Storage B Upinks 2
~@ Networking G
W ymk0 ~ vSwitch Details ~ vSwitch topology
W vinki MTU 9000
MGMT-Network e Physical adapters.
Forts 5086 (5065 available) a 4 S
= iscsiBootySwitch VLAN ID: 3437 B vmnicd , 10000 Mbps, Fuil
L Link discovery Listen / Cisco discovery protocol (CDP) ~ Virtual Machines (3) . W vmnic2 , 10000 Mbps, Full
Attached VMs 3 (3 active) {3 |Ometer-Vi-test1
MAC Address 00:50:58:8b:ce
Beacon interval 1 B wamorsvsC
NIC teami i MAC Address 00:50:50:3b:85:ef
- yming polic:
g policy . {5 10meter-vM
Notify switches Yes MAC Address 00:50,56:66:22:0a
Policy Route based on IP hash

3 BREDREEERLET,

4. MTU % 9000 ICEELF 9.

S. NIC F—=>J%RERBEL. vmnic2 & vmnicd DAL T I T4 TICERESN. NICF—I>Jc7xA
WA —=N=DIP Ny 2AlEDVWTIL—MIHREINTWBR =R LE T,

O—RNSO2VIDIPNYYaARTIE RE2T0v Y (E—RFY) R—rFy¥RIL
T SRC-DST-IP EtherChannel Z{EH L T. BB BB A v F 2 BUIRET ZHE

@ HHDET, A1 v FDORE S AN ER TEEHDMICRE T 2AEMEINHD T, £
DIFEBIFE. R—bFFYRILEBED S TIL  a—FT 4 »JHIC. Cisco X1 v FICEEN
ITENTWVWB 2 D07y TV IR—bOWTNDZE—RNICS vy FA TV LTESXI B
12 vmkernel R— FADBEREZ VA7 LE Y,

R— bt )L—7F& VMkernel NIC ZREL X

R—brJIL—7 VMkernel NIC #5RET B IClE. XOFIEEZERITLET,

1L EAOFET =23 >oRAVT, [Ry bT—=0 | E&RLE T,
2. Port Groups 2 7 &#H7 ) v L%,

vmware ESXi

..... e

"IZ Navigator || € uesesxia.cie.netapp.com - Networking

6
~+ [ Host | Portgroups | Virtual switches
Manage
Naniior 3 Add port group

51 Virtual Machines o] R =i
H storage Bl | @ vmNetwork (
f Networking g Management Network 1

= iScsiBootv Switch €9 iScsiBootPG 1

v Switchi
More networks...
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3. [VM Network] /52 1) w2 L. [Edit] ZERL X9, VLANID % [ <<var_vm_traffic_vlan>> | I[CEEL
£7,

4. [Add Port Group] 22 ) w2 L£9,
a. R— +JI)L—7IZ MGMT-Network & W\ S ZEIEFIT £ T,
b. VLAN ID I T\ <mgmt_vlan>> ] ¥ AALFT,
C. vSwitch0 MMBIRTNTVWB ez L TS ET LY,
d [REFE1ZIVYILET .
5. [VMkernel NICs] Z 7= 20U w o L%9,

I Navigator © || £2 VM -Host-Infra-01 - Networking
* [ﬂ Host Port groups Virtual switches Physical NICs | VYMkemel NICs TCP/IP stacks f
Manage
Moo ¥ Add VMkemel NIC 7 Editz=itings | @ Refresh |
(51 Virtual Machines | 3 Name | Porigroup ~ | TCPIIP stack
= b ==
E storage E,_‘;, [ K] @ Management Network == Default TCPAP stack
@ Networking (=] . vk @ iScsiBootPG-A == Default TCPAP stack

6. Add VMkernel NIC %= 3ZEIRL £9,
a [FILWR—FJIL—T]ZBRLE T,
b. R— K~ JL—TFIC T NFS-Network | WS &r1%FIT£T,
C.VLANID £ LT lN\<nfs_vlan_id> 1 EAFALZET,
d. MTU %Z 9000 ICEEL X7,
e IPv4 REZRHELEX T,
f BIEREEERLET,
g 7RLZR&LT lMN<<var_hosta_nfs_ip>> ] CASILET,
h. [Ty bR 1IC T\<<var_hosta_nfs_mask>>] CANLFT,
i. Create Z7Jw oI LET, .
7. ZOFIEZ#EDRL T, vMotion VMkernel R— b Z{ERR L £,
8. Add VMkernel NIC Z3#3RL £,

a [FILWR—FJIL—T]ZBRLE T,

R— K~ IL—TIC vMotion £ WS &RT% (G £ 9,

VLAN ID (Z T\<VMotion_vlan_id>> ] C ASIL £,

MTU % 9000 ICEEL X7,

e IPv4 REZRHELEX T,

f BIEREZERLE T,

g 7RLZX& LT l<<var_hosta_VMotion_ip>> | Y AHILZET,

o

e o
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h. Subnet Mask (CI& I \<<var_hosta_vMotion mask>> | ¥ AZ7L £ 7,
I IPv4 DFRERIC vMotion FT Vv IRy IV ADNEREINTVWER 2B LE T,

B8 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID |3¢41 |
NITU |gnnn |
IF wersion IPv4 only v
» |Pvd settings
Configuration ' DHCF '® Static
Address | 1722118563 |
Subnet mask |255.255.255.n |
TCPIIP stack Default TCP/P stack v
Serndces i i y A - i
¥ viMotion ! Provisioning | Faulttolerance logging
L Management U Replication ! NFC replication
| Create || Cancel |

ESXi %y D —UDHREICIE. SV ATHITINTLWBIHEIC VMware vSphere
(i)  Distributed Switch ZEB T 3B L DHENSMBD £, £IXRERERTVEND
31%581%. FlexPod Express TRE®R Y fT—IBHEI Y R—FENET,
BIDT—RANT7EIT> +

BYNICNY T hTNBT—R X 7l infra_datastorevm OF—4H X k7 & 'infra_swap T—2 XK T7THD
VM XTI T 7AILEBTY

1L EADFETF—2a>RAVT[AML—=2 17Uy I L, [FILWT—RIET 200y I LET,
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L
II- W = i - - o - = - - >
| 75 Navigator || 2 uesesxia cienetapp.com - Storage
~ [ Host | Datastores | Adapters Devices
Manage
Manitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
Al Z —

2. XUV ENFS T—R2RMTZBERLET,

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMES datastore Create a new datastore by mounting a remote NFS volume

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

| Back | Mext |:- Finish || Cancel

4

3. Provide NFS Mount Details (NFS Y7 > ~ DFHDIRM) X—JITXRDOBERZANLET,
° ZHi © 'infra_datastore.
° NFS #—/\:\<<var nodeA nfs 1lif>
o #% : T /infra_datastore J
°NFS3MERINTWB I zERLE T,
4 TTHRIVIVYILET, [REDEART I RAVIIBZRAIVDRTHRRIINET,
5 COFIEEEDIRL T infra_swap' T—HRAT7EIYIVELET
° &0 : infra_swap
° NFS #—/\:\<<var nodeA nfs lif>

o #7%5 :infra_swap
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° NFS3HEREINTWBZ e =mEELE 9,

NTP ZHRELFT

ESXi "X LD NTP Z5RET 3 ICId. ROFIEEZRTLF T,

1L EBOFETF—23 > RAVT BRI Z7VvILET, BRIORAVT[ORATL]Z&ERL. [ B
2B 1200w oLET,

2. Use Network Time Protocol (NTP 7547 b %2B®MICTS) ZFRLE I,

B NTPH—EXDREZ— 7w FRUS—¥2 LT, Startand Stop With Host Z#ERL £7,

4. NTPH—/Ne LT M<<var_ntp>> | CANDLET. BRONTP H—NZRETETZXJ,

S [RE1ZEVIVVILET.

“Ii Navigator [ | @ VM-Host-Infra-01 - Manage
= Q Host | System Hardware Licensing Faclkages Services Securily & users
N Advanced settings / Editsettings | € Refresh | &% Actions
| Autostart .
{1 Virtual Machines @ Current date and time Monday, October 14, 2019, 08:50:27 UTC
L Swap
H storage NTP service status Running
= r Time & date
~ €3 Networking E}
B vk NTP servers 1.1054.17.20
| vk 2.1061.184.233
3.1061.184.234
v SwitchD
=8 iScsiBootvSwitch
More networks...

VM ADOw T 7L ILDBEFREBHLET
LTI VM ROy T 710 IILDBFRZBEHTBZFIBICOVWTEHHBLE T,

1. EROFES—>a>oRA>T, [BE1 27Uy I LEFET, BRADRAVTURTLERERL. XD
T v LET,

“I% Navigator * || [ ucsesxia.cie.netapp.com - Manage
- Q Host | System Hardware Licensing Packages Searvices Securit
Monitor Advanced settings & Editseftings | (@ Refresh
= = Autostart
{1 Virtual Machines 0 Eanicd e
e 5’“
H storage 3 - Datasiore Mo
- 1 Time & date
~ 3 Networking m
S Hostcache Yes
&= iScsiBootv Switch Local swap Yes
More networks...
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REDREEIV VI LET, T—RIANTDA T3 >H 5 'infra_swap' ZEIRL X

_];;_E:!'rt_smp configuration

Enabled ® Yes L No
Datastore infra_swap il
Local swap enabled ® Yag i No
Host cache enabled ® Yag I No

save || Cancel

A

. [RTF1ZVIVILET .

"JRDEEE - VMware vCenter Server 6.7U20D -1 >~ X k— LF|E"

VMware vCenter Server 6.7U2 O > X b—)LF|E

Dt 3> TlE. FlexPod ¥m%IC VMware vCenter Server 6.7 #1 > XA b—J)L T3
SR FIEICOWTERAL £ 9,

@ FlexPod Express Tl&. VMware vCenter Server Appliance (VCSA) ZEHALEY,

VMware vCenter Server Appliance #47>O—RL £

VMware vCenter Server Appliance (VCSA) ZA D >O— R 3 3ICid. ROFIEZRITLE T,

1.

w

N O o s

80

VCSAZAT>O—RLZFEYd, ESXi KX FDEERFIC Get vCenter Server 7 A% 7w o LT, &
oyO—RUYOICTIERALET,

vCSA % VMware 1 k5487 >O0—KRLET,

. > X b—)LBJEEZ: Microsoft Windows vCenter Server B’ R— kI Fx A, VMware TIZEFT L LEA

ICVCSAZHRL X T,

NSO A A=Y IR LET,

- VCSA -ui-installer >win32 7« L7 b UICBBEILEX T, [installerexe 1 ZZTILIU Y I LFET,
AR =1EOUY O LET

[IELDICIR=D T[N ZIUyvILET,



3 vCenter Server Appliance Installer [= | =

Installer

vim Install - Stage 1: Deploy appliance

End user license agreement

2 End user license agreement

VMWARE END USER LICENSE AGREEMENT -

w
)
i

lect ',l'i‘:)|-3:.‘\" ent type

PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN
YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING
THE INSTALLATION OF THE SOFTWARE.

5 Setup appliance VM IMPORTANT-READ CAREFULLY:

Select datastore

EVALUATION LICENSE. if

Saftware IS oniv_nDern

L

W

CANCEL ‘ BACK ‘ NEXT

8. BR% - ¥ LT. Embedded Platform Services Controller &R L £,
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9.

82

) VCenter Server Appliance Installer |== .

Instalier

vm Install - Stage 1: Deploy appliance

Select deployment type

ntre fe]]
Select the deployment type you want 1o configure on the appliance
2 End user license agreement
For more information on deployment types, refer to the vSphere 6.7 documentation

3 Select deployment type

4 Appliance deployment target Embedded Platform Services Controller Appliance
@ vCenter Server with an Embedded Platform
Platform Services

5 Set up appliance VM Se oller Controller
vCenter
Server

6 Select deployment size

8 nfigure network settings External Platform Services Controller Apgiiancs

SISO Platform Services
Controller
Read mplete e

Appliance

vCenter
Server

CANCEL ‘ BACK ,| NEXT
)

@ WEIZIG LT FlexPod Express SERIRD—EE LT, ATy b T74—LHP—E X
vhO—ZDEAHYR—FEINET,

TIS5ATIRABAR—w R T BEALTESXIiRARDIP 7RL R, IL—bhaA—H&. LU root
INATD—RZAHNLET,



7 vCenter Server Appliance Installer | == %

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Appliance deployment target

- Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server

2 End user license agreeme
ance hich the appliance e de ed
elect deployme pe
ESXi host or vCenter Server 17221181100 @
4 Appliance deployment target name
5 Set up appliance VM HTTPS port 443
6 Select deployment size User name oot @
elect datastore Password

8 Conhgure network settings
9 Rea mplete stage 1

10. vVCSAICVM &H LU root /NZT—RELTANL. VCSAICERTET7IZAT7 VA VM ZREL F
ER
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4

Installer

vCenter Server Appliance Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Set up appliance VM

VM name FlexPod-VCSA

Set root password

Confirm root password

N BRICRDBELLBEAY A X ZERL TSV INET ) v I LET,
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[ vCenter Server Appliance Installer [ ==

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Select deployment size
oductior
Select the de ent size enter Serve h an Embedded Platform Service e
2 End use ense agreemer
elect deploymen e F e = NSRS, T8 o ere 6.7 e
. . Deployment size Tiny
4 A e ae mer arge
Set up appliance VM Storage size Default @
6 Select deployment size Resources required for different deployment sizes
7 Select datasiore Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (up to) VMs (up to)
Tiny 2 10 300 10 100
nfi etwork settings
Small 4 16 340
R =:'i_. e 30} 4 525 400 4
Large 16 32 740

——
CANCEL BACK ‘ NEXT

12. Tinfra_datastore | 7—R X L7 ZBRLET, "NZIUwILET,

13. Configure network settings (v b T —IREDHRE) R—J TROIEHRZAIIL. Next (RN) &7
oI LET,

a. MGMT - Network (Rw kT—72) ZZERLFX Y,
b. vVCSA ICfE 9% FQDN 713 IP #F AN L £75
C.EHATZIPTRLREANLET,

d FRIZH TRy EIXRXIEADLET,

e FIAINN =~ Iz AEASILET,

L DNSH—NZANDLET,

14 TZF7—J1 Z2RTI2EEHITEHL) R—IT. AALLERENPELWC 2R LFT. BT %
TUv I LET,
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—
s

Installer

vm

\/

vCenter Server Appliance Installer

Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Configure network settings

MGMT-Network

Network

IP version

IP assignment static

FQDN

FlexPod-VCSA cie.netapp.com

IP address 172.21.181.105
Subnet mask or prefix length 2552552550

Default gateway

DNS servers

mon Ports
HTTP 80
HTTPS 443

ZADEAZRIBT BEIIC. B 1 ERBOREZHIRL TLETL,

CANCEL ‘ BACK NEXT



B VCenter Server Appliance Installer (-

Installer

vim Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Ready to complete stage 1

Deployment Details

Target ESXi host

T
T
U
}

VM name

Deployment type vCenter Server with an Embedded Platform Services Controller

Deployment size

¥
/1
T
1
=]
i
T
I3
T

Storage size Default

Datastore Detalls

Datastore, Disk mode nfra_swap (1). thin

9 Ready to complete stage 1 Network Details
Network MGMT-Network
IP settings Pva |, static
IP address 17221181105
System name FlexPad-VCSA cie netapp.co
Subnet mask or prefix length
Default gateway 172.21.181%
DNS servers 10.61.184 2511061184 252
HTTP Port

HTTPS Port 4432

VCSADA VA b—ILENE T, COTOERICIIEAHHID ET,

16. 27—V 1HRTITBE BFTILLEIEZTI XYy E—IHRRENEY, Tt 29Uy I LTRT
—J2DREZFRBLET,

17. TZF=T2 088N R—=IT. Tl #0)woLET,
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| Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

nroduetion Introduction

vCenter Server Appliance installation overview

Appliance configuration
SSO configuration

Configure CEIP Q

Ready to complete

Set up vCenter Server Appliance

nstalling the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the vCenter Server Appliance

CANCEL NEXT

18. NTP H—NDT7RL R LT MN<<var_ntp_id>> 1] CEANLET, ERDONTPIP 7RLAZANTEZE
ED

19. vCenter Server High Availability (HA ; @RIEY%) ZEFERAY35%EE. SSH 772 XD BEMICHE > TL
BCTHERLTLLIETL,

20. SSO R XA >%. NRAT—F, BLUYA FBERELEF T, INZIUYILET,
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Il Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

mocadchen ® Create a new SSO domain
Appliance configuration Single Sign-On domain name vsphere.local

SSO configuration Single Sign-On user name administrator

Configure CEIP Single Sign-On password [r—

I Confirm password
Ready to complete

Join an existing SSO domain

CANCEL | BACK NEXT

(i) #ic vSpherlocal X+ Y &N 5HNBHEIR CHEOEEBEILTRE

21. REICIH LT, VMware HRZAI—TOZARYIVZRFOFSLICBMLET. "Inzo ) vwo LET,
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Installer

vim Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controlier

Configure CEIP

Join the VMware Customer Experience Improveme

Introduction
Appliance configuration

SSO configuration

VMware's Customer Experience Improvement Program (“CEIP") provides
Configure CEIP VMware with information that enables VMware tc improve its products and
services, to fix problems, and to advise you on how best to deploy and use our
Ready 1o complete products. As part of the CEIP, VMware collects technical information about your
organization’s use of VMware products and services on a regular basis in
association with your organization's VMware license key(s). This information
does not personally identify any individual
Additional information regarding the data collected through CEIP and the

purposes for which it is used by VMware is set forth in the Trust & Assurance

Center at http./www.vmware.com/trustvmware/ceip.html

If you prefer not to participate in VMware's CEIP for this product, you should
uncheck the box below. You may join or leave VMware’s CEIP for this product at

any time

¥ Join the VMware's Customer Experience Improvement Program (CEIP)

2 BEODHMEZRRLET, [T 120Uy o33N [RB|RE2ZFEALTREZRELE T,

23. AR - LORIRRIC. A1 VR b—LZ2—BHELFELIERTTERVWILZT T XAy E—IUHRTIN
9. [OK|Z7 )y I LTHATLE T,
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Warning

You will not be able 1o pause or stop the install from
completing once its started. Click OK to continue, or Cancel 1o

stop the install

-

TIS5ATADHBREDFITSNE T, Nl anhrhbxEd,
Y rPYTHRERBICETLECEEZETRIAvE—SHAREINE T,
24. 4 >R b—SH vCenter Server ICT7 I X T 3-DICIRETZ V> II1E0 ) v IRIRET T,

"RDEEE : VMware vCenter Server 6.7U2 ¥ vSphere 5 2% \) > JH&RL"

VMware vCenter Server 6.7U2 ¢ vSphere 75 X% ) > 7 &

VMware vCenter Server 6.7 $ & Uf vSphere 75 X2 VI %KET BICIE. RDOFIE
ZEITLET,

1. T\ https:/\<<FQDN J F7zI& T vCenter @ IP >>/vsphere-client/" | I[CEEL £,

2. vSphere Client D&z 7 ) v o LE T,

3. VCSADTy b7y 77O X TAN LI —H4 mailto : administrator@vspehre.loca | [administrator?]
@vsphere.local LTV SSO /AR T —RAEFAHALTCOJI > LET,

4. vCenter &% 52 ') w42 L. New Datacenter #&RL £,
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https://<<FQDN
mailto:administrator@vspehre.loca

S0 T—REVEA—DHFZASIL. OKlZ2 )y I LFT,
vSphere 7 2 A2 Z{E L £ T
vSphere 7 5 A X ZERT BICIE. XDOFIE%ERITL X,

1L HLLIERLTcT—2t2>2—%H21) w2 L. [New Cluster] Z#ERL £,
2. VS 22D%EIEATILET,

3. Frxv IRy IR%EFICLTDR & vSphere HA ZB#IC L £,

4. [OK|zo7 Uy o L%ET,

New Cluster FlexPod-Datacenter

Name FlexPod-Cluster

Location [ FlexPod-Datacenter

DRS ()

vSphere HA o
vSAN ()

These services will have default settings - these can be changed later in the

Cluster Quickstart workflow

ESXi "X b %05 XZITEM
ESXi RRA M Z IS XARZITEBMT BICIE. XOFIEZEITLE T,

1. 9328%F01) v L. AddHost ((RX +DEM) ZFIRL T,
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Add hosts

Add new and existing hosts to your cluster

1 Add hosts New hosts (1)

se the same credentials for all nost

VM-Host-infra-01 cie netapp com

2 HOSt summary

RARSS

2. ESXi KRR &I S ZARITEBMT 3213, XOFIEEZEITLET,
RARDIP £7IEFQDN ZANLE T, XINEIZD)wILET,
b. root I—HRENRXT—RKREAALET, INEIVYILET,

C.Yes 27w LT, RXbDIAZE%Z VMware SEFAZE Y —NICK > TERENTEEASICETH X
9,

d. [Host Summary] R—2 T [Next] Z2 w2 LE T,

e J{O+T7AV%E T wo LT, vSphere RAKMIZTAEYX%ZEBMLET,
3. COFIEIF. BEICISLTHETRITTEERT,

a [N ZoVy o LT, AvIRAIVE—RZEHDEXIC

b. VM DIFFR | X—TJ T[N ]ZI7 Vv I LET,

C. [Ready to Complete] R—JZHERLEd, [RD | RXVEZFERALTEERITSH. [T | Z&ERL
F9,

4. CiscoUCS RR M BICKRLTFIE1 £ 2 Z#DRLFT

]

(D FlexPod MELICRR FEBIT 3 BANE. COFIEERTT SUBELBD T

ESXi R MCOAT7H Y THRELEYT
ESXi RZAMIOATHA Y THRET BICIE. ROFIEZERTLET,
1. https © /12OF 1> LE T "vCenter" IP:5480/ DIFEIE. I—H%IC root ZASIL. root /NXT—R%
ABLET,
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https://172.21.181.105:5480/ui/services

2. services #% ') w2 L T. VMware vSphere ESXi Dump Collector Z3&RL £9,
3. VMware vSphere ESXi Dump JL 742t —E X ZRAL 95

— C A Notsecure | 172.21.181.105:5480/ui/services

vm Appliance Management Mon 10-28-2019 06:51 AM UTC

SU!‘T‘II’T\&I",{r START
Monitor Name L v
SA heal e (=
Access
VMware vSphere Web Client
Networking
VMware vSphere Update Manager
Firewall VMware vSphere Profile-Driven Storage Service

© VMware vSphere ESXi Dump Collector

Time
VMware vSphere Client
Services
VMware vSphere Authentication Proxy
Update VMware vService Manager
. Mware vSAN Data Protection Se e
Administration
Mware vCenter-Service
Syslog
Mware vCenter Serve
Backup VMware vCenter High Availability
VMware Topology Service

4. SSHZEAL TEIE IPESXi RR MIELHKL. 2—H%IC Trooty EAHALT. root /SXXT—REAN
LEd,

S. MO ATV REETLE T,

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

6. RILOAT YV REANTSB L. [ Verified the configured netdump serveris running 1 £WS X wt—IHR
TENEY,
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@ FlexPod Express IC7R X hEBIMT 2BRIE. COTOVRERTIIHRELHD £,

@ CDIREITERY S §IP_address OF_CORE_DUMP_collector | (. vCenter ® IP T
ERS

"RMDEEE : NetApp Virtual Storage Console 9.6 D& A F|[E"
NetApp Virtual Storage Console 9.6 DE A F|[E

ZDtU 3> TIE. NetApp Virtual Storage Console (VSC) DEAFIEICDLWTER
BEL %95

Virtual Storage Console 9.6 Zz-1 > X b—JLL XY

Open Virtualization Format (OVF ) BA%ZFHELTVSC96 VI U 7% 1A =)L T ZFIEIZ. XD
EEDHTT,

1. vSphere Web Client > Host Cluster > Deploy OVF Template (C#881L £,
2. 2y by THR— YA DB ATO0—-RLAVSCOVF 771 L EEBLE,
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Deploy OVF Template

1 Select an OVF template Select an OVF template

Select an OVF template from remote URL or local file system

Enter a URL to download and install the OVF package from the Internet, or bro

ch as a lecal hard drive, a network share, or a

Open ,
+ | B Desktop » v &) [Sen °

Restore

Move
QOrganize v New folder Size

] ; [ unified-virtual-appliance-for-vsc-v || B  Maximize
H Favorites | p-s12-0.6-4209-20190812_0930 (2)....

B Desktop | ovaFile =l

# Downloads =

% Recent places 4 VMware-Tools-core-10.3.2-0925305

i

bd S WiarrineeTartRad

File name: | unified-virtual-appliance-for-vsc- | [AllFiles v|

3. VMBZANL. BAKLDT—REVEZ—FRBTAINREZBERLET, "NEIVYILFT,

Deploy OVF Template

+ 1 Select an OVF template Select a name and folder

¥4 2 Select a name and folder Specify a unigue name and target location

+ 3 Select a compute resource

. < \ | mach me. Fl -
v 4 Review details Virtual machine name lexPod-VSC

5 License agreements

+ 6 Select storage Select a location for the virtual machine
7 Select networks v [ warriorsvcsa.cie.netapp.com
8 Customize template > [ER FlexPod-Datacenter

4. T FlexPod-ClusterESXi| 75 X4%ZERL. Next] 2oV v o LFT,
5. SHERESEL. [N ZEOVUwILET,
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Deploy OVF Template

v 15Select an OVF template
" 2 Select a name and folder
v 3 Select a compute resource

4 Review details

5 License agreements
6 Select storage

7 Select networks

8 Customize template

9 Ready to complete

Review details

Verify the template details.

Publisher

Product

Version

Vendor

Description

Download size

Size on disk

No certificate present

Virtual Appliance - NetApp VSC, VASA Provider and SRA for ONTAP
See appliance for version

Netapp Inc

Virtual Appliance - NetApp VSC, VASA Provider, and SRA virtual
appliance for NetApp storage systems. For more information or support
please visit http//www netapp.com/

1.0 GB

2.1GB (thin provisioned)

53.0 GB (thick provisioned)

CANCEL BACK NEXT

6. [Accept (AR) 127V v I LTSAMEYRAEZITAN. [Next] Z2 v oLEFT,
7. o703 =Y IREBT4 RAIVFERENFS T—RAMT7D 1 2% FRLET, INZEIU v I LE

ERS
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Deploy OVF Template

+ 1Select an OVF template Select storage
+ 2 Select a name and folder Select the storage for the configuration and disk files

+ 3 Select a compute resource

+ 4 Review details |

+ 5 License agreements

Select virtual disk format Thin Provision
6 Select storage

7 Select networks VM Storage Policy: Datastore Default v
8 Customize tc-mplate Name CBDB{IW Provisioned Free TW
9 Ready to complete - Infra_datastore 75GB 360 KB 75GB NF «
& infra_datastoret 475 GB 639.0 GB 276.86 GB NF
& Infra_swap (1) 100 GB 498 GB 95.02 GB NF
L] v
Compatibility

v Compatibility checks succeeded

CANCEL BACK NEXT

8. [Select Networks] ( v F 7 —2U DiFEIR ) ' 5FEEFRY FT—U%EFERL. [Next] (RN )ZIU VI LZE

o
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Deploy OVF Template

1 Select an OVF template Select networks

2 Select a name and folder Select a destination network for each source network

v
v
+ 3 Select a compute resource
v
v
v

4 Review details Source Network ) Destination Network b i
5 License agreements nat MGMT-Network ) :
6 Select storage § kems

7 Select networks

8 Customize template

IP Allocation Settings

9 Ready to complete

IP allocation Static - Manual

IP protocol IPva v

9. F>TL—bDHREIAXT, VSCBEE/NXT—R, vCenter BFTIF IP 7 RL R LU EODf
DFREDFMEATIL. INZ2T ) v I LET,
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Deploy OVF Template

1 Select an OVF template
3 P vCenter Server Address (")
+ 2 Select a name and folder
+ 3 Select a compute resource Specify the IP address/hostname of an existing vCenter to register to
+ 4 Review details 17221181105
+ 5 License agreements
v 6 Select storage Port (%)
v 7 Select networks

Specify the HTTPS port of an existing vCenter to register to
"4 8 Customize template

9 Ready to complete 443

Username ()
Specify the username of an existing vCenter to register to

administrator@vsphere.lot

Password (%)

Specify the password of an existing vCenter to register to

Password T
Confirm Password 0000 =essssss |
+ Network Properties 8 settings
Host Name

Specify the hostname for the appliance. (Leave blank if DHCP is desired) x:

CANCEL NEXT

10. AZZLT=REDFFMZHESR L. Finish 2 1) w2 LT NetApp-VSCVM OEA%ZZTTLE T,
1. NetApp-VSC VM DERZAICLT. VM OAVY—I)LZBAET £,

12. NetApp - VSCVM 7 — b 7O+ XHIZ. VMware Tools D1 > X b—IL%ER®HZ IOV T EHTRRIN
9, vCenter T. [NetApp-VSC VM]-[ 7 X bk OS] -[ VMware Tools D1 > X b—)L 1 ZERL £,
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Booting VUSC, UASA Provider, and SRA virtual appliance...Please wait...
UMware Tools OUF uvCenter configuration not found.
UMuware Tools OUF uvCenter configuration not found.
Ufware Tools OUF vCenter configuration not found.
UMuare Tools installation
Before you can continue the USC, UASA Prouider, and SRA virtual appliance
installation, you must install the UNware Tools:

1. Select UM > Guest 0S5 > Install UMware Tools.

OR

Click on "Install UHware Tools" pop-up box on the uSphere UWeb Client.

Follow the prompts provided by the UHware Tools wizard.

Once you click on mount, the installation process will automatically continue.

18 OVF 7Y 7L —bDAREIA ZXBFT. Fv T —URE L vCenter DESRRIBEHRMBEINE L. Z
D7=8%. NetApp-VSC VM DE17#%. VSC. vSphere API for Storage Awareness (VASA) . &V
VMware Storage Replication Adapter ( SRA) 7' vCenter ICEERENE T,

14. vCenter Client 504777 L. BEOJA YL ET, R—LXZa2—H5. NetApp VSC H'1 > X k
—)ILETNTWVWB xR LET,
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/\\ There are expired or expirin

vmm vSphere Client

= I | T DC | aciows

v 7 warriorsvcsa.cienetapp.cc itor Configure Permi
v [(§ Warriors-DC

a

Hosts and Clusters

osts 2
» [ Warriors-Cluster r Y d Temblate
1 VMs and Templates firtual Machines: 6
Storage . + ¢ 4+ A Jlusters 1
Jetworks
\ stwarleine
¥ Networking )atastores 5
@ Content Libraries
&5 Global Inventory Lists
[® Policies and Profiles b
ZA Auto Deploy
Ve
<|> Developer Center
(®) vRealize Operations
P Vvirtual Storage Console
& Administration
S Update Manager
] Tasks
Cg Events
= =Ta L= 1 A*trilvgitac .
& Tags & Custom Attributes s Compliance @ Com
Precheck Remediation State () Rem

NetApp NFS VAAI Plug-in Z4 7 >O—RLTA YA M=JLLET
NetApp NFS VAAI Plug-in ZX2 7 >O—RLTA VA =ILT3ICIE. ROFIEZEITLET,

1. NetApp NFS Plug-in 1.1.2 for VMware' #4>O—RLEXINFS TS50 VDRI O—RKRR=IH5
VBZ7 7)Ao O—RL. O—AIIIIUFERIFEERIMIFRELET,
2. NetApp NFS Plug-in for VMware VAAl #4 o > O— R L9,

a ICFPIERALET VIR T AT YO RR—I,
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/
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b. FICX-A—JLLT. NetApp NFS Plug-in for VMware VAAI Z2 J v o L £7,
C. vSphere Web Client ®7R— ABE T. Virtual Storage Console Z3&RL £9,

d. Virtual Storage Console > Settings > NFS VAAI Tools T. 7 7ML %Z&RL. 4o >O—RL1=TS
TAUDRMINTVWBIHBAEEBL T, NFSPlug-inZ7y7O—RL%EY,

vm vSphere Client

Virtual Storage Conscle

& Overview Settings vCenter server w
s Starage Systems o .
Administrative Settings Unified Appliance Settings NFS VAAI Tools
& Storage Capability Profiles Sl R
&, Storage Mapping NFS Plug-in for VMWare VAAI
+ Reports The NFS plug-in for VMware VAAI is a software library that integrates with VMware's Virtual Disk Libraries, which are installed on the ESXi ho!

Datastore Report execute various primitives on files stored on NetApp storage systems. You can install the plug-in on a host using VSC. You can download NFS

site.
Virtual Machine Report

WVal Datastore Report
Existing version: 1.1.2-3 CHANGE

Upload NFS plug-in for VMware VAAI

Open =

VVaol Virtual Machine Report

Note: Before you install NFS plug-in for V| ¢

1 |BE Desktop » v & | [ Search Desktap 2]
Install on ESXi Hosts .
Organize +  Newfolder - O @
T ~ = ~B
Select the compatible hosts an which ' Favorites =l
= OpenOffice 4.1.1 (en-US)
B Desktop ' Installation Files
& Downloads
MName = (il
£l Recent places NetAppNasPlugin.vib =
VIB File \"
v 360KB S
P
File name: |NetAppNasPlugin.ib v| [wFie v|

=

3. 7y7IO—KR%EVUwILT. 7554 >% vCenter ICEREL £9,
4. KRR +%ZERL. NetApp VSC > Install NFS Plug-in for VMware VAAI DJEIZER L £ 95

103



v [ warriorsvesa.cie.netapp.com

Summary Monitor Configure

s Warriors-DC
v Warriors-Clusi
[ 722118118 151 New Virtual Machine..

[ 1722118119

{3 [Ometer-VN

& Iometer-vy &

(3 [Ometer-VN %

[ [Ometer-vN

El Actions - 17221181100
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'
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Certificates
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Settings
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Remoyve from Inventory
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Recent Tasks Alari I NetApp VSC

¢ Storade = Virtual
Storage Adapters

Storage Devices ¥ Standa
Host Cache Configur. g
Protocol Endpoints
I/} Fiiters

r MNetworking

> Viriual switches
Wkernel adapters
Physical adapters
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e [ Virtual Machines

WM Startup/Shutdo.,
Agent VM Settings
Default VM Compati_§
Swap File Location

r System

Licensing

Host Profile

Time Configuration
Authentication Servi..|
Certificate

Power Management

Advanced Svstem S

- Host Monitoring

Install NFS Plug-in for WMware WAl
Update Host and Storage Data

- Set Recommended Values

- Mount Datastores

3 Frovision Datastore

ESXi RA DR ML—UREERBEILLET

VSC #FAT 2. XY b 7w IR L= FO-JICEHGEINTWVWBRIANTO ESXi KX MMIHL
T. AML—CBEOREZBEFNICERTEE T, CNSOXREEFERTBICIE. XOFIEEZETLET,

104



1. 7R— LEE T. vCenter > Hosts and Clusters Z3&RL £9, FESXi KX h&EHIZUwo L. NetApp
VSC > Set Recommended Values #3&RL £9,

vm vSphere Client

i

g8 9 [ 17/2.21.181100 | acTmions~

v [ warriorsvesa cienetapp.com Summary Monitor Configure Permissions

v [Eg Warriors-DC 0
4 Actions - 172 21181100
o Warriors-Cluster - m Distributed Switches

[& 17221181100 1 New Virtual Machine...
[@ 172.21181.107
p Iometer-VM
5§ IOmeter-VM-teg '@

i Deploy OVF Template..
"

MGMT-Metwork
(8 lometer-VM-tes) &g

oo
(R Iometer-VM-tes
& warriorsvcsa Maintenance Mode >
(¥ warriorsV/sc Connection »
Power [
Certificates [
Storages 3

3 Add Networking...
Host Profiles >

Export System Logs..

Bl Assign License.
Settings

Move To.,

Tags & Custom Attributes > Host Manitoring

Remave from ||".\~,'ent|_-|r}.' Install NFS F".ug-ir‘. for WMware VAAI

Add Permission.. Update Host and Storage Data

Alarms [ Setl Recommendead Values
Update Manager > Mount Datastores
Recent Tasks alarms | W Netapp VSC e Provision Datastore

2. 38R L 7- vSphere RRA MIBERATAHREZHELTLLEETL, [OK| 22w I LTREEZBERALET,
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Set Recommended Values X

HBA/CNA Adapter Settings
Sets the recommended HEA timeout setiings for MetApp storage systems.
MPIO Settings

Configures preferred paths for NetApp storage sysiems. Determines which of the available paths are
optimized paths (as opposed to non-optimized paths that traverse the interconnect cabie), and sets the

preferred path to one of those paths.
NFS Settings

Sets the recommended NFS Heartheat settings for NetApp storage systems.

Success

The modified ESXI host settings are reflected only after the

subseguent successful storage system discovery,.

3. INSDHREZEALLS. ESXiKAbZEUT—FLET,
FEH

FlexPod Express |&. #RZ ) —R 330K —%> bR LIRIEEADR =TI
HIBZET. PUTILTHRENLGHERRZERIFELE T, IVAR—RY FDEMICEKS
IERICEK D FlexPod Express IIFEDE DR RAZ—XICEHLETHRETET X

9o FlexPod Express |&. F/NRIEDEEYR. FEAERITOV ) 2—> a3 ZEL
TRLERITICHKFTFTTINTUVET,
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"https://www.netapp.com/us/media/nva-1139-design.pdf"

N—> 3 VERE
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N—23 2 1.0 LA 2019118 R ) —X

FlexPod Exprg_ss with Cisco UCS C 1) — X & KT AFF
A220 >\) —XE&EHAHA R

NVA-1125 5%5t . FlexPod Express with Cisco UCS C </ !) — X and AFF A220 Series

I
Fw k7w Savita Kumari ED/IN—kF—2 0w c l Sco

EROMLYRIF HEA VIS5 RAVEa—FT 1 VINDKRRBERT —2 ¢
UR—DBITZRLTVWEY, THIC. VE—MT T4 AT SVFA T4 RTHI Y
TILTHRNBEREZEAL. T—2EVZ—TENHLATWS T/ O %50
LTWET,

FlexPod Express (. Cisco Unified Computing System ( Cisco UCS) . Cisco Nexus 7 7 = U A1y
F. BKLU NetApp AFF ZEB Y Loy BRIRASNIRAN ISV T4 RDT =R E2—T—F70F ¥
T9, FlexPod Express D J>R—x > k. FlexPod Datacenter & [E#RIC. IVRIEAR IT /77f—f“éf¢

DOEEEmDOERMREEIRL £9, FlexPod Datacenter & FlexPod Express |3, REILICRE L TS b
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Expanded portfolio of platforms
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NetApp Verified Architecture 7045 5 L
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CDHA RTIE. VMware vSphere % 3 L 7= FlexPod Express DFREHICDWTEELKEHBAL £9, *

Too CDFEETTIE. NetApp ONTAP 9.4 Y 7 k7 77, Cisco Nexus 3172P X1 v F. & U Cisco UCS
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FlexPod Express &, BERBIELT—I/70O0—-—RZETITBILSICHRFTTNTVET, U
E—bAT4 R TIUFA T4 R FERPEZHNRELTVET, £l HEODEW
ICHERAOBRRZRELIEVARIREEICHRBETY . < DH L LR for FlexPod
Express (Cl&. NetApp ONTAP 9.4 . NetApp AFF A220 . VMware vSphere 6.7 72 & D
LW/ OChEmMEnTunEd,

ROEIC. FlexPod Express fEREKICEENZ/N\N— Rz 7AVR—R> b ERLET,

FlexPod Express Solution

AFF A800

il : e - AFF A700s

NetApp AFF family = ny S =% AFF A700
i AFF A300

AFF A200

Cisco Nexus switch

e (Cisco Nexus 9000

family Cisco Nexus 3000
Cisco Unified
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TR FTHE
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Express DF D E TR IZ. BEDILKICEDE T FlexPod T—X V2 —DEBEBHICITO N TE
x93,

FlexPod Express I&. WE—rF T4 R, TS5 V0FF T4 A, FRGEICEBRA Y ISEBETY, £l &
BOT7—o0—RICAYV I IZRELIEVEERICHRBLBRETT,

FlexPod Express |&. IZIFITARTOT—2oO—RIGELT. BELYITVI VT SZIEHBLED,

FRERROBGE

Z D FlexPod Express &Rk (%. FlexPod AVN—J R4 V75700 5 LDO—EBT
ER

FlexPod fie1>7>7040 5 L

FlexPod V) 7 7 L > X7 —*F U F ¥Id. Cisco Validated Design (CVD ; ¥ X IMRIEEARET) /i

NetApp Verified Architectures (NVA ; *w b 7w TREERA T —F T F v) L LTREINE T, Cho
DNV I—2 3 THR— FINBWVBREDNMER S NABWVZE. FED CVD £/IENVADSDERHRDE
HFICEDCERIIRDONE T,
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DID2DYJa—arhaEnTtunEd,

* * FlexPod Express. * I&. Cisco &%y b7y IHMRMH T2 70/ O ZHBE LT M LARILDER
REBERICIEHLED,

* *FlexPod * Datacenter * 3. TEIERT—IO0—R 7V Tr—> a3 IlRBLZENEB*REHELE
ER

* * FlexPod Select * [&. FlexPod T—X2t V2 —DRROAIEZHEAAH. HEDT SV Ir—avild
VISR OFEFAEBLET,
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FlexPod Express FlexPod Datacenter FlexPod Select

Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote,  Target: Enterprise/service provider Target: Specific application
and departmental deployments deployments in the enterprise
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3HDTT, NetApp Verified Architecture (&, NetApp fERERT7—F TV FvICROmEEIRMHLE T,
CARICTARINTVET
cHOENLHREINTLDS
cEBAYRVERIRICINZ £9
* EFARE F TORB%E ISR
CDHA RTIE. VMware vSphere % & L 7= FlexPod Express DsREHIDWTEHEL<FHBALET, .

C DFRETTIE. NetApp ONTAP 9.4 . Cisco Nexus 3172P . Cisco UCS C 1) —X C220 M5 tr—/\%& /\ 1
IN=NAHF—/—RELTETTS. Fol<HFHLWAFFA220 > X7 L%ZFRAL £,

ERRT ./ OY

CDfEREIZ. 2y 7w, Cisco. VMware DR#HT I/ OP%FALTVWEYT, COBREKIL.
ONTAP 9.4 #3179 357 L L) NetApp AFF A220 . 7 2 7 IL#EE D Cisco Nexus 3172P X1 v F. KUV
VMware vSphere 6.7 #2179 % Cisco UCS C220 M5 5w U H—N%EEBH L TWE T, CDRIEEAERE
& 10GbE 72 /O %#FERALTWETY, F7/-. FlexPod Express 7—F T F v BB DENLTIED R R
Z—XITBERTEDELDIC 2DDNAN=—NAYF/—RZ—EIZEBMT3TCAYEa—Tr VIRE
YRS B AEICDOVWTHHAEAL X,

RDOEIE. FlexPod Express & VMware vSphere 10GbE 7 —FF U F ¥ ZRLTWVWE T,
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FlexPod Express

Cisco Nexus 3172 P Switches

Cisco UCS C220 M5 C-Series
(Standalone servers)
vSphere 6.7 U1

NetApp AFF A220 Storage
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10GbE
Data
CIMC
40GbE

Data

@ C DIRFETId. 10GbE #E#ft&. 40GbE Tdp3 Cisco UCS VIC 1387 Z{ERA L £9 . 10GbE #
iz RIRTB57OHIC. CVR-QSFP-SFP10G 7R F X2 ZfEBL X7,

IA—RT—RADBE
FlexPod Express fERE L. IMDLS BV DD DIA—XAT—XICEATEET,

*VE—MATARELRBTSFFT4R
* FREX - UNRERMEIT
* AR MHRICEBNTCERDOHERRDUELEIR

FlexPod Express |&. fRET7—270—REEET7—7O0—RICRE T,

C Df#ERFEIE vSphere 6.7 TRIEEATI N, OOV R—R>Y M DEEMZHEEE T 3ER
@ ® vSphere /\—< 3 > % NetApp Interoperability Matrix Tool THR—FL X T, Ry b7 v
Tld. vSphere 6.7U1 ZEIEMEE CILEHEL LTEATEIEZHRELFT T,
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vSphere 6.7 U1 DIEREICIZ. KDBHDHHD £9,

* TRTOMEBE% R 7= HTML5 Web RX— X vSphere Client T3

* NVIDIA GRID vGPU VM @ vMotion-f > 7 JL ® FPGA ®H7R—

* vCenter Server Converge Tool T. %88 PSC "5 AEB PCS NDBITHRESNE L -
* VSAN (B9 B #ReILGR (HCI DER)

kI nia TV - SA4TS)

vSphere 6.7 U1 OFFMIC DOV TIE. BB L T TV "vCenter Server 6.7 Update 1 OFi&EE"S

T /O EH

FlexPod Express X T LICIE. N—R Oz 7AVR—2 VYT I T7aAVKR—
2 b EHAEHDE TERTIHNENHD X9, FlexPod Express Tld. ¥ X7 LI/
AN—NAH =/ —RZEMTBREHDICBERN—RITT7IVR—R MIDOWVWT
He 2202y FEAMUTEHBALE T,

N—Ro7 T 7EH

BIRLIENAN—=NAH—ICBRE <. §RTOD FlexPod Express #H CRIL/\— R Tz 7HERAINZE
To TN, ESRRABHENEDLSTH. EE5DN\T/IN\—N1H—HEFE L FlexPod Express /\— R T
FETRITTEZXY,

RORIC, IARTOD FlexPod B ICHER/N—RI 7V HR—2> b ERLET,
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CVR-QSFP-SFP10G 77X 4 T9

»

RDFIRIC. 10GbE #RETIHEDEREHICNZ T, BELRN—RFRT7xT7ZRLET,
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CVR-QSFP-SFP10G 74 /2 TY 4.

VI T7EHR
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O—AILTFNAT R

Cisco Nexus X1 v F
3172P A

O—AJLR—bk
Eth1/1

Eth1/2

Eth1/3

Eth1/4

Eth1/25

Eth1/26

Eth1/33

Eth1/34

DE—FFNTR

NetApp AFF A220 X L
—JarhkO—ZA

NetApp AFF A220 X kL
—> > htO—5B

CiscoUCS Cc220C >l
—XRZARF7OVY—
N A

CiscoUCS C220C > 1)
—XRZRF7OYY—
/N B
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—vavrO-5A
Cisco UCS C220 C & 1)
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RDFEIC. Cisco Nexus X1 wF 3172P B O —J)LEGBHRERLE T

O—AILTFNA X

Cisco Nexus X1 v F
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O—AIER—k
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DE—FFTNAR

NetApp AFF A220 X k L
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NetApp AFF A220 X L
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—XZZRF7OVY—
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3172P A
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RDFIC. NetApp AFFA220 R L—2 O hO—F ADT—JILESIBEREZRLET

O—AILTNA X O—7AJLR— bk JE—FTNIR JE—FR—F
NetApp AFF A220 X kL eDa NetApp AFF A220 X kL eDa
-y rO—7A -2 cO—72 B
eOb NetApp AFF A220 X kL €0Ob
-2 hO—2 B
elc Cisco Nexus X1 v F Eth1/1
3172P A
e0d Cisco Nexus X v F Eth1/1
3172P B
eOM Cisco Nexus X1 v F Eth1/33

RDFTIZ. NetApp AFFA220 Z L—2 O bO—5

3172P A

BOU—JIERBRZTLEY

O—AILTINA R O—AJIER—F JE—FFENA R JE—hkE—k
NetApp AFF A220 X kL e0a NetApp AFF A220 X kL e0a
- > cO—5 B - cO—FA
e0b NetApp AFF A220 X kL eOb
- cO—FA
e0c Cisco Nexus X v F Eth1/2
3172P A
e0d Cisco Nexus X1 v F Eth1/2
3172P B
eOM Cisco Nexus X1 v F Eth1/33

BAFIE

3172P B

CORFaAXD Tl BE2BARMECSURAMZHEX - FlexPod Express & X7 LD
BRICOWTHLCHBLET, CONREZRMTS7-0HIC. BFIETHREIT SV
A= rEIAVR—2VMAFEIEOAVR— B EHUYFEFTREZIE. CORF
AXYRNTFOEDS I ZYFENTVWE 2803y 7y A NL—2O> b AO—3
IF. I FAO—Z A MO—5 B THMNEINET, A1 YFALRATYFBIFE
Cisco Nexus Z1 v FDRT7E2FRLET,

Fl-. CORFaXYMTIE. O CiscoUCS KRR A FOEY 3= J35FIBICOVWTHHRAL X
T CNHDRA BRI H—/NA. T—NBAHREE LTIEXRH#NEINE T,

RIBICEETZBERERTY SICEDZIMBEBELH D ERIHIC. ATV REBED—E LT N\
<text>> | WRIREINZET, lvlancreate ] AY > RICDOWTIE. XOFIEBBLTLEIL,
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Controller0Ol>vlan create vif(0 <<mgmt vlan id>>

ARF 2 X2 TlE. FlexPod Express BiE%# RRICEE T3 HEICOVWTEHALEYS, COSOEXT

3. TETELFIET. BEREEOGHERAL

IP7RLZR, BELUPVLAN (RELAN) XF—L%Z AN

TRIRBELAHDET, RORKRIC. COHA RTHBTZIEAICKNER VLAN ZRLET, COT—TILIE
REaXYMDOREFIEERETBHICEHRTETXY,

BEDOY A FEHBICEDWVWTER L.

®

AN &

TCO

EIE VLAN
%17« 7 VLAN

NFS VLAN
VMware vMotion VLAN

REIS>DMZT 1w VLAN
iISCSI-A VLAN

iSCSI-B VLAN

VLAN O BHY

B A —T 1 AAD VLAN

HIBLIL—LHEIDHE TSN
TW3 VLAN

NFS b5 7«4 v JRH®D VLAN

HBYIERZ D 5B OYIER R
FADRIEY S > OBENAICIEE
&Nl VLAN

JRE<TS>>T7IVr—a> k5
71 v HED VLAN

TJ7 7w ADISCSI ST+
w2 F3 VLAN

7277w B®DISCSI b7«
w2 F3 VLAN

MDAV REEBVLAN & 77T A TNY REE VLAN 2R T 35581, TS0
LAV 3IL—hZEN S 2REDNHDE T, CORETIF. HBEDEE VLAN ZfERALEL

CORFTaXY M NDRIETHERS
n7= 1D

3437
2.

3438

3441

3442

3439

3440

VLAN ES(d. FlexPod Express DFREEETHREIZRD £9 . VLAN (& T <<var_xxxx_vlan>> | CIFEn

9,

M xxxx 1 |& VLAN OBEH (iSCSI-A%Y) T,

KRDORIE. EREINT= VMware (REYS V2 RLTUVWET,

RET S > DEE

I A

VMware vCenter Server DZKRe={EHE L

Cisco Nexus 3172P Deployment F|EDEE

KDYt 3> TlE. FlexPod Express IRIETERA T % Cisco Nexus 3172P X1 v F D
BRICOWTEFLLLEHRRBLET,

Cisco Nexus 3172P X1 v FO#HRt v b7 v/

RDOFIETIE. FlexPod Express DEARIRIZETHERE T 5 & 5 IC Cisco Nexus 21 v FZFRET B HAEICDL

TERRAL &9,
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CDFIBEIE. NX-OSY 7 ko7 1)—2X7.03)i7(5) 34T L TL 3 Cisco Nexus 3172P %
FRALTVWRZCZARE LTVWET,

1. A4y FOAVY —ILR— b ERVICT— L THESIT S L. CiscoNX-0S v b7 v 7HBEENICH
BEINET, COPEBRTIZ. X1 Yy FH. mgmt0 7 >R —7 =41 AER. KU Secure Shell (
SSH) v b7 v TREDEAMBHREEITVET,

2. FlexPod Express B2y FT7—Jld. TEIFHAETHERTEET, 3172P X1 v F_ED mgmt0 -1
VR—=T 1A RE BIFOBEXRY FT—JICERTEZCH. Ny IV —/Ny IR T 3172P X1 v
FDOmgmt0 1 R —T A AZEHRIBDEHTEFEXEY, /L. DU VTIE. SSH hZ 70w o7
EONEERT7 I RTIIFERTETEE Ao

CDEAHA RTIX. FlexPod Express Cisco Nexus 3172P X1 v FZBFOEER Y T —TIT3EHL
TWET,

3. Cisco Nexus 3172P X1 W FEHRET BICIE. RAM VY FOEREAVICL. BEOIERICEVWET, ZC

Tld. MADRA v FOMEEL Y F 7y FTERLEITH. X1y FEEDOBERICOVTIIETIAEICES
R TLIETL,

126



This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B

Continue with Out-of-band (mgmtO) management configuration? (yes/no)

[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:

<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

- REDBENKRT SN, BETIDESHOHERZRODOSNE T, REDELWSEIZ. Tny CASL

9,

Would you like to edit the configuration? (yes/no) [n]: n

- TDE. CORTEZFEAITZINESIHZERTEIXvE-—IUHRTIN. ®REFELEIT. TDHFIK
1 EANDLET,

Use this configuration and save it? (yes/no) [y]: Enter

My
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6. Cisco Nexus X1 vF BICDWT. COFEEZEDRLET
SEAKEZEMICLEY

EBMOFHEA T 3 >HIBHET BICIE. Cisco NX-OS THEDSELRIEEEEZ 1 R—TILICTIHELHD £
ER

[interface-vlan | #BEIZ. CDOYZa7IL2ETHBINTWLS [ back-to-back 1| 'm
C) Mgmt0 | 77> a3 RT3 ERICOAMETY, COWEZFRATI I, 1>F—TJxA

A VLAN (RAYFREA >R —Tz14R) ICIP7RLRAEZEDYTRZZENTEET, C

NICED. RAYFADA VN REIREE (SSHBHEAY) HAREICBRD FT,

1. Cisco Nexus ZA Vv FABLUVRT v F B CEYIGHEEZ A *—TILICT 3. AT R T (config t
) 1 ZFRALTIY74F¥aLl—>a3>E—RZEBAL. ROOATVRERITLET,

feature interface-vlan
feature lacp
feature vpc

R—FrFYZILDFTAILEDO—RNT IOV INYS AT V—RABLUVTFRATF4Z—3 VD IP
7RLZEZFEALT. R—rF¥RILDA R —T A RLEOO—RNSYI VI T7ILT) X LERE
LET Ny2aZI)ILdUXALICY—XBLUVTRT4R2—>2a> D IP 7 RLAUNMIH T —R2 =17
TBIET. R=bFrFrvRILDAN—Z2EFEADEIDHEFELRO-—RNS OO VI ERETEEY, ELCE
BHH5. V=RELUVTRTARZ—2a>YDTCPR—bENYy>aT7ILI) LIBT3 I &R
LExd,

2. #BE—FR (configt) HEXRODOT>Y R%ZASL. CiscoNexus A1 vFABLIUVRAMYyFBDIO—
NILR=FrFrRILO—RNZ OOV IREZTVETD,

port-channel load-balance src-dst ip-l4port

JO—=—NILAN=ZIY Y=Y T4Fxal—>arEETLET,

CiscoNexus 75w b7 #—LTiE. FTVwI72a75 0 REMINZIFHLWVRE#EEFRLET, TV
wIOToaT7IVRIE ANZ OV =TI dV I L%ZRZITLTVWEWTNAI R TTF—42 574 v I DL
EEMETAEAR) VIREFEOMDY T NI T TVEENSRETDIDICRIIEET, A—hE. v b7
A—LICGLE T, RY RT—=IORITyIRBREDWVW DHDDREOWVWITNNCEEETETF X,

ITARTOR—EDTFIAINEFTRY N T—=OR— R EAFBRINDELSIC. TVYSToa7S50R%ERETD
CCEWELEXT, COERTEICED., XY M=V BEBEIIRR—MNDEREXHRITDA_CICEDET,

Too KBADOIT Y IR—FP. TUWSToaT7S Y RBEENEMCE > TOVERVLWRIN—RYE, BN
BEBEIS—HRRINET, £/oo ANZVFIY)—=TTOVvITBRIR—EDOEDDRBRITHRVAD. £L
DR—bETOAVIITIADRET. TI7AINMDR—EDRETRY NT—U2EOLZEMEEESHZ D
TETXT,

Y=\ A=, Py TIVIRAyFEZEMTBEEIF. ANZUTY ) —DREICHODEEZTh -

TLIEEW, EBMYTBZEHEAN TV v T72aT7 50 X2 R—ELTOLWRWMERIRFITETENHBETT, D
EOBRBRIF. R—bZ2T I T4 TICTBDICKR— bR TOEENREICHEDZEHHD T,
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Bridge Protocol Data Unit ( BPDU; ') w70 )T —R2=w k) H—RiF. BIOFREL 1YL
TTI7AINPTIYIR= P TAR—TINIIB>TWVET, 2y b T—TRDIL—TEHLETBT=HIC. D
AR =T T4 XETBPDU BRDRA v FHOSRESNIIHBE. COKBERR—bZo vy OV LE
ERS

Cisco Nexus A1 v FABLUVRAYyF BT, #BEE—F (lconfigtl ) 5XDIATYRERTL. T
THILEDR—ERZATRBPDU H—RBEDTITAINNDANZ VTGV )—F T >R ELEFT,

spanning-tree port type network default
spanning-tree port type edge bpduguard default

VLAN #E&EL T

VLAN OE#RZHR— FEERICKRET DHIIC. AT YFLICLAV2VLAN 2 EETIHELHD F9, £
7=« VLAN IC&BTIZE[ITTHELLE. SBDORS TN a—FTo VI #BRICITS N TEEXT,

AV T74Fal—>3>E—FR (configt ) BEXRODIOATY REERITLT. Cisco Nexus 21 v FAB LY
A1 yvFBEDLAV2VLAN #E&E L. SHEALE T,

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan_ id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

TOERAR— b EERR—- FOHBPERELET

L4 2VLAN [C&FIZEID Y TRIBEEREIC. INTOI VA —T A XICHBAERET DI . 7OEY
IV RNSTINSa—FT4 I OmAICEBIBEE T,

BAAL v FDEEE—FR (configt) N5, FlexPod Express D AIRIEIBEDRDAR— FEHEAZE AL £,

Cisco Nexus X1 wvF A
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int ethl/1

description AFF A220-A eOc
int ethl/2

description AFF A220-B eOc
int ethl/3

description UCS-Server-A: MLOM port 0
int ethl/4

description UCS-Server-B: MLOM port O
int ethl/25

description vPC peer-link 3172P-B 1/25
int ethl/26

description vPC peer-link 3172P-B 1/26
int ethl/33

description AFF A220-A e0M
int ethl/34

description UCS Server A: CIMC

Cisco Nexus X1 v F B

int ethl/1

description AFF A220-A e0d
int ethl/2

description AFF A220-B e0d
int ethl/3

description UCS-Server-A: MLOM port 1
int ethl/4

description UCS-Server-B: MLOM port 1
int ethl/25

description vPC peer-link 3172P-A 1/25
int ethl/26

description vPC peer-link 3172P-A 1/26
int ethl/33

description AFF A220-B eOM
int ethl/34

description UCS Server B: CIMC

H—NELVARL—SOBEEBA U E—T I AERELET
Y—NEXRFL—CDBEBA VA —T A ATERT S VLAN 1. @8, £¥55H 1 D137 TY, DI
H. BEBAVA—T A RAR— 2T IELAR—FELTEHEELEFT, EXRTYFOEE VLAN ZEH L.
ANZVTY )= R—= R THEITYIICEBELE T,

BE—F (configt) SXODOAIYYREZAALT. H—NEXML—COWMADEREA VRX—T 1D
/—J_t\)_ I‘%&Lﬂ_‘i%?ﬁb\i?o
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Cisco Nexus X1 wvF A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Cisco Nexus X-1vF B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

RER— b FrvRILOI/O-NILREZRITLET

RAER—bFvRIL (VPC) ZEARATDE. 2 DDEK S Cisco Nexus X1 v FICHPIERICER SN >
%, 3BEHDOTNA R ITRE—DR— b FyRILELTEBTETET, 3SEBOTNARICIF. X1
F. =N\, FLEZFOMDORY b T—I0FNA RA%EZFEHATEET, VPCIELA V2 TILFNRZRMLE
o CHUCED., BIHEEEC L. /—RREATERONS LILNZEBMICL. RENIHDEETZHEIEH
74y PEO—RNZUIVTTBIET. TEMEZBRTETET,

VPC ICIZRDF =D B D £

CADDTNAZAN2DDTY TR —LTNAABTR— b FvXILZFERATETSELIICTH

c ZNZyHYvU=JOrdloTOy VR— ~OHBR

=77V —rRODZRHETS

* ERERRBRINTOT v TV IOFEEZERT S

UV UERETNAZOVWTNDNCEENERELALBRIC. BRIAVN—J T VY RZRMHLET

c UV ILRNILOMEEGZRELFT

* BUAMORREXELEY
VPC #ge% IF L < #BES B B 1CIE. 2 DD Cisco Nexus X1 v FREITWLW DHh DAY b7y THEITS 0
ENHBDET, Nv oY=y IO mgmt0 BRZERT 3HEIF. 1V F—T A AERSNTTRLR

ZHEAL. ping ZEFEALTENSDT RLANBETET S Z &z L 9 [switch_A/B_mgmt0_ip_addr]vrf'
management I > K

BEE—FR (configt) "S5XOATY REERITL. MADXAYFD VPC H/O—NILIBRZRELE T,
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Cisco Nexus X7 F A

vpc domain 1

role priority 10

peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int PolO

description vPC peer-link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<1SCSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Cisco Nexus X1 F B
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vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

ARL—IR—bFrRILEZRELET

Zw b7y FREL—=2OY O—5TIE. Link Aggregation Control Protocol (LACP) Z#ERLTHRw k
D=7 09T4T I 7OT4TEHZTEET, LACPIE. Ry FRTRI>I—>3>eax v/ OmA
#1757, LACP DERZHRELE T, XY FT—2IXVvPC BICKRETNTVWS=H. A RL—IH50
TOT4T 17T« TEHEZRREICLT. IAOYEBIA Yy FICESGETETEzT, 2> FO-3IC1F. &R
AYFAD)IN2D2HBDFET, il 42D VI ITARTHEL VPC EA VB —T A RTIL—TF (
ifgrp) ICBLEY,

BE—F (configt) SR AAYFICHLTROOATY RZETL. BARDAVEZ—T 1R,
NetApp AFF O FO—J Il SNTcAR—MDR— b F vy RILIEBRZREL £ T,

1. 24y FABLUVRAMYyFB TROATY Y REZRITLT. XA L= MO—F ADKR—FFvRIL
EERELET,
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs_ vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2 Z4YFALRAYFBTROOAIVRZETLT, A L= O—5 BOR—FF Y RIL%EH
ELXY

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

C DEREIZEETIE. 9. 000 D MTU BMERETNTWVWEY, =L, 7FUTr—>3 >

C) DEHICEDVWT, B MTUEZRETIT£Y, FlexPod FERELETREIL MTU g%
RETAECHNEETY, AVAR—Y MEID MTUREDNELL RV, NTy FHEKEE
INTINSDONT Y b WEINE T,

Y- N\EFERELET
Cisco UCS H—NIiCIx 2 R— FDREA VA —T 214 X H— K VIC1387 h*'dH D. iSCSI Z{EA L /= ESXi 7
RL=FAVIIRATLDT =R T4 v 0LV T—MIERAINET, CNBHDAE—T 1 RIFE

WCTZAINA—N—FBLIICHRESN TV, B—U VI EORERENEMENE T, CThoDl)
VORBEBBDIAAYFICHHMEIEEIET, B3y FHRLAMFLELIIGETOT—N\DOERZ#MET S
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CENTEET,

BE—F (configt) "SXRDIOAX Y FZERITLT. S —NICEREINTVWBR I EZ—T 1 ADKR—k
BREZITVWET,

Cisco Nexus X v F A : Cisco UCS #—/\ A ¥ Cisco UCS t/—/\ B DIERK

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit

copy run start

Cisco Nexus X-TvF B . Cisco UCS t—/\ A & & U Cisco UCS H—/\ B DIERL

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

C DRERERELTIE. 9. 000 D MTU BMERINTWVWE T, 7=72L. 7TV —2 a3 > 0BHICEDSVT.
B MTUEZERETET X9, FlexPod ERELETEL MTUEZRET S EHEETY, AVR—F
VRED MTURREDNELLBWVWE. Ny EBBRESH. TNSDNT Y N EBXETIRELRHD XTI,
ZhiE. FBREDLEMBRNT +—IVRICEELF T,

Cisco UCS H—N\%ZEBML THRERZILET DICIF. FILLEBMLIEY—ND A1y FABSLU B ICERET
NTWBRRA v FR—rE2FEALT. LRBOOATVRERITLET

BEOXY NID—0A4YTSADTYTI)>D

FERABELRRY b T—014> TSI C T, FlexPod I|REBAZ 7w T >0 F 3DV DHDHECEEEE
RHD F9, BEFZD Cisco Nexus BIENH D551, vPC Z{FEAL T. FlexPod EBIEICE EF N TULS Cisco
Nexus 3172P R4 Y FHEA VI IICT v TV I TR =R LET, HEIZIG LT, 10GbE 1> 7 S
REDIHZEIE 10GbE 7y S > U, 1GbE 1 V7 FEREDHEIE1GE 7y UV IODMERINE T, &
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HROFIEZFERAL T, BFEOREADTY T > vPC ZERTET 9, RENMNTT LS. &7 copy run
start #RITL TR R Y FICEREZREL TSIV,

"kRDtU 3> [ NetApp Storage Deployment FJEs (/S—k 1) "

XY RTYTRAMNL—CEAFIE (N—K1)

DU a3 >TIE. NetApp AFF X L —JEAFIBICDOWTEHAL £95

NetApp X FL—2 0> FO—F AFF2xx ) —XD1 VX =)L

NetApp Hardware Universe D&

NetApp Hardware Universe (HWU ) 77U —> 3 Vid. HED ONTAP N—2 3 > THR— RSN TWL
BN—=RJx7AVR—=—R2 VIR z7AVR—R b ERBELET, ONTAP VY 7 Uz 7 CIREY
R—=FrINTUVBRRY LT YTDIRTDIAMNL =T FSAT7 O RICET2EBHIERTIRELET, £/,
AYR—> bOEHMEORERLET,

FRITAZN—RIT7IAVR—2REY TR T7AVR—FZ D AV —)LT S ONTAP D/N—2
aYTHR—bFEINTWBRZEERERLET,

1L IZT7OEALET "HWU" S RTLREAA ReRRTZ 7T ) r—>a>, 2> bO—-32T%#7 )y

LT, ONTAPY 7 Iz T7DEBZN—2a3> Ry NPV TR =754 T7 2 AOE#E MR
NERARTHESRLEY,

2. Ffeld. RARL—=FFSATFVRANCAYR—2 Y b2 BT BICIF. A ML= AT LOLEE Y
VI LET,

O hO—5 AFF2XX 1) — X DERE M

A ML= Y R T LOYPIEMAIGFR% 5B 9 5 1CIE. NetApp Hardware Universe ZE2HB L T 72T W, X
DI aEBBLTLLESTV, BEHEH. Y R—FSNB3BFEI—R. BLUVAVR—RR—rs—
%

AkL=oarbrO—7>
DAY bO—SDYEBMARREFIEICREVET "AFFA220 D RF a2 XA k"

NetApp ONTAP 9.4

Ty b7y TRO) T EERTTIRNIC. BRAIZaT7ILHLSERT—2>— MIBREZEALTLLET L,
HBET—U— kI, TEBTELXZT"ONTAPIA Y J o7y b 7Y THA R,

(D) covzFuaid 2/—RRAYFLRISZEMATEY b7y TENET,
RDFIZ. ONTAP 9.4 DA YR b —)LEREDEHREZTLE T,

75 A2 D 75 A2 DFEDE
PZRAZ/—RADIP7RLZR <<var_nodeA_mgmt_ip>>
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DIRZ/—RADRY FXRY
VSRR —RADT—FrDxA
U252/ — RD%H
US5ZAZ/—RBDIPT7RLZR
DIAR/—RKRBDxRY FNYRY
DZAR/—RBDT—hroxA
UZ248/—R B D4R
ONTAP 9.4 ® URL
U5 AR DGH
VZAZEEBIPT7RLZ
PSRBT —hozxA

IS ARZBDRY FYRY
RXA 2%

DNS H—/NIP ((BBANTEZXY)
NTP #—/\IP (F88AJIRTRE

/—FAZHEE

J—RAZRETBICIF. ROFIEZERITLE T,

75 22 DFMDIE

<<var_nodeA _mgmt_mask>> ZfERAL X
<<var_nodeA mgmt_gateway>> ZfEHL XY
<<var_nodeA>> Z{HEH L £9
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt_mask>> ZFERAL £
<<var_nodeB_mgmt_gateway>> ZfEFRAL X9
<<var_nodeB>> #fEAL X7
<<var_url_boot_software>> Z BB L T £ L)
\<<var_clustername> Z{FRL £ 9
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>> ZfERAL 9
<<var_clustermgmt_mask>> Z{ERL £ 9
<<var_domain_name>> Z 88 L T &L
<<var_dns_server_ip>>

<<var_ntp_server_ip>>

1L ZAML=2 « 2RFLDAVY =)L« R—MIERLET, O—F—ADTOVTIHBRREINE T, It

ELe RARL=2 T L) T=RIL=FICASTVWBHEIF. COXytE—IMREENTS Cirl-C
F—ZIRLTEHT—FIL—TERTLED,

Starting AUTOBOOT press Ctrl-C to abort..

VRTLET R TEBRLDICLFET,

autoboot

CCtrHC F—ZHR LTI — b XZa2—ZRRFLFT

ONTAP 94 HT—hLTWBY I hITT7DON—3 0 THRWVESIE. ROFIBICHEA. FILWLWW I RD
IT7ZAYAM=I)LLET, T—rLTVWBN—3 D ONTAP 94 DIFEIF. 723> 8y ZiE
?RL/T/_ I\\\% U 7\_ |\ L/i-g_o %@?ﬁ\ %EJ”E 14 L:ﬁ%’ijo

CFLWY IR I TZA VR =IILTBICIF T3>y 7T ZERLET
TV TTL—RERITTRICIEY ZANLEY
AU O-RIERTEZRY b T—7 « R—hICeOM ZERLFT
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10.
1.

12.

13.
14.
15.

16.

17.

- SISCHEEHNTSICIF Y ZEANLEFT
- eOMDIP7RL R, XY bRYRI. BLUTITAIL T —h Uz A2 ENENDIGARICATILE T,

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

VI VI TZBERTED URLZASILET,

() ping TTHER Web — NEIEET BUBHBD £ T
<<var_url boot software>>

A—HFEDNANTNTUVERWEEIE. Enter F—%Z#HL X9,

HLLAZA =LY T bz 7% REOBEFEAISZTIHILEELTRETBICITY ZA
HALEY

J—RZBEHTIICIEY ZAHNLET

FLWY IRV TZAVAR=ILTBREETIC. BIOS LUV TR IRA—RO T 7—L0xT7T7vTT
L—RHBETEIN, VIT—MDRELTO— 44 —ATOV T NTELETBAEENHD T, CNE5DIE
EDIThNTIZBE. SATLDNCDFIBERBRZZEHHD XY,

Ctrl+C ¥ —%#LTT—hAXZa2a—%RRLET,

[Clean Configuration] T [4] % &R L. [Initialize All Disks] Z3ERL £7,

TARIZEOICTBICIEY ZANL " #BHEZ)EY FLT HLWI 74 « SDXTLEAV A=)
LET

TARIEDIRTDT -2 HBETBICIEY ZANLET

W=7 TV7— b OFHEAL EAERRICIE. EERIETNTUVE T+ T DEE XA FIZIEL T 90 nU EH D
BHBENBDET, PEMLI T IBE. A bL—IS T LRV T— R LET, SSD OFHALICH DB
BRI KBICEREINE T, /—FADT 1 A7DHEMERDH. /—FBOREZHITCIE T,

J—RAZPEALLTVWBREIC. /—RBOXRE=XMHBLET

/— K BZHRE

/—RBZRETDICIF. ROFIEZERITLE T,

1.

2.
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F—ZBLTEHT-—MIL—TZRTLET,

Starting AUTOBOOT press Ctrl-C to abort..

Ctri+C F—Z#L T —bXZa—ZKRTLEJ,
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10.
1.

12.

13.
14.
15.

16.

autoboot

7OV 7 EHRREFEINS. Cirl-C F—ZIRL F T,

ONTAP94 BT —hFLTWBY T I 7DON—23 Y THWSEEIE. ROFIEISEH. FILWWY T D
IT7EAVAL=ILLET, T—bLTVWBN=3 A ONTAP 9.4 DIFEIE. FTF>a3> 8 Ly &
RLT/—FZz)T—bLET, TDOR. FlIE14ITEAFT,

HLWY I RO T7ZARAM—IILTBICIE 723> 7 28RLET,

Ty TIL—RERITIBICIFY ZANLET

Ao O—RICERT2RY 7= « R—hZeOM ZERL XY

SISCHEFHTZICIFY ZANILET

eOMD IP 7RL R, Xy bYRT. BLUVT TN — bz AMZENENDERICAALE T,

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

VIMDIT7ZRETETBHURLZANLE T,

() ping TTHER Web — NEIEET BUBABD £ T
<<var url boot software>>

A—HFEDRANTNTUVRWGEEIZ. Enter F—%ZHL X9,

HLLAYRM=ILLIEY T hoxz 7% " REOBEFICHERT ST 74 LTRET BICIE Y ZA
HLZET

J—RZzBEHTIICIEY ZANLEFT

FLWIRIITZA VA= TBRLEIL. BIOSBLUV TR TRZA—RDIT7—LIxT7T7v ST
L—RAERTEIN, VDI—rHEELTO—F—ATOVFNTELETZEEDAHD £, CNHDIE
ERTONIZE. P ATLNCOFIBCERRZChHD FT,

Ctr+C F—ZI L TT7—hrXZa2—%ZRRLZFT,

Clean Configuration & & ¥ Initialize All Disks DA 7> 3> 4 &R L £,

TARIZEOICTBICIEY ZANL " #BEZ)EY FLT HLWI 7ML« SXTLEAV A=)
LET

TARIEDIRTDT—RZ2HETBICIEY ZANLET
W=7 V5— b OFEAL EARRRICIE. RSN TWVWE T+ AT DHE XA FITIH LT 90 A EDD

BBENBDET, PEMELITTIBE. A bL—IS T LU T— R LET, SSD OFHALICH DB
I ARIBICERINE I,
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/=R ADREE LUV 5 X XHE DR

AhL=oarybtO0—5A (VJ—KRA) oYYV —IJLAR—hCEHEINTWROYY —ILR— 7O 5 A
e, /—REy TPy FRIVTREEFTLET, COXITUTRE. /—RTOD ONTAP 9.4 O#I[E T —
MEFICRRENE T,

ONTAP 94 Tld/ =R IFREZDEY b7y ITFIBND LEESNE LTce 5 X2V
() 7yT9T—REBRALTISXROBIO/ — RERETEHE5ICADELL. System
Manager ZFREL TV R EZREL £,

1. 7O 7> T/ —RAZEY N T7YTILET

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0M]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:

2. J—FOBEBAVR—TIAADIP7RLRICBELE T,

V522D Ey b7y FlE. CLI ZFERALTEITIZCHTEEFT. CORFa XY MTIE. NetApp
System Manager Dty b7y FHA RZER LIV ZREZEY b7y FICDOVWTEHRAL X7,
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3. USRAERETDICIE. vy Ty THARZ )y I LET,

4. U5 2R4ICIF T\<<var_clustername>> | %, FRET SF/ — FIZIE <<var_nodeA> 1 & T
\<<var_nodeB>> | ZASILFT, ANL—IORTALICERTEZINAT—RZANLET, VT REA
AT TRAYFLRIZZAR] Z2FBRLET, VT AIR—ZAS1EVREANILET,

MNetApp OnCommand System Manager

% Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlod meation requa ed befow Lo configus e your (hester

Cluster el Suppon

G sy

Cluster Name |_

Modes
0 Naot sure all nodes have been discovered? Refrash

FhIzEm RSO0 FhIzES
ERNT]
Clester Configuration: Switched Cluster Switchless Cluster

& Ussmame admin

Fassword | |

Canfirm Password | |

Cluster Base License [Diptianal) | |

ﬂ For any gueries related to licenses, contact mysupport.netapp.com

Feature Licenzes (Opuonal) (¢

ﬂ Chuster Base License s mandatory to 3dd Feature Licenses

5. U5 XZ. NFS. ELU iSCSI DHERES AtV RZANTBIEDHTEXT,

6. VSRADERHRZETRI AT —RAXAYE—CHRTENET, CORXT—RIAXyE—TF BEDX

T—RAEYIDEZ I, COTOCRITIEFERPHDD £T,
7.2y hID—0%ERELET
a. [IP Address Range] # 7> 3 > % #IRER L £ 9,
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b. Cluster Management IP Address 7 «+ —JL K T <<var_clustermgmt_ip>> | . Netmask 7 —JL R
IC M\var_clustermgmt_mask>> | ¥ AALFT, £/, Gateway 7 —JLRIC T
<<var_clustermgmt_gateway>> | Y AJIL&E T, AT S HEPort 714 —JILFDZEERL. /—FA
D eOM ZERLFT

C. /J—RFAD/—REEIPAITICANTNTUVET, /— K BIlIE \<<var_nodeA_mgmt_ip>> & A
HLET

d. [DNS Domain Name] 7« —JL KiZ T <<var_domain_name>" | ¥ A#7L £ 9, [DNS Server IP
Address] 7+ —JL RIZ T\<<var_dns_server_ ip>> ] Y AHILET,

DNS H—ND IP 7 RL RIFEHANTETET,
€. Primary NTP Server 7+ —JL K |Z T <<var_ntp_server ip>> 1 AL X9,
RENTPH—NZANTBIEHTEET,
8. HR—MEREZRELF T,

a. AutoSupport A7 7 AT OF OHRERRIBEDHZEIE. 7OF DO URL Z7OF> D URL I
ABILET,

b. 1 RY MEHMICERYT S SMTP X—ILIRRAME EX—ILT7RLRZANILET,

BT T BICIE. DB EDARY MBHNAXZRET BVEDNHD LI, WITNHDFEZERTE
9,
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NetApp OnCommand System Manager

‘ =% Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

0 Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emall Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

9. VS REEBENTT LI=C A RENF5. Manage Your Cluster (VS5 XZDEE) #0Jv oL TR
M=% LET,
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AL =205 AP EM & T

AbL—=2 /) —RER=RISRAZDBENT T LIS AL—J IS XAXDREICECZENTEERT,

IRTDART T4 RV =EMELET
TIAZADIRTDART T4 XAV 2L T BICIE. ROIAX Y FZRITLET,

disk zerospares

FUAR—=—RUTA2 R—bN—=VF VT ZHRELET
1. ucadmin show AY Y REETLT. REDE— R A— FOREDZ 1 TeERELE T

AFF A220::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF A220 A Oc fc target = = online
AFF A220 A 0d fc target = = online
AFF A220 A Oe fc target - - online
AFF A220 A 0f fc target = = online
AFF A220 B Oc fc target = = online
AFF A220 B 0d fc target - - online
AFF A220 B Oe fc target = = online
AFF A220 B 0f fc target - - online

8 entries were displayed.

2. FRFPDR—FDIREDE—RD Tcnay THH. WEDERA TH Ttarget | ICRESNTVWE %R
BLET, E5THWVERIE. ROOXYY RZFERALTR— M=V F U T ZEELET,

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -type target

BIDOR Y REE[TTBICIE. R— b EATSAVICTRIRELRDHDE T, R—bEFTTSAUICTBIC
lF. ROAT Y REETLET,.

‘network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down’

C) R=bN=VFIVT1ZEELIIGE. BEEZAMCITBICIE. &/ —FzVT—-+93%
BERDHD ET,
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BIERIEBEA VY —T 114X (LIF) OLBILEE
BB LIF D& ZZEE T 3ICIE. ROFIEZETLET,

1. IREDOEIELIF D& ZERTLET,

network interface show -vserver <<clustername>>

2. VS AXEELIF OLEIZZEEL T,

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 -newname cluster mgmt

3. J—RBODOEIELF D&E2ZTELZET,

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

IS AZEETEBIN-FZRET S

IS AEERA VR —T T4 AT 'auto-revert NTAX—AEZHRELET

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-

revert true

-0y DRy N T—0A Y EZ—T ARy b T7vTT3

B/ —ROY—EXT7OEYHICEN IPvA 7RLXZZDETSICIE. ROOIVRERTLET,
system service-processor network modify —node <<var nodeA>> -address
—-family IPv4 —-enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —node <<var nodeB>> -address

—-family IPv4 -enable true -dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

(D H—EXT7OLYyHYDIPT7RLRIE. /—REEIPTRLIALRALY TRy bRICHBZBE
RHOET,

ONTAP TR L —ST A A—N—ZFFMMCLET

A= 2ANA—N—DEMMIB>TVWECEZHRTBICIF. TN A—N—RTTROIAYV K
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ZRITLET,

1. A= T2 AINF—N—DRT—2 A ZHER

storage failover show

\<<var_nodeA>>" ¥ \<<var_nodeB>> OMANTA I A —N—%RTTEZIHNELHDET, /—RTT
A9 F—N—%ZRITTEEIHEIF. ATV TIIEHFT,
2200/ —RDEELNTITANA—N—2BMLET,

storage failover modify -node <<var nodeA>> -enabled true

TxAINF—N=F FAD/—RTEMICTNL. BAD/ — R TEMIHDFT,
3.2/—RIUFSREDHA AT —R R =ZHER

COFIBEIF. /—RA3DUULEDISRERICITBEBRINEE A

cluster ha show

4 NI TRASEVTAPEBREINTVWBRERIE. ATV T6ICERFT, NTTRISEUTADRES
NTWBHEIE. OV ROERTEICRDODX yE—UHRRREINE T,

High Availability Configured: true

SSHAE—RIF2 /—RISRETOIHIBEMILET,

(D J—RNIDULDISREDIFEIF. COOAVYFZRITLABVTLESEL, 7T
F—N—THEEIRELE T,

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. N—RITT7T7IZAMNELLKRESNTVB L zHRL. BEISLTN—FF—DIPT7RL X%
£E

storage failover hwassist show

I Keep Alive Status: Error: Did not receive hwassist keep alive alerts from partner ] £ WS Xwvt—
B N=RII77IADBRESNTVARVWIEZRLET. N—RFII 77X ZRET BICIE
ROANY RZEHRITLET,
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storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

ONTAP TP vV RIZL—LMTU JO—RF v I MRXAVEERLET

MTU A19000 DT —A2 T O—RFF v X b RXAVZERTBICIE ROATY REZRITLET,

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

TI7ANLEDTO-RF YA MRXAIDST—2R—bZHIBRLET

10GbE D7 —RKR— ~FISCSI/NFS b S 714 v IICERAINE T, CNEDR—KMITTIHILERXA>
DOHIRT2HENHD T, K— bk ele & eOf IIMEATNZWD. TITAIL DR XA D S5HHIRT
BRENBHD XTI,

TO—RFv AP RAAIUDSR-bZHIFRTSICIE KOOV RERTLET,
broadcast-domain remove-ports -broadcast-domain Default -ports

<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

UTA2 R— hTR7O—FHz@EmcLEd

W k7w I TlE. AEBBTNA RTEFR SN TWVWBIITARTO UTA2 R— b To7O—FIHZEEMICTIEEAN
AT 0T R LTHELEY, 7O0—#HlZEMICTSICIE. XOOAY RZERTLET,
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

ONTAP T ifgrp LACP #5XEL £

CDRATDAEZ—=TTARTIN—FIIFEBDA - Xy b1V R—T A XL LACP ZHR—FrT 3
AAYFHBETT, AAYFHRELLKRESNTVWE I EZHERLE T,

TSRO TOYT T, ROFIRZEITLET,
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ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp
ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp

<<var nodeA>> -ifgrp ala -distr-func port -mode

add-port -node
add-port -node
<< var nodeB>>

add-port -node
add-port -node

<<var nodeA>> -ifgrp ala -port eOc
<<var nodeA>> -ifgrp ala -port e0d
-ifgrp ala -distr-func port -mode

<<var nodeB>> -ifgrp ala -port eOc
<<var nodeB>> -ifgrp ala -port e0d

NetApp ONTAP TUv VR L—LZHRELEFT

Uy YRITL—L (—ICMTU A ZH 9.

IR—bERET DI IFREZDTIIHSRODIARY FZRITLET,

AFF A220::> network port modify -node node A -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {yln}: vy
AFF A220::> network port modify -node node B -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {yln}: vy

ONTAP T VLAN Z{EF{ L £ ¢

ONTAP T VLAN Z{ER T B ICId. XDFIEZETL T,

1. NFSVLAN ;R— FZ1ERL. 7—2JO—RF* v XA MR XA VIEML F T,

network port vlan create —node <<var nodeA>> -vlan-name aOa-

<<var nfs vlan id>>

network port vlan create —-node <<var nodeB>> -vlan-name alOa-

<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports

<<var nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-

<<var nfs vlan id>>

2. iSCSIVLAN R— rZ1Ef L. T—27O—FRF ¥ AR XA IZEBMLEY,

000 N1 DT L—L) ZfEATSEDICONTAP Ry kT —
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. MGMT-VLAN R— b Z1ERL L £ 9

network port vlan create —node <<var nodeA>> -vlan-name alOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<mgmt vlan id>>

ONTAP T7 U 45— bz 1ERT 3

ONTAP Ot w b7y 77OLXT. L= bRV a—LZECT7IVT— bDMEENE T, EBMDT T VYT
—bZERTBICIE TIUT— b POV —b=2fRT B/ —F. 7OV —MIBENB T RIE
ZHERLET,

TIOVT— BT BICIE. ROOAR Y FZ2ERITLET,

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

BRRATOBLEDH 1 DDT 4 AT ZARTELTHRELET (BOBARTVT 1+ ATZFERLTLRTY
) o TARIDRATEHFAZATEIIDBKED 1 DDARTZHEBELTHEL L ZHELFT,

TARIEEARDSHDH T, BMDRX L —IBBBICR ST EEICT IV T —MIT A AV ZEBMTER
ED

T4 XD RT IBFET. 7IVTS— b EER TR CIETEEH AL aggrshow AV RERITL

T 7905 —bDIERRT—2X%FRRLES, laggril _ TnodeAl WA >S4 Il BET. RD
FIBICERBRWVWTL IV,
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ONTAP TRA LY —2%/ELET

RZIDOREHAZREL. VT RZDIALY —2VZRETBICIE. ROARXY RZRITLET,

timezone <<var timezone>>

@ e 2 REREBTIE. RALY—2E T7AXVA/Za2a—3—01 T ALY —2%
DANZRBLIES. Tab F—Z2 8L TEARIEER T S a Y ERRLET,

ONTAP TSNMP #58E L X7
SNMP #RE T BICIF. ZXOFIEZERITLET,

1. BECER AR LD SNMP BERBEHREZFRELF T, R—U P TRIC ' T DEHRIL 'sysLocation' B &
SNMP @ sysContact' ¢ L TRREINFT

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on
2. JE—FRIAMIEKETS SNMP F Sy TZRELFT,

snmp traphost add <<var snmp server fqgdn>>

ONTAP T SNMPv1 #38E L F 9
SNMPV1 ZE&ET BICIE. AT a7 CMENBZHES— LYy DT L—2TFAMNIT—RZRE
LEd,

snmp community add ro <<var_ snmp community>>

@ [ snmp community delete all | AV > RIFEEICFEAL T IV, fOBERBRICOAZI 2=
TARARNIIDMERTNTVWRHE. COOAVYRIFENSEZHIBRLES,

ONTAP T SNMPV3 #38E L F 9

SNMPv3 Tld. SREERDI—HYZEEE S URTE T INEDHD £9, SNMPv3 ZEKET B ICldF. XDFIE
ZRITLETD,

1. T'securitysnmpusers ] AX Y FERTLT. TV IDEXRRLET,
2. Tmpv3user ] EWSHRIOI—HZERLET,
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security login create -username snmpv3user -authmethod usm -application
snmp

3 EETIBZIVTA4TA4DIVIYIDEAAL. BBEEFOMIILELT TmD5 1 Z&IRLF T,
4. FOVTERRERINES. SBAETORIILDONRT—RELTRIESXFDNNAT—REZANLET,
S. FS5A4N>—7OraLELT Tesy &&RLET,

6. 7OV T rHRREINS. TIZAN—TORINDNZIT—RELTRIE8 XFD/NRT—RZ AN
L&,

ONTAP T AutoSupport HTTPS #8REL 7
NetApp AutoSupport Y —JLIZ. HR— FEEERE HTTPSBETX Y 7w FICEEL £, AutoSupport
HRETDICIE. ROOATY REETLET,

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

Storage Virtual Machine % {Ef{
- 7 5 Storage Virtual Machine (SVM) Z{ERRT 2ICIE. RDFIEZHITLF T,

1. vservercreate ANV REETLET

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate

aggrl nodeA -rootvolume-security-style unix

2. NetApp VSC D> T35 SVM 7I U= IR MIT—2T7 V75— rZEBMLEFT,

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. NFS £ iSCSI #%% L C. XEHADX L —>7OR)L%E SVM DO SHIBRL 9,

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. 4>7Z SYMTNFS ORI ZEBMCLTEITLET,

‘nfs create -vserver Infra-SVM -udp disabled®

3. NetApp NFS VAAI 754514 >®dD TVMvStorage | /INTX—R%EAICLET, RIC. NFSHREINT
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WB el £9,

‘vserver nfs modify -vserver Infra-SVM -vstorage enabled®
“vserver nfs show °

@ O > Rid. Storage Virtual Machine DAAFI I — /N IFIENTWETed. AV RS
>Tld Tvserver | DFIICEEEINE T,

ONTAP T NFSVv3 Z#58EL 7

RDKIC. COREZTT I BDICHELRBEREZRLET,

54 ( Detail ) FFimME
ESXiRXAMADNFSIP 7KL X <<var_esxi_hostA_nfs_ip>>
ESXiRAKBDNFSIP 7KL X <<var_esxi_hostB_nfs_ip>> ZE&ML X

SVM ICNFS ZBET3ICIF. ZOOATY REZEITLET,

1. 7—_\\7 2‘_“/ '\GJIQX,—J—{’_ I\,-J-(\’U 9—‘:% ESXl ’-.T_\Z I\%@)[/—}L%«E}ﬂzbi-a-o

2. BT 2B ESXi RA ML —ILZEIDETE Y, ERAMIFHBDOIL—ILA2TYIIDBHBD ET,

BAID ESXi RAFDIL—ILA1>T v I RIF1. 2BEBDESXi KRR DIL—ILA>TYvIRE2DES
ICEDET,

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3 ITHRR— RIS —%AD TS SYMIL— R 23— LICEIDETET,

volume modify -vserver Infra-SVM -volume rootvol -policy default

T RR—FRYS—IE. vSphere DY F 7w FTERICA VA R=ILTEELSITEIRLT:
() BACEBNICAEIAET, 122 F—ILLAWEARE. CiscoUCS C 21— H—/3
EEBIT 5L FICTY R~ U S—IL—LEERT BRBNBD £,

ONTAP TiSCSI—EXZfERLFT

iISCSI H—EXZEN T BICIF. ROFIEZEITLE T,
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1. SVM TiSCSIH—ERXRZERLEFT, £/-. TOIAYY RTIFISCSI H—E DB TN, SVM D
iISCSIIQN 'EREINFE T, ISCSINFBEINTWVWBR e EEELE T,

iscsi create -vserver Infra-SVM

iscsi show
ONTAP TSVM /L— bt R a—LOBREEI S —%EM
1. 4275 SYMIL— bR a—LOBEREEI -8R a—L%EE / —RIZIEBRLE T,

volume create -vserver Infra Vserver —-volume rootvol m0l —-aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —-volume rootvol m02 —-aggregate

aggrl nodeB -size 1GB —-type DP
2. )= brR)a—LDIZ—FRZE 15D CCICEFHI BRI TR a—ILEERLFT,

job schedule interval create -name 15min -minutes 15

3. 25—V IBREERN

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4 ISV IUBRREMEAL L. NI ZREBLE Y,

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

ONTAP T HTTPS 7Vt XZRET S
A= bO-—3ADEXaTRTILIAZRET BIIE. ROFIEZERITLET,

1T EBREIN Y RICTIERTBICIE. HERLAILZE EIF TR,

set -privilege diag
Do you want to continue? {yln}: vy
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2. BEIZ. BEELIAEN I TICHFEELE T, ROOAT Y FZRTL CAREERIEL F9,

security certificate show

3. RRINTULABE SVM DFFFAZEDHELIZ. SYM D DNS FQDN £ —HT3MRERHDXT, 4 DDT
7 4)L FEERAZEZHIBRL T, REEEOECERIBE X -IKRREICET BRI Z2NELNHD £,

FERREZ ER T B RIICHABRYINICR > 1-FEBAE ZHIR T2 C C Z#E L £ 9, [ securitycertificate delete
1 ARV RZEITLT, HRVNOIAAEZHIRLET, AOOAYY RTld. 7=z FEALT. 77
# ) ~DFEAE ZEIRL THIBRL £,

al

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4 BEBLIHAEZEERLTAYAM—ILTRICIE. ZOOAY Y REZ1EROOIATY RELTEITLE
T AVTTSYMETTARZSYM DY —/\FERAZZ AL E T, CNH5DATY ROEITICIRIIDK
S, A7MEEEFEALTLLIETL,

security certificate create [TAB]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abcl@netapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

S. MDFIBTHER/INT X—XDEZEIF T 5I1CIE. T securitycertificate show | AY Y RERTLE T,

6. 1EpR L 7-REEFAZ % ' — server-enabled true' & & Uf- client-enabled false' /N5 X —XZFER L TEZICL
FIXRTHTZFERAL T,

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

7. SSL L HTTPS 7Vt RZREL THMICL. HTTP 7R ZEMICLF T,
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system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {yl|n}: y
system services firewall policy delete -policy mgmt -service http

-vserver <<var clustername>>

C) NEDOATVRO—ET, IVFINEFEELEVWCEEZERIIT—XvE—JHhREN
FIH. CNISEBEEOEETHORIEDLHD £H A,

8. admin #ERLANJLICUN—FLTEY b7y T%=EHRL. SVM % Web TERTE3LSICLET,

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

ONTAP T NetApp FlexVol R 2 —LEERLET

NetApp FlexVol K1) a—LZER T BICIE. R a—L%. Y1 X BLXOR) a—LDBEFEETZTIVT
—rZANLET, 2 DD VMware T—R AL FPR) 2a—LE 1 DOY—NT—hrRUa—LZERLF
ED

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB -state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

ONTAP TE®RBIFZAMCLET
BYIRRY 2 — LATEEHRZBMICTZICIF. ROAR Y RZEITLET,

volume efficiency on -vserver Infra-SVM -volume infra datastore 1

volume efficiency on -vserver Infra-SVM -volume esxi boot
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ONTAP T LUN Z{ER L £ ¢
2 D07 — b LUN ZER T BIcid. ROOAX >V REETLET,

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware -space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
15GB -ostype vmware -space-reserve disabled

(D Cisco UCS C > ) = XY —NZEMT 2BEIE. BIMDT — b LUN Z1ER T 3HBEDHD £
ERS

ONTAP |Z iSCSI LIF = {ER{

RDOKIC. COREZTT I 3DICHBELREFERZRLET,

5 ( Detail ) FHHME

AL —2/—FR AiSCSI LIFO1A <<var_nodeA iscsi_lif01a_ip>>
ARL—Y/—FA®DISCSILIFOIA =y T —2 < <<var_nodeA iscsi_lif01la _mask>> o) w2 L %
Y El

AL —2/—R AISCSILIFO1B <<var_nodeA_iscsi_lif01b_ip>>

ARL—2/—RA®DISCSILIFOIB Ry T —2 < <<var_nodeA iscsi_lif01b_mask>> 27w oL XY
&

AL —2/—FK BiSCSILIFO1A <<var_nodeB iscsi_lif01a_ip>>

AML—=Y /=R BIiSCSILIFO1A %y kT —2U TR <<var_nodeB_iscsi_lif01a_mask>> Z:#RL £9
7

AL —2/—R BiSCSILIFO1B <<var_nodeB_iscsi_lif01b_ip>>

ZkL—/— K BiSCSILIFO1B % k7—# TR <<var_nodeB_iscsi_lif01b_mask>> %22 w2 LE T
7

1. &8 /)—RIZ2D2FD. 4 DDIiSCSILIF #ERL X,
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up —-failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0Olb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

ONTAP [C NFS LIF #{ER L £ 9

RDRIC. COREZTT I B1DICHEBELRBRZTRLET,

5t#0 ( Detail ) SFiEfE

ARL—2/—KANFSLIFO1IP <<var_nodeA nfs_lif 01_ip>>
ARL—Y/—RANFSLIFO1 D%y R T—2U<TRX  <<var_nodeA nfs_lif 01_mask>> #BBL TS
7 L

ZRL—2/—KB®ONFSLIFO2IP <<var_nodeB_nfs_lif_02_ip>>

AML—=Y/—=KB®DNFSLIF02 %y T —2U<TRX <<var_nodeB_nfs_lif 02_mask>> Zz&RBL T

7

LY

1. NFS LIF ZERL L £
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network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
—-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<

var nodeA nfs 1if 01 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

1> 75 SVM EIEE %1l

RDRIC. COREZTT I BDICHBERBERZTLET,

548 ( Detail ) FHHME

vsmgmt IP <<var_svm_mgmt_ip>> ZEIML £7
vsmgmt 2y kD=0 R Y <<var_SVM_mgmt_mask>> Z{FHL X9
vsmgmt 7 7 I)IL T —bD A <<var_SVM_mgmt_gateway>> Z{FB L £ 9

1275 SYM BEES LU SYM BIERIBEA VA —TJ 1M REZEERY N —JI2EBMT 3I1CIE. ROFIE
ERITLET,

1. RDIAT >V R%EETLED,

network interface create -vserver Infra-SVvM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM —address
<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide —-firewall-policy mgmt —auto-

revert true

@ C_TIEEISSYMEREIPIF. AL—COSRABEBIPERICYT Ty FRICH S
BEHABHDET,

2. SVM BEA V2 —T A RONBANDT VLR %2FFa 5T 74 MIL— b ZERRL £ T,

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>
network route show

3. SVM @ vsadmin Z—HD/NXAT—REHFREL. 2—HFoOvI=ERLE T,
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"RDRAFTwT . CiscoUCSC >)—XSwoH—/NEAFE"
CiscoUCSC > ) —XZvotr—NEAF|E

C CTld. FlexPod Express 1 CTEAY % CiscoUCSC ) —XRAZVRT7AOY Y
I —NZHRET2-HODFHEFIBICOVWTEHRRAL T,
Cisco Integrated Management Server ® Cisco UCSC &) —X XY R 7OV H—NOEREy 7y TE#RITLET

CiscoUCSC 2 —XRZ>R7AYH—NDCIMC 1> 2 —T 1 ADFHRLEY b7 v FZ1T31CIE X
DFIEZRITLET,

RDFKIC. CiscoUCSC PN —IXREZYR7OYH—NTLICCIMC Z/ET B 1-DICHERBERZRLF
ED

5 ( Detail ) B2

CIMCIP 7KL X \<CIMC_IP>>

CIMC #7x%w k< RY \<CIMC_netmask>>

CMCT7#I =Dz o \<CIMC_Gateway>> D& SICHBD £

@ COBETERINTLS CIMC N—2 3 >iE. CIMC3.13 (g) TF,

IARTOY—N

1. CiscoKVM (F—R—FK. ETH. BLUVTTR) R (F—NIZHR) . Y—/N\BIED KVM R
— MZIEDHITET, VGAEZARE USB F—HR—R%Z, KVM R>TILOMIGT BHR— MIESL £
ER

2 H—NDOERFREAN. CIMCREZXHBTINESHERTDZI IOV T EHARRIN-S F8 F—%HL
£9,
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a 10.61.185.215 - K¥M Console [_ (O] x|
File View Macros Tools Power BootDevice Virtual Media Help

I
CISCO

Copyright (0

10.61.185.215 || admin || 1.2 fps || 15.049 KBis ||S)
. CIMCR&EA—T+A VT4 T. RDAT>a>zH/RELET,
c XY RIT—=UA VR —TTARAA—K (NIC) E—F:
" 5 [X]
P (R=>wvY)
" IPv4 : [X]
* DHCP B"B®ICHE > TWE T & ]
* CIMC IP : \<CIMC_IP>>
" L T7aw IR [H TRy b 1 \<CIMC_netmask>>
* '— kx4 . \<CIMC_gateway>>
° VLAN (Advanced) : VLAN ZF¥>JZEMICTBHERE. ZTDEXICLFT,
" NIC OEM
" &L [X]
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NIC redundancy

YLAN [Ady

4 F1¥—ZIRLT. ZOMOREZRRLET,

c HBIONT 7 !
* lRX b4 1 \<ESXi_host_name>>
" BIFYDNS : ]
" THHEEROT 74N A T7OFFICLED,

° F7#J)L k-4 (basic)
" T 7FILED/INZRT—R : \<admin_password>>
* XX 77— R T\<admin_password>> | ZBAAILET
s R—bo7anNTa i TFI7AIINMEXFERLE T,
“R—=bTFOT77AL VT LIEEFRICLED,
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FactorybDefaults

Default User

Port Properties

Admin Mode Operation Mode
U T 1]
fLll

A0 A S i e o RSO, o e o e 0 o A O DR e o e e
exEnablesDisable {FSxRefresh

5. F10 ¥—%Z#L. CIMCA>AR—T A ABREZHFREFLZF T,
6. REZRFLIS. Esc F—ZWLTHRTLFT,

CiscoUCSC > )U—XH—/NDiSCSI J—rEHRELFT
Z O FlexPod Express M Tl&. iSCSI 7'— kIC VIC1387 WMERTN T,
RDFKIC. iSCSI T— FOHREICHELRBERZRLET,

() #MEOT#Y M ESXIRR S LI—BOBMETLET,

¥ ( Detail ) B

ESXi RZA b Z2 T —2D%HI <<var_UCS_initiator_name_a>> Z&R L T 72& L)
ESXi 7R X b iSCSI-A IP <<var_esxi_host_iscsia_ip>>

ESXi KRR M iSCSI- %y hTD—UTRY <<var_esxi_host_iscsia_mask>> Z8EL £

ESXi RA MISCSIADT 7 4L —bD A <<var_esxi_host_iscsia_gateway>> Z3gFEL £ 9
ESXi RXA A ZIT—4 B DO%&HI <<var_UCS initiator name b>> Z#&B L TLFE WV
ESXi "X b iSCSI-B IP <<var_esxi_host_iSCSIb_ip>>

ESXi RA FDiSCSI-B %y hT—UIRY <<var_esxi_host_iSCSIb_mask>> ZiEEL £
ESXi "X MiSCSI B4 —hko o <<var_esxi_host_iSCSIb_gateway>> #8E L X9
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5 ( Detail ) SHiflfiE
7 KL R iSCSI_lif01a

IP 77 kL X iSCSI_lif02a

IP 77 L X iSCSI_lif01b

IP 77 kL X iSCSI_lif02b

1>77Z SVMIQN

FCBER DRE
T—MEDEREEITIICIE. ROFIEEERITLET,

1. CIMCAYA—T A ADT SO T4 > RIT, [Server (F—/N\) 2T&UUwvo L. [BIOS (
BIOS) 1ZERL %7,

2. Configure Boot Order (EEBNBEFDFHRE) #0)vo L. OKZIUw oI LFT,

it ntegrated Wanagement Controller
B=x =

ith / Cornpute / BIOS

Chassis i BICS Remate Management Troubleshooting Power Policies FPID Catalog
Summary - B . . B
Enter BIOS Setup | Clear BIOS CMOS- | Restore Manufacturing Custom Settings | Restore Defaulis
Inventony
Configure BIOS Caonfigure Boat Crder Configure BIOS Profile
Sensors

BIOS Properties

Power Management

Running Version C220M53 1 3400613181103
Faults and Loys i
UEFI Secure Boot ||

Actual Boot Mode  Lefi

Compute
Configured Boot Mode v
Networkmg > Last Configured Boot Order Source  EBIOS
Configured One time boot device ¥
Storage * .
i} | Save Changes
Adlrmin r
¥ Configured Boot Devices Actual Boot Devices
Basic UJEFL: Built-in EF| Shell (MonPolicyTarget)
Avanted LEFI: PXE IP4 Intel(R) Ethermet Cantraller X650 (NonPolicyTarget)

LIEFL: FXE IP4 Intel(R) Ethernet Contraller X550 (MonPolicyTarget)

LIEFL Cigeo vikWhi-mapped vDYD1 .24 (MonPolicyTarget)

B [EBTNARADEBM]DFDTNAREZ )y I L. [FHERE]XTICBEILT. XOTNA X%EK
LE¥d,

CAREX T4 TEEMLEFY
* %1 © KVM-CD-DVD
s IJTEAT D KVM Yy DVD
- REE B
- JERE 1.
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°iSCSI 7—hrZEBML X7,
* %80 . iSCSI-A
“REE LB
s AN 2.
* 20w k © mLOM
"AR—hk:0

° AddiSCSIBoot 2w L%,
* &80 . iSCSI-B

" JER 3.
* A0w b+ . mLOM
TAR—k
4. Add Device z7 w2 L%,
S EEOREFE]ZVUY UL, [HALZ]Z20VvILEY,

Configured Boot Level:  Advanced
Basic Advanced
Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add FXE Boot
Add SAN Boot Name Type Order State
Ku'h-MAPPED-DWD WIEDIA, 1 Enabled
Add USE [ iscoka Iscs| 2 Enabled
Add Virtual Media .
|| isCElB ISCSI 3 Enabled
Add PCHStorage
Add UEFISHELL
Add 5D Card
Add MNyVME
Add Local CDD
Reset Values Close

6. F—NZUT—hFLT. HFHILWI—HFEFTIT—HFLFT,

RAID OY rO—S%EMICT S (FEIT 355G

CY—XH—NICRAID O FO—SHRBEHINTVLWRERIZ. XOFIEZERTLET. SANEBEHLSD
J—FTIERAD O FO—FEIMREHD FHA. BEICGL T, H—/\H5 RAID I FO—ZZYIEMIC
BmOATeHTEXT,

1. CIMC OERIDFTEF—>3>RAVTBIOS 20 ) w I LET,
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2. [Configure BIOS] %#3&IRL £,
3. FICX-O—JLL T [PCle Slot:HBA Option ROM] Z&RRL £,
4. ENEMICH > TLRWEEIE. disabled ICEREL £95

BIOS Remote Management Troubleshooting Power Policies PID Catalog
[lie} Server Management Security Processor Memory PoweriPerformance
Hote: Defaultvalues are shown in hald
Rehoot Host Immediately:
Intel VT for directed [0: | Enabled ¥
Intel WVTD ATS support: | Enabled ¥
LOM Port 1 OptionRom: | Enabled T
Pcie Slot 1 OptionRom: | Disahbled v
MLOM OptionRom: | Enabled L
Front NVME 1 OptionRom: | Enabled v
MRAID Link Speed: | Auto r
PCle Slot 1 Link Speed: | Auto v
Front NVME 1 Link Speed: | Auto L
VGA Priority: | Onboard v
P_SATA OptionROM: | LSI SWW RAID T
USB Port Rear: | Enabled L
USB Port Internal: | Enabled L
IPY6 PXE Support: | Disabled v

iSCSI 7 — ~HIC Cisco VIC1387 ZEL £ 9

LR DOREFIRIZ

iSCSIVNIC Z1ERL L £

1. [8m]%Z2Yv2 LTVNIC ZERL 7,
2. [AddVWNIC] o> 3> T ROBEZAALET,
° &Hi . iscsi-vNIC-A
° MTU : 9000
° 7 7#J)LK VLAN : \<<var iscsi vlan a>
°VLAN E— R k522
° Enable PXE boot: F =¥
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Legacy USB Support:
Intel VTD coherency support:
All Onboard LOM Ports:
LOM Port 2 OptionRom:
Pcie Slot 2 OptionRom:
MRAID OptionRom:

Front NVME 2 OptionRom:
MLOM Link Speed:

PCle Slot 2 Link Speed:
Front NVME 2 Link Speed:
.2 SATA OptionROM:
USB Port Front:

USB Port KVM:

USB Port:M.2 Storage:

Cisco VIC 1387 TiSCSI 7— bz AT 2B EDFIETT,

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled



» vNIC Properties

¥ General
Hame: VLAN Mode: | Trunk v
CDN: | WIC-MLOM-ISCSl-whIC-A Rate Limit: (8 OFF
MTU: | 9000 {1500 - 5000) O (7]
Uplink Port: | O Al Channel Number: (1 - 1000y
MAC Address: () Auta PClLink: 0 om-1
@® | 706554 CO 56 ED Enable NVGRE: | |
i Enable VXLAN: ||
Class of Service: 0O (0-6) —
Advanced Filter: ||
Trust Host CoS:
Port Profile:
PCl Order: | 4 0-5)
Enable PXE Boot:
Default VLAN: (O None Enable vio: [ |
® | 3439 [7] Enable aRFS: ||
Enable Uplink Failover:
Failback Timeout: 0 -600)

3. [AddVNIC]ZZUwo L. [OK|ZZ)v I LEFT,

4. Zo7OER%EODERLT. 2FBD VWNIC ZBML£J,
a. vNIC (C Tiscsi-vnic-B 1 WS &FIZFITE T,
b. VLAN & LT T <<var _iscsi_vlan_b>> ] ¥ AHLFT,
C TPy IUYUR—r% M1 IZRELE T,

5. @ vNIC [iSCSI-vNIC-A] ZFRL £ 9
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|ﬁ [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces VRIC S vHEAS
¥ wMICS * vNIC Properties
ethi
ath r SCSIBootProperties
ISCS-wMIC-A
F General
ISC5-VMIC-B
* Initiator

* Primary Target

» Secondary Target

> usNIC

6. iSCSI Boot Properties (iSCSI & 7O/NT«) T. 12 I—2DFMAEANLE T,
° | . <<var_ucsa_initiator_name_a>>
°|IP 77 kL X <<var_esxi_hosta_iscsia_ip>>
o HJRw kT RY I <<var_esxi_hosta_iscsia_mask>>

° =k . <<var_esxi_hosta_iscsia_gateway>>
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Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target

1. 754V E—7y FOFElzANLET,
°name . 1> 77 SVM D IQN S
cIP7ERFLXIISCSLIf0Ola®dIP 7KL X
> J—KLUN : 0

8. EhYAUE—7y FOFEMEASILET,

° name :1>7% SVM D IQN S
°cIP7RLX: riSCSI_IifOZaJ DIP7RLXR
° J—KLUN : 0

AL —2 ION BHEZEUS T BICIE 'vserveriscsishow Y Y REERITLET

() Z UNIC @D IQN &% AT ERBERLTLIEE VL TNED T 7AILIEH E TREICHD F
ERS
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ﬁ ."r fAdapter Card Refresh | Host Power | Launch kMW | Fing | CIMC Reboot | Locator LED | 9
MLOM [ vNICs

General External Ethernet Interfaces wiNICs vHBAS

- VHICS » Initiator
ethd i
¥ Primary Target
eth1
iS0SIy Mame: | ign.1992-08.corm.netapp:sn. 7esB0f73a51 | (0 - 233) chars Boot LUN: | O
iSCSky IP Address: | 172.21.246.16 CHAP Name:
TCP Port 320 CHAP Secret:

v Secondary Target

Mame: | ign.1992-08.com.netapp:sn.7eSB0f73a51 | (0 - 233) chars Boot LUN: | O
IP Address: | 172.21.246.18 CHAP Name:
TCP Port 3260 CHAP Secret:

Unconfigure iSCSI Boot

9. isCSI DFREZV )Y I LET,

10. vNIC [iSCSI-VNIC-B] %3&3#R L. [Host Ethernet Interfaces] 2> 3 > D _E&RIC#H B [iSCSI Boot] R4¥ > %
1)y LEY,

N Co7OtXZ#0DiIRL T SCSI-WNIC-B' ZREL XY
12 A ZoT—20FME AN LET,
° ffl : \<<var ucsa initiator name b>
°IP7FLX:\<<var esxi HostB iSCSIb ip>
o HJxw hYRXY . “<<var_esxi_HostB iSCSIb_mask>>
o ff— kA : <<var_esxi_HostB_iSCSIb_gateway>>
18 7343V 4—7y hOFBEANILFT,
° name : 1 >77% SVM D IQN &=
cIP7RLX: Tiscsi diifoltb1 D IP 7KL X
> J—KLUN : 0
4. th>H) 22—y hOFBZANILET,
° name . 1277 SVM®D IQN =S
cIP7RLX: Tiscsi dlifo2b 1 D IP 7KL X
> J—KLUN : 0
A ML= 1QN ESIE.  Tvserveriscsishow | XY REFEAL TR TEE Y,
(D)  SWCOIONBEBFRRLTLES V. CAB0T 71 LIEBE THBICAD £ T

15. isCSI DFEZI Vv I LEY,
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16. 27Ot X%=#EDIRLT. CiscoUCS H—/A\B®iSCSI J—rEHBELEFT

ESXi D VNIC ZEREL X

1. CIMCAYA—T A RTZIH D4 >RIT. [Inventory] o w2 L. BEID~RA > T [Cisco VIC

adapters]| Zz27 1) v oI LE T,

2. [ 7ATHRH—K]T. [CiscoUCSVIC 1387] Z3&RL. TDTD VNIC Z:EIRL ET,

A/ Adapter Card

MLOM [ vNICs
General External Ethernet Interfaces whICs vHEAS
¥ VNICS Host Ethernet Interfaces
Bl Add vNIC
eth1
ISCSly Name CDHN MAC Address
[falet=]mN | | ethO WIC-WILO . 70:69:54:C0:95:49
|| ethl WIC-WLO. F0:69:54: CO:05: 44,

ISCSkv..  WIC-MLOL.

IZCERv..  WIC-MLO...

F0:63:54, 009340
70:69:54:CO95.4E

3. eth0 Z3#R L. Properties #21) w2 LET,
4. MTU % 9000 ICEXEL £, [Save Changes] 27U w o L%,

Refresh | Host Power | Launch KM | Fing | CIMC Feboot | Locat

MTU
1500
1500
9000
2000

usHIC

Uplink Port
]

1
]

CoS

]

1]
]

VLAN
MNOME
HNOME
3438
3440

Selected 0

VLAN Mode
TRUMK
TRUNK
TRUMK
TRUNK
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N/ ;’Adapter Card Refresh | Host Power | Launch Ky
MLOM f vNICs

General External Ethernet Interfaces wiNICs vHEAS

HName:
¥ wNICS
S CDN: | “IC-MLOM-ethd
eth1 MTU: | 9000) | {1500 - 9000
Teletz]Rn Uplink Port: | O b 4
505y MAC Address: () Auto

(®) | FO:ESEACO:S3:45
Class of Service: | 0 (0-6)
Trust Host CoS: ||
PCl Order: | O - &)

Default VLAN: ® Nane

O L7

S. eth1 ICDWTFIE3 £ 4 #i&DRL. etht D7 v UV IR—bM T1 ] ICRESNTWVWSZ & 2R
LEY,

Il'l [ | Adapter Card MLOM [ vNICs

General E:xternal Ethernet Interfaces wMNICs vHEAS
v WNICs Host Ethernet Interfaces
Btho Add vNIC
ethi
SO S ICA Name CDH MAC Address MTU usNIC  Uplink Port
ISCSyMIC-B [ ] ethO WIC-MLO FO:ES:EA CO:95:49 9000 a 0
I:I eth WIC-MLO. J0BFAA CO9E: 44 5000 0 1
I:I ISCEkv.. WIC-MLO. . J0BFAA CO9E:40 5000 0 0
[ | iSCSkv.  WIC-MLO. . FO:E9:5A CO:D54E 2000 a 1

@ CDFEIF. FHID CiscoUCS H—/N/—KR . BLUVEREITENMTY % Cisco UCS H—
N —RZEICEDIRITHRELHD X9,
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KDt 3> . T NetApp AFF Storage Deployment FJE1 (/S—k2) "

NetApp AFF X fL—JBAFE (N—F 2)
ONTAPSAN 7— kX hL—JDty b7y 7
iSCSl igroup Z{ERL L £
igroup ZER T B ICIE. XDFIEZHRITLET,
COFIEICIZ. H—/\HBEH 5 iSCSI 1 =2 T—42D IQN BUETT,
1. OSXAEE )/ — RO SSHEHH S, ROOAYVRERITLET, COFIEBTIER I N 3 DD igroup
HRTTBICIE. igroup show IX Y RERITLE T,

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware -initiator <<var vm host infra a iSCSI-A vNIC IQN>>,
<<var vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware -initiator <<var vm host infra b iSCSI-A vNIC IQN>>,
<<var vm host infra b iSCSI-B vNIC IQN>>

() cOFEE CiscoUCSC L U—XH—/ BT B L & CRTTEUENBD 57

7— K LUN % igroup ICX v EYI LET

7— Kk LUN Z igroup ICYwE>Y T T 3ICIF. 77 RXREIR SSHFEHRASXDIAY Y FERTLE T,
lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A -igroup
VM-Host-Infra- A —-lun-id O

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- B —-igroup
VM-Host-Infra- B —-lun-id 0

() COFEE CiscoUCSC L U—XH—/NEBIT B L & CRTTEUENBD £ 7

"KM T w7 VMware vSphere 6.7 Deployment F/[E, "

VMware vSphere 6.7 D& A F|E

Dt 3>TlE. FlexPod Express #HLiC VMware ESXi6.7 1> X —I)L$3F
IBICDOWTEREAL £ 9. UTFICEEEHTDIEAFIEIX. gi0tEI> 3> THALIIREE
BRICARZIIAIEINT=HDTT,

CDESKRBIEBIC VMware ESXi Z#0 V X F—IL T BICI1E. EHOEELHD £, TOFIEIE. Cisco UCS
CoU—XH—NACIMCA >R —T T4 ADREKYM >V —ILEREXT ¢ 7HBEZFERLT. VE—
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YR =LA T4 72ELOY—NICIYEYTLET,

@ CDFEIF. CiscoUCS H—/NA B LU CiscoUCS H—/N\BICR L TEITTINENHD F
e

IIRARTEMT S/ —RICHLTIDOFIEZZT LTEKHERDHD X9,

CiscoUCSC 2 —XRAYR7OYH—=NDCIMC 1 > Z—TJ A ROJA1VLET

RIS, CiscoUCSC U —XXAZ>R7OYH—NDCIMC A >Z—T A AT A > FBFIRICDUL
THALFT, REKYM ZEITTBICIF CIMC 1 >R —T A XA VT RI3HERHDET, CHICK
D, BIBEIZVE—MXTAT7Z2FEBALIEARL—T A VI RTLDA YA =)L ZRABTET X,

IARTDKRI b+

1. Web 7S5 IHIC#E L. CiscoUCSCU—ZXDCIMCA>VR—TTAADIP7RLRAZAADLET,
COFETIECIMCGUI 77— a>rz=kEL 9,

2. B —HRrILToIvILEFERLT. CIMCUlICcOY1>LET,
B XA ARZa—T. Y—N—2TE=ERLZET,
4. Launch KVM Console #2'Jw 2o L9,

h / Compute [ BIOS Refrash | Host Power | Launch kM | Ping | CIMC Reboot | Locator LED | 4@ 4

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5 R KVM J>Y —ILh 5. [Virtual Media]( IREX T+ 7 ) X T & FIRL 9,
6. [CD/IDVD DXy 7 Z&RL £,

@ RN [REBTNARDT O T4 716120 ) v I TBREDNHDET, 7OV T HRT
INeH. [COtEydareRITANS ] &R

7. VMware ESXi6.7 1 A =S D ISO M X—J T 7ML EZBRBLT. [FA<]1%Z2V v L%9d, Map
Device #z2J)w o  L%X9,

8. BRAZa—Z&ERL. YXATLOERBI/RA (A—ILFT—F) ZBRLET, BLWeIsUvILZE
ED

VMware ESXi # 1 > X h—JLLET

MTFIC. FRA MIC VMware ESXi #1 VX b—ILT B FIBICDWTEREAL £ 9,

ESXi 6.7 Cisco DRI LA A=A O—RLET

1. ICBE L £9 "VMware vSphere DA U >V O— R R—J" AR R L 1ISO DIFE,
2. Cisco Custom Image for ESXi 6.7 GA Install CD D##(Z4 % Go to Downloads #2J w27 L %7,
3. ESXi 6.7 GAlnstallCD (1SO) H® Cisco Custom Image 47 >O—RL %Y,
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INRTDKRR b+
1L OZFLHEETDE. VMware ESXi 1 Y X b —ILXT 4 THI I VL > THREETNE T,
2. RIRENBAZa2—H5 VMware ESXi ¥ VX h—F%BIRLE T,
AVA=ZHO0—-REINET, CThISIFEDHDDFT,
3 AYZAM—=5DO—RATET L7=5. Enter F—ZHLTA VR b—LEZFITLE T,

4 TORA—YSAt I RBHEFALE. BELTF F—%2BLTA YA =IILEZHITLED,

S.ESXiDA YR M—ILT+4 XV LTERE LT NetApp LUN Z3EIR L. Enter ¥—ZiLTA VX +—JL
ZHITLET,

. HETAFP  LUN C-Mode (o GOHAIFIEHSINMHRSGEIrY . .. ) 15 B0 Gil

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cort e

6. BYIRF*—AHR—KRLA7T7EZEIRL. Enter ¥—%#L X T,

7. )L—bNNZAT—RZAHDLTHEEL. Enter F—%#HLET,

8. BIEON—FT4>a>hR) a—LhSHIBRINTVWBR I ERIEENRTINE T, FI1 T—%3HFL
TAVAM=IILEZHETLET, ESXiO1 VX M—JLEBICH—N\D)T—rLFT,

VMware ESXi "X FEEBRY N =%y c TPy FLEY

TFIC. VMware ESXi "X R CICEEXR Y FT—20 % EBMT2FIEICOVWTEHALE T,

IRTDHRR b+

L H=—NROUT—=bDTT LS. RF-—ZHRLTORTLEAREIIAATZ AT a2 ANLE
EE

- AVRAM=ILTOERTAALEEOT A 2B root AT —RZFEALTAJ I LET,
. Configure Management Network (BIEXy bD—JDERE) 77> a>&ERLET,
Ry T TR TR ZFERL. Enter ¥F—ZIRLFT,

vSwitchO ICfEA 9 5 R— b ZEIRL £9, Enter F—Z#HL X9,

o A W N

@ CIMC O eth0 & T eth1 (ST 34— FEBIRL £ 7
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Network Adopters

Device Mame Harduare Label (MAC Address) Status
[X1 vmnich SlotID:ALOA. ., .. .di:da:?c)
[X]1 vmnicl SlotID:HLONM. .. (.. . d0:da:2d}

: RS FSPEET:
[ 1 wonic3 SlotID:MLON, .. ©,..dB:da:31) Connected

D> View Detalls <Space> Toggle Selected sEnter? Ok <Esc» Cancel

6. VLAN (7> 3>) #FEIRL. Enter ¥F—Z#HLF Y,
7. VLAN ID T\<mgmt_ vlan_id> 1 ZAJL %9, Enter ¥F—%Z3#HL £7,

8. Configure Management Network (BIExRw hT—2JDFKE) X=a2—H5. IPv4 Configuration (IPv4
RE) ZFERLTEBAUVEA—T M RADIPT7RLAZRELEY, Enter F—%ZL £7,

9. KENF—% A L T [Set Static IPv4 address](F#HY IPv4 7 R L ZDERE ) E/N\1 1 b L. AR—Z/N—
EERALTCIOA T a>EBERLEYD,

10. VMware ESXi R X b T\<ESXi_host_mgmt_ip>> | ZEEBT37HDIP 7RLAZAHNLET,
1. VMware ESXi "X b T\<ESXi_host_mgmt_netmask>>." ] DTy FIXIZASTLET

12. VMware ESXi 78 X b T'\<ESXi_host_mgmt_gateway> | DT 7L T — bz 12 AL F T,
13. Enter ¥—%#LT. IPREDEELZHEL XY,

14. IPv6 REXZa2a—%2KRRLET,

15. IPv6 ZB®ICT 2 (BEENUE) 77> 3 % EIRER L TIPYG ZEMICT BICIE. AR—IAN—%
FEALET, Enter ¥—%=HLET,

16. DNS SREZIEETZ A a—%KRRLFT,

17 1P 7RLZAIEFETEIDHE TSNS/, DNSBROFE TANTIHRENHD £7,
18. 7541 DNSH—/1\DIP 7KL X% ASL £ [nameserver_iplo

19. (FR) €HYXUDNSH—NDIP7RLAZAALET,

20. VMware ESXi "X % ®D FQDN Z AL £ 9 : [esxi_host fqdn]s

21. Enter ¥ —%3##L C. DNSRKREDNDEEEZHEEL £,

2. Esc ¥—%ZHL T, BEXYMNI—VDRETIXZ2—%Z8TLET,
B.YFXF—ZRLTEEZREL. Y —N—ZBEHLET,

24. Esc ¥—%#LT. VMware A>YV—=IILHh 65070 RLET,

ESXi "X b #ZERTE

B ESXi R b ZRET BICIE. ROKRDIERDHBETT,
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i ( Detail ) fiffifiE
ESXi FR b%

ESXi ~R MER IP

ESXi R FEIEY XY

ESXi KRR FNEEBT — bz A

ESXi 7RRX k@D NFS IP

ESXi RX D NFS ¥ X%

ESXi RRAFDNFS7—bo A
ESXi 7K X k vMotion IP

ESXi /R X kD vMotion ¥ X ¥

ESXi /R X k@ vMotion &'— kT A
ESXi "X k iSCSI-AIP

ESXi R X  iSCSI-ANY XY

ESXi RRX FISCSI-AT—bho A
ESXi "X b iSCSI-B IP

ESXi R X k iSCSI-B ¥ X7

ESXi RRX FISCSIBS— koA

ESXi KX MicOd1>LEd

1. Web 7S5UHTHRIAMDEEIP 7RLRAZEET X,

2 r00t THOYREAYVRM=ILTOVRTIEELI/NAT—REFEHRAL T,

ERS

ESXi’/kRR dlcOs1> L ZF

3. VMware Customer Experience Improvement Program (CB8§ 2 ERE%Z H5iA < 123 L\ BYIRGE % iR

L7cb. [OKZ2Uw I LET,

iSCSI 7—hZRELEFT
1L ERD [y D=2 | ZBIRLET,
2. HfAlo [Virtual Switches] # 7 ##IRL £95
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| Navaator - || €. tesesxiaclonetapp.com - Notworking

* [ Host Portgroups | Virtual switches i
Manage
Maonitor 23 Add standard virtual switch
(%1 Virtual Machines | 0 Name
E storage | 3 VSwitch0

! © Networking (= iScsiBootvSwitch

=B vSwitchi
& jScsiDooty Switch

Enra nodarmrk o

iScsiBootvSwitch #27 ')w 2 L £,
REDIRE | ZFRLEY
- MTU % 9000 ICEEL. [RE]1ZZVYILET,

- EROFES =2 3 >RA VT Networking (Ry bT—2) &2 1)w o LT, Virtual Switches (1?82
1yF) RTICZRDET,

. Add Standard Virtual Switch #2J w2 L %9,

vSwitch #IC T iScsiBootvSwitch -B 1 £ WS &aEIZ T £ T,
° MTU % 9000 ICEREL £,
c T INII A DA T TH 5 vmnic3 EEIRL T,
cEmMEIVYILETD,

o o &

o N

C DR TIE. vmnic2 & vmnic3 A iSCSI 7 — b ICEARAINE T, ESXi RX ~IZ NIC
(D BIENMCHHBH5EIE. vmnic BEHLWBRZZeHHD X, iSCSI T— MMIFERTN
TW3 NIC ZHEEE 9 BICId. CIMC @ iSCSIVNIC £ MAC 7 KL X% ESXi @
vmnic ICFREL £ 9,
9. ARDRA > T. [VMkernel NICs] # 7%= FEIRL £9,
10. Add VMkernel NIC Z#3&IRL £ ¢,

cFHLWR—FJIL—TF%E LT, TiScsiBootPG-B' | Z3EEL 95
° R XA v FIZxF LT, iScsiBootvSwitch -B ZZEIRL £9,

° VLAN ID (2 T\<iSCSIb_vlan_id> 1 £ ASIL %9,

° MTU % 9000 ICEZEL £9,

° IPv4 REZEBRBALE T,

© BHVEREZTEIRLE I,

> 7RLZR& LT MN\<var_hosta iSCSIb_ip>> 1 Y AHLZET,

° Subnet Mask ICI& [ \<<var_hosta_iSCSIb_mask>> | Y AL %9,
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° Create z27'Jv oV LEXY,

¥ Add VMkernel NIC

Portgroup

Mew port group

Virtual switch

VLAN |D

MTU

IP wersion

* |Pvd settings

Configuration

Address

Subnet mask

TCRAF stack

Services

Mew port group v
iScsiBootPG-B
iScsilBootvSwitch-B b4

IPvd only v

') DHCP '™ Siatic

|1?2.21.1s4.53 |

|255.255.255.n |

| Default TCPIIP stack v

] vMotion [ Provisioning ! Fault tolerance logging

[l Management || Replication || NFC replication

Create || Cancel

@ I iScsiBootPG-A | T MTU % 9000 |- E L+ 7

iISCSIVILFNRAZBELET

ESXi KRR FTIiSCSI YILFNRZHRET BICIF. ROFIEZRITLE T,

1. EAlOFES—> 3> RA 2T Storage (RhL—2) #FIRLET, 7HATE2EZI ) v I LET,

2.iSCSIV 7 b7 7R TR%ZERL.

Configure iSCSI (iSCSI MF&E) =2 wv oI L £,

L
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3.

180

vmware ESXi

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame =
_ = Storage & vmhbal
|| ~ @ Networking ¥ vmhbai
v Switeh0 & vmhba2
iScsiBootv Switch #8 vmhba3
More networks... & ymhbatd

Model iISC3Sl Software Adapter

Driver iscsi_vmk

[BMNE—7 Y ] T [BNZ—T Y FDEM]ZI9UyILET,



4 Configure iSCS! - vmhbat4

1ISCSI enabled

» Name & alias

v CHAP authentication

¥ Mutual CHAFP authentication

v Advanced setlings

Network port hindings

Static targets

Dynamic targets

' Disabled '® Enabled
iqn. 1992-08 com cisco ucsaiscsia

Do not use CHAP v

Do not use CHAP hd

Click to expand

8 Add port binding

ViMkernel NIC ~  Portgroup

Mo port bindings

& Aad static targst

Target « | Addrass

iqn. 1992-08.com.netapp:sn.09591199033811eT8eh. ..

23 Add dynamic target

172.21.183.34

Address ~ | Port

No dynamic targets

4. 1P 7RL R Tiscsi_dlifolal] #Z AL F T,

° |P 77 R L X 'iISCSI_Iif01b’iSCSI_if02a’'iSCSI_lif02b' Ti#EOIRL £7
° [Save Configuration]| #2)wv o L%,

Dynamic targets

B8 Add dynamictarget £ Remoe :
Address v
1722118333

1722118334

1722118433

17221184 34

Port

3260
3260
3260
3260

IPv4 address ~
'.Q at:
v | Port =
3260
(Q se |
Save configuration || Cancel

@ iSCSILIFD IP 7 RL RIE. Ry b7 wFUS5XAZT I network interface show | AXY > K%
£179 %H. OnCommand D System Manager ® Network Interfaces X 7 THEER TET £ 9,

ESXi KRR hZEE

1L ERAOFETF—2a>RAVT, [#y bT—7 | ZBIRLFT,

2. ySwitch0 Z3&RL £,
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vmware ESXi

|7 Navigator &
+ [ Host I

rool@17221.18164 ~ | Help ~ | [(eEEEEI

(= ¥Swilch)

= Adduplink  ## Editsettings | (@ Refresh | 4 Actions

Manage
Manitor T vSwitcho
Type: Standard v Switch
{51 Virtual Machines |0 o
Port groups: 2
~ [ Storage m Upiinks 2

~ [ datastore1

Monitor - vSwitch Details
More storage... MTU
~£3 Networking Forts

Link dizscovery
iScsiBootv Switch

More networks... Attached Vs

Eeacon interval

1500
7802 (7787 available)

Listen / Cisco discovery protocol
(CDP}

0 (0 active)
1

|  NIC teaming policy

REDREEZERLET,
MTU % 9000 ICEZEL 7,
NICF—=>J%=REBREL.

R— b IL—FE VMkernel NIC ZREL F ¢

1L ERAOFET =23 >oRAIVT, [Ry bT—2 | ZERLF T,

2.

Port Groups 2 7Z2H527 v L%,

vmware ESXi

I Navigator

| ~ vSwitch topology

£3 VM Network
WVLANID: O

€3 Management Network
WVLAN ID: 3437
~ Vikernel ports (1)
B vmk0: 172211

~ [g Host

Manage

Manitor

(53 Virtual Machines
H storage
£ Networking
= iScsiBootv Switch
v Switchd
More networks...

MName

€3 VM Network
€9 Management Network
€9 iScsiBootPG

oo |

S —

i Physical adapters
® vmnic1, 10000 Mb. .
™ vmnicO, 10000 Mb._

vmnicO & vmnict DA T I T4 TICRESINTWBR e #ERELEF T,

3. [VM Network] #H52 1) w2 L. [Edit] Z3#RL £9, VLANID % [ <<var_vm_traffic_vlan>> | I[CZEL

4.

182

£9.
[Add Port Group] Z27 1) w2 LE 9,

o IR— k' )L—FIC T MGMT-Network | ¥ WS £&ETZ T £7,
° VLAN ID {Z T\ <mgmt_vlan>> 1 EAALZET,
° vSwitch0 DMEBIRENTWB ZE ZRERL T T L,



cBMEIUYILET,
3. [VMkernel NICs] # 7z 2 ) v L%,

vmware ESXi
| 2 Navigator

ﬂlﬁﬁﬁﬂ%ﬁ@m@m&%ﬂﬂmf

Fort groups Virtual switches Physical NICs | VMEernel NICs
Manage
Wonitar W@ Add VMkernel NIC 7 Editsetings | (3 Refresh |
E:l‘.ﬁrmalh'ta{:hines Mama ~ | Porgroup w | TCP/P stack b
E storage EE vmkD €3 Management Network == Default TCPIP stack
£ Networking B vk €3 iScsiBootPG == Defauli TCPIP stack

I8 iScsiBootv Switch

6. Add VMkernel NIC Z3#3RL 7,
C[FHLWR—=FIIL—TZHERLET,
° IR— k' )L—"FIC T NFS-Network | WS &HIZEFITE T,
° VLANID £ LT M\<nfs_vian_id> 1 EAHILET,
° MTU %Z 9000 ICEEL £9,
* IPv4 REZEBHELF I,
c BHREZTEIRLE T,
° 7RLZR¥& LT MN<<var_hosta_nfs_ip>> ] CAHILET,
c [H Ty kYR Z]IC T\<<var_hosta_nfs_mask>> ] ¥ AHLZT,
°Create 27w L&Ed, .
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7. ZOF|E=#EDiIRL T,
8. Add VMkernel NIC #&IRL £9

184

o o

a o

¥4 Add VMkernel NIC

Fortaroup

Mew port group

Virtual switch

VLAN ID

MTU

IP version

= |Pvd settings

Configuration

Address

Subnet mask

TCPIIF stack

Mew port group

MFS-Metwark

vawitcho

IPv4 anly

S DHCFP ® Siafic

|1?221182ﬁ3 |

|2552552550 |

Default TCPAP stack

vMotion VMkernel R— b Z1ERE L £ 9,

[(FILWR— T IIL—TF 1 ZB8RLE T,

R— K~ JIL—"IC vMotion £ WS EFIZ(FITE T,
VLAN ID (Z T\<VMotion_vian_id>> | £ AAL £,
MTU %Z 9000 ICEEL £,

IPv4 BREZRFAL X I

FIREZEIRLF T,

7 RL R LT TI<<var_hosta_VMotion_ip>>1 Y AL ZET,

Subnet Mask (Zl& T \<<var_hosta_vMotion mask>> | £ AL £79,

IPv4 DERFERIC vMotion F T v IRy IV AHNBEIREINTVWB e 2R L £,

Create || Cancel

'é.



¥4 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID 1441
NTU 5000
IF version IPv4 only v
= |Pvd setlings
Configuration ) DHCP '® Static
Address 1722118563 |
Subnet mask |255.255.255.n |
TCFIP stack Default TCP/IP stack v
Senvices 3 E
# yiMotion ! Provisioning ! Fault tolerance logging
) Management U Replication ! NFC replication
| Create || Cancel |

ESXi v 7= DREICIE. 1LY ATHA TN TV BHEEIC VMware vSphere
(i)  Distributed Switch &R T 35 L OHENSHBD £T. £ORABMHEHLTUENG
315 81F. FlexPod Express TRE R T —IEN T R—rENET,
BUOT—2A R TERIY b

BRIV T BT -2 7. RIEET S VAD infra_datastore 1 T —H2 X 7. IREEIS VDR T v
7771V infra_swap T—X XA 7T,

1. EAlOFETSF =23 oRAVT[ARL—=U 12Uy I L. [FILWTF—2IXART7 1200y oLFET,
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L
II- W = i - - o - = - - >
| 75 Navigator || 2 uesesxia cienetapp.com - Storage
~ [ Host | Datastores | Adapters Devices
Manage
Manitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
Al Z —

2. XUV ENFS T—R2RMTZBERLET,

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMES datastore Create a new datastore by mounting a remote NFS volume

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

| Back | Mext |:- Finish || Cancel

4

3. XRIC. Provide NFS Mount Details (NFS Y7~ kDFFlDIRM) R—JIIRDBEHRZANDLET,
° &8 . 'infra_datastore 1'
° NFS —/\:\<<var nodeA nfs 1lif>
o #%F ! /infra_datastor_1
° NFS3MEIRENTVWBRZHEELE T,
4 T2V I LET, [REDRRT I RAVIIZRAIVDRTHRREINET,
S. BILFIET infra_swap T—R AL 7ZYTV FLET,
° &0 : infra_swap
° NFS #—/\:\<<var nodeA nfs lif>

o #7%5 :infra_swap
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°NFS3MERETNTWB e =zHEEL £ 7,

NTP ZREL XY

ESXi "X FD NTP #FRETZICIE. XOFIEEEITLET,

1. EROFES =23 oRAVT, [BE)1ZIVVvILET, AADORAIVT[ORTL]Z&ERL. [
WeBA | Zzo Vv o LEY,.

rool@17221.18163 ~ | Help ~ | ((eR=EEl

vmware' ESXi

B Bavigaton | [ uesesxia.cie.netapp.com - Manage
| ~ [ Host | System Hardware Licensing Packages Services Security & users
i Monitor Advanced settings & Editseftings | (3 Refresh | £ Actions

= — Autostart . —

{51 Virtual Machines )EJ Current date and fime Thursday, March 09, 2017, 05:53:04 UTC

= Swap
H storage [ 3] NTP client status Enabled
) — Time & date
vg Networking h
‘ B vEwiicad NTP service status Stopped
iScsiBootv Switch NTP servers None
More networks...

2. Use Network Time Protocol (NTP 754 7> b2 B®MICTS) ZFRLE I,

B NTPH—EXRDREZ— 7 v FRUS—¥2 LT, Startand Stop With Host Z#ERL £7,
4 NTPH—Ne LT M<<var_ntp>> | EANLET. BEONTP H—NZRETETFT,
S [RE1ZEVIVVILET.

[ Edit time configuration

Specify how the date and time of this host should be set.

) Manually configure the date and time on this host
=

® Lise Network Time Protocol (enable NTF clignt)

NTF service startup policy Start and stop with host v

NTF servers 10.61[184.251

e
Separate servers with commas, e.g. 10.31.21.2, fe00:2200

Save || Cancel

A

BB DRV T T 7AINDIGFRZ2RELET
CCTld RERSYORT Yy FT 71 IILDIGFh%Z#%ENT 2FIRICOWVWTEHAL I,

1. EAlOFETSF—> a3 R4 VT, [BE)1ZI7)vILFET. BREIDORAVTIRATLEERL. XTY
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TZ0VvILET,

T Navigator " | [J ucsesxia.cie.netapp.com -Manage
~ [g Host | System Hardware Licensing Packages Services Sacurit
Manitar Advanced settings # Editsettings | (@ Refresh
Autostart
1 Virtual Machines [ 0 Ednicd L
— Swap
H storage 3 : Catastore Mo
- ; Time & date
~ 3 Networking | 5]
@ vSwitcho Host cache Yes
&= iScsiBootvSwitch Local swap Yes
More networks...

2. REDHREERIV VY ILET. T—RANTDF T 3 >h 5 infra_swap ZEIRLE T,

'. [ Edit swap configuration
Enabled ® ves @ No
Datastore infra_swap "
Local swap enabled ® vaz 0 Mo
Host cache enabled ® vas () No
Save || Cancel

. [REFE1ZVIVILET .

NetApp NFS Plug-in 1.0.20 for VMware VAAl z 1 > X b—)LL F T

NetApp NFS Plug-in 1.0.20 for VMware VAAI =1 > X k=L § 3 (ZIF. ROFIEZRTLET,

1L ROOAY Y REZASAILT. VAAIRBMICHE>TWBRZ e #EELET,

esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove
esxcfg-advcefg -g /DataMover/HardwareAcceleratedInit

VAAI BB RIGE. RDE S BHIDRTEINE T,
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~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is 1
2. VAAI BBEICE > TOWRWEEIF. KOOV REASILTVAAI ZEMILET,

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

CNSDIARY FOBAIFRDEED T,

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is 1
~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is 1

3. NetApp NFS Plug-in for VMware VAAl #4 > O— R L £,
a |7 IEALET VIR T TAYYO—RR—I",
b. FIcX-@A—JLLT. NetApp NFS Plug-in for VMware VAAI Z 2 1) w2 L £7
C.ESXi 75w bhT74+—LEERLET,
d BFOTSTA>DFATSA VNV RIL (zip) Fllgd >S4\ RIL (vib) 220 >O0—R
LF¥d,
4. ESXCLI #ERLT. ESXiRRAMITSTA10EA VA =ILLET,

S.ESXiRR hZEUT—FLZET,

storel/NetipplasPlugin.vib

y install -v Svmfs/volumes/datastorel/NetippNasPlugin.vib

m needs to be rebooted for the changes to be effective.

"JRODF|E : VMware vCenter Server6.7 1 > XA L—JLL F "

VMware vCenter Server 6.7 #1 > A =)L 93

_DtU3>TlE. FlexPod #a% - VMware vCenter Server6.7 #1 > X k=)L § 3
A FIBICOWTERBLET,
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@ FlexPod Express Tl&. VMware vCenter Server Appliance (VCSA) %ZEBL X9,

VMware vCenter Server Appliance 4> O—RLEY

1. VCSAZAIYO—RLZET, ESXi KX FDEIEEIC Get vCenter Server 7 A&7 )wo LT, &
o>oO—RUOICTI7ERALEY,

| “T% Navigator Eli | [ ucsesxia.cie.netapp.con
EIT
Manage | (] GetvCenter Server
I —_—
Monitor ; ucses)
4 Version:
(51 Virtual Machines ] State:
H storage 3 ‘ Upfime;
~E£3 Networking 5

2. yvCSA % VMware -1 kD547 >O—KRLET,.

@ “ > X b—)LE]EE% Microsoft Windows vCenter Server B’ R— kI F FH. VMware
TIFFHLWEAIC VCSAZHRLF T,

ISO M X—2%ZXY o> MLFET,

VCSA -ui-installer > win32 7« L2 b U IC#EIL £ 9, installerexe 24 TILI U v I LET,
[1TYRb=IL]ZIUyILET

[IELDIC]R=DT[RN]ZIVYILET,

IYRIA—HS1EAZRICARLET,

BR%Z1 7 L T. Embedded Platform Services Controller Z:#RL £ 7,

® N o o > »
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1 Introduction

[

End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller
© vCenter Server with an Embedded Platform

Appliance

PIatforn}Se”rvices

sServices Controller Controller
vCenter
Server

External Platform Services Controller PeElEEe

() Platform Services Controller Platform Services

() wCenter Server (Requires External Platform Controller

sServices Controller)

Appliance

vCenter
Server

CANCEL BACK NEXT

@ MEIZHLC Ty FlexPod Express ERED—ERE LT AE Sy b7 x+—LH—EX O
vhO—-ZOEADBYR—FINET,

0. 7FISAT7VREARXR—T YW N T BALTZESXIiRARDIP 7RLR, XU root I—H4% & root /¥

AT—FZANLFET,
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target

1 Introduction

) Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
2 End user license agreement ; . )
onwhich the appliance will be deployed.

3 Select deployment type

ESXi hest or vCenter Server name 172.21.246.25 @
4 Appliance deployment target

HTTRS port 443
5 Setup appliance WM

User name root @
& Select deployment size

Password ~— sssssseas

7 Select datastore
8 Configure network settings

9 Ready to complete stage 1

CANCEL BACK NEXT

10. VCSAZ VM LT TVCSA ] ICASIL. VCSAICERTBIL—bF « NRT—REHRELF T,
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Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

select deployment size

Select datastore

Configure network settings

Ready to complete stage 1

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

N BRICRDBELILEAY A X ZERLTIESE L,

1iger\.rcsa|

ANz )T LET,

CANCEL BACK NEXT

1

Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

Select deployment size

Select datastore

Configure netwark settings

Ready to complete stage 1

Select deployment size

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
small
Medium
Large

X-Large

vLPUs | Memeory (GB}
2 ylo]
4 16
g 24
16 32
24 48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

oo

400

100

2000

1co

100

4C00

jlololele}

35000

CANCEL BACK NEXT
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12. infra_datastore 1 T—X XA M7 ZFEIRLE T, INEIUVILET,

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening

% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported

re_1

6 Select deployment size infra_swap NFS 100 GB 599,99 GB 10.95 MB Supported

7 Select datastore 2 tems

& Configure network settings @

9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. Configure network settings (v b7 —IREDHRE) R—J TROIEHRZAIIL. Next (RN) &7
Jy o LET,

a. MGMT - Network (v b7 —2) Z&#RLFT,
b. vVCSA I Y% FQDN £7IE IPZANLE T,
C ERITBZIP7RLAZANALET,

d FRTZIH Ty bYRIZANLET,

e TIAINT— b4 ZASILET,

. DNS H—NEAHDLET,

14 TZF7—J1 Z2RTI2EEHNTEHL) R—IVT. AALLEREFELWCEZHERLFT, BT %
Ty I LET,
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! vCenter Server Appliance Installer

Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

IS[=] E3

1 Introduction
IP versich

2 End user license agreement
IP assignment
3 Select deployment type
FGOMN
4 Appliance deployment target
IP address
5 Setup appliance VM
Suknet mask or prefix length

£ Select deployment size

Default gateway
7 Select datastore

DMS servers
& Configure network settings

Common Ports

9 Ready to complete stage 1
HTTP

HTTPS

Configure network settings

IPvd

static

tigervcsa.cie.netapp.com

172.21.246.41

255.2565.255.0

172.21.2461

10.61.154.25110.61.154 252

80

443

CANCEL BACK NEXT

VCSADA VA b—ILENET, COTAOERICIFHADHID T,

5. 27—V 1HRTITBRE BFTLEIEERT XY E—OHRRINET,

—V2DREERIBLET

16. TXF—2 2 OB R—=2T. Ay Z2OUv I LFET,

MeefiT) 22w I LTRT
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Install - Stade 2: Set Up vCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2
4 Configure CEIP o
5  Ready to complete T\

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

T NTPH—NRDF7RFLRELT MN<<var_ntp_id>> | CEADLET. EHRDONTPIP 7RLAZANTER
Jo

vCenter Server High Availability (HA ; &elfAMY) ZERT3EEIF. SSH 77 XAEMICHE->TW
BCTEHERLTLLIETL,

18. SSO R XA >%a. WNAT—R, BLUYA FAERELEFT. "NEIUYILET,
%1C vSphere.local R X1 VD SANBZIHZEIE. CNODEZSEZICLTLEETL,

19. REICIH LT VMware D REAY—ITOVARYIVRAIOATSLICBMLET, Nz v oL FT,
20 BEDHEEHERELET, [T 1E27VvITDID. [RB|RE2%2FHALTREEZRELE T,

21. 41 A F=)LOBBEIC. 1R M—IILE—BELFHIIRTTEIRAVWIEETRIAvE—UHRTRIN
9, [OK|Z2 w2 LTHEAITLET,

TIIAT VADRENKATENE T CNICIFEADHDD FT,
Ty TPy THERBICRETLECEZR TRy E—IDKRTENET,

A4V X b—Sh vCenter Server ICT VLR T B=OHICIRETZ) >V UIE0 )y IREETTY,

"RDFE : VMware vCenter Server 6.7 ¥ vSphere 75 XX 1) VB ELET, "
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VMware vCenter Server 6.7 & & Uf vSphere 7 S XX VI %RET 3

VMware vCenter Server 6.7 $ & Uf vSphere 75 XX VI % KET BICIE. ROFIE
zEITLET,

1. https:/A<<FQDN ZF 7zI& IP of vCenter >> /vsphere-client/ (CE81L £,

2. vSphere Client Dc&1Z 2 1) v o L,

3. VCSA DTy 7w IO ATAN LI —4% mailto : administrator@vspehre.loca |
[administrator@vsphere.loca 1] £ SSO NXT—REFHALTOJ1> LT,

4. vCenter &% 52" w42 L. New Datacenter Z3&IRL £ 7,
S. T—=REIVEA—D&EIZASIL. [OK|ZZUvILET,

vSphere 7 5 R R Z{E L £ 7
vSphere 7 5 2 2% EF T B ICIE. RDOFIEERITLE T,

1T #LERR LT —2E>2—%2HF 2w L. [New Cluster] Z:#IRL £7,
2. U 22D%EIEATILET,

3. Frxv IRy R%EZICLTDR & vSphere HAZBMICL £,

4 [OK|Zzo Vv o LET,
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https://<<FQDN
mailto:administrator@vspehre.loca
mailto:administrator@vsphere.loca

New Cluster

Mame

Location

» DRS
» wEiphere HA

EvC

ESXi "X M % UZ X ZITEM

FlexPod

Tiger3

FlexPod

M Turn oM

| Disable

1. 95282%850 w2 L. AddHost (RX kDEM) ZEFIRL T,
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vmware* vSphere Web Client #=

| Navigator i”ﬁyaﬂm.ﬂ

“.4 Back |i_| Getting Start...
[e]l@ 8 8 |
'v;;_‘_;UCSA—B.press.cie.netapp.cnm [|

I:j

— By HexPod

'q‘j_j ] Actions - FlexPod Express
% Add Host..
@, Move Hosts into Cluster...

e T e
Create Di

T

L] U S S—

2 ESXiRRA RIS ARIEBMT BICIE. XOFIEZETLET,
RARDIP £7IEFQDN Z AL £ T, "KnNZIZ D) wILET,
b. root I—HRENIXT—REZASALEFT, INEIVYILEFT,

C.Yes%®21)wo LT, KX FDIBAE% VMware fEFAZEH —NICK > TEL INHREICES X
I

d. [Host Summary] R—Y T [Nexti 7w L£Y,
e ERD+T7AAVET)wI LT, vSphere KA MITAEVRX%ZEMLET,

)

() coFER BECHLTHLTRETEET,

L[N 1Z22)y o LT QIR IVE-REEMDOEXIC
9 VM DB R=I T[N 27Uy I LET,

h. [Ready to Complete] R—%HEERLET, [RD | REVEFERLTEEEITON. [TT 1 ZH=IRL
£9,

3. Cisco UCS KRR M BICHLTFIE1 & 2 ## DR L F I FlexPod #BRICTHRX FZEBMT 3HBEIF. D
FIEZRTITIVELNHD X T,
ESXi KR MCOAT74H Y THB/ELET
1. SSH ZEAL TEIE IPESXi mA MIEFHEL. 1—HAIC Trootl EAHALT. root /SXT—REZAS
LExd,
2 xOIARVREEFIFTLET,.

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

3. BRIATYREANT S . T Verified the configured netdump serveris running ;| £WS X vt —IHFK
TEINET,
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FlexPod Express ICR X FZBINT 25HEIE. COTOLRZTT T2HELNHD X7,

=R

FlexPod Express I3. £R% ) —R 9§23V R—> b EFERALIRIEEA DR %R
HTBZET. POTITHRENBREARZERITL X9, FlexPod Express (&, OV
— XV bZEMIBZ_ETHRTEZH. FEDEDSRXAZ—XIZENHETHRAZEY
A XA TE XY, FlexPod Express |&. F/NRIZD{EZEC. EHDOV ) 21— 3 ZE
¥ 93 ROBO BYEDEHEEZJFEICEVWTHRETINE LT

ENNEIRDESRT

CORFaAAXYMIBESINTVABEBHROFMICOWVWTIE. UTDODRF 2 X2 M Web
YA hEERBRLTLIEEL,

C XY RTYTORBIYZaTIL
"http://docs.netapp.com"”

* FlexPod Express with VMware vSphere 6.7 and NetApp AFF A220 Design Guide J

"https://www.netapp.com/us/media/nva-1125-design.pdf"

FlexPod Express ¥ VMware vSphere 6.7U1 . & UV EZEE
D IP X—X X L —T %188 L 7= NetApp AFF A220

NVA-1131 - E A : VMware vSphere 6.7U1 #5& D FlexPod Express ¢ . BEFEHED
IP X—XDX kL —2%38 L 7c NetApp AFF A220

2w k7w, Sree lLakshmilanka CT9

EROMLYRIGE HEAYV TSI ROV Ea—T4 VINOKRRERGT—42€
VR—DFITERLTVWET, THIC. UE— M T4 ARTSUFF T4 RICHIY
TILTHRNGEREZEAL. T2 EVZ—TLLERTNTWVWSE T/ O %
FAT3ZENTEET,

FlexPod Express |%. Cisco Unified Computing System ( Cisco UCS) . CiscoNexus 7 7 X1 —X 1 v
F. BLUORY Ty TR ML= F o/ O B Lic, BRIRASINIRANTISO9T4RT7—FT7
F 4 T, FlexPod Express > X7 LDV R—%> kE. FlexPod Datacenter £ E#RIC. /NEER T 1>
7oREBESATOEEROMEFEMRZRIBL £9, FlexPod Datacenter & FlexPod Express (3. 1kf81t. N
TFAXARZILOS, IVRA—TSAXT—00—RICRBRTSY T 4—LTT,

FlexPod Datacenter & FlexPod Express I&. N—X 51 VBMHAIAET. ZEZIHAI— T —IPEMHFIC
WIKTEDLS. A2V T e RBIEN IR NAMZERA TWE T, FlexPod T—2tE>Z—ZFELTWV
BZEEFEOEERIZ. EWVBNTY —ILEEAL T FlexPod Express Y X T L% BB TE£J, FlexPod
Express DF D E TR IZ. BEDILKICEDE T FlexPod T—X VA —DEEEBHICITO LN TE
F9,
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http://docs.netapp.com
https://docs.netapp.com/us-en/flexpod/express/express-c-series-aff220-design_executive_summary.html

FlexPod Express (. VE— b, A T4 AT Z>FF 74X (ROBO) . HELEM[ITORBERTI VTS
BEBRTY, Ffoi EROT7—70O0—-RICA Y7 2 RFELEVEERICHRBLBRETI,

FlexPod Express (. IEFTARTOT—IO—RIZELT. BELPTVWA VT FZRHELEFT,

FRR DL

Z O FlexPod Express fZR& L. FlexPod AVN—S R4V 757005 LO—EET
ER

FlexPod k61> 7>700 35 L

FlexPod ) 7 7 L > R 7—F% 57U F +vI|&. Cisco Validated Design (CVD ; > X Jt&IEEARET) £/l
NetApp Verified Architectures (NVA ; *w b 7w IREEEA T —F T F v) L LTREINE T, Cho
DNJI—> 3 THR— SN BVEBEMERSINERWEE. FED CVD £2IENVADSDOEEROE
HFICEDCERIIRDONE T,

RDOEIZRT KSIC. FlexPod 7O 5 LICIE. FlexPod Express . FlexPod Datacenter . FlexPod Select
D3D2DVNa—2arvhaEnNTVEY,

* * FlexPod Express * |&. Cisco &% b 7w IHRET 270/ O ZHBEH LT MU LANILOEREK
TEERICIRELET,

* *FlexPod Datacenter * |3. T FHLTV—IJO—-RP 75— a3 VIlRBRZENEREZRHLE
ER

* * FlexPod Select * [&. FlexPod T—2t 2 —DRREROAIEZHAAA. HEDT SV Ir—avild
VISANSOFvEFABLE D,

ROBIC, BREDRM IV R—> b 2RLET,

FlexPod Express FlexPod Datacenter FlexPod Select
P
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote, Target: Enterprise/service provider Target: Specific application
and departmental deployments deployments in the enterprise
o =)
2 a
o] o
S 28
— o o
IS o e
= =,
P o1 o
Q Q Direct or Fabric
=] - <
3 g =
Entry-level: Cisco UCS, Nexus, .
s e;r:d N;smc:p FAS e Cisco UCS, Cisco Nexus, and FAS NetApp E-Series and FAS
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NetApp Verified Architecture 7045 5 L

NVA 707 S LldE. XYy b7y YD) a—2a DREEEA T —F T F v Z2EBRRICIEHLE T, NVA
& IMDEEEFFD NetApp BREKR 7 —F T F ¥ EZRLTVWET,

CARICTARINTUVWET

c HHEDLHRESINTULDS

cEBAVRVER/NRICINZ XS

* JE RS X TR % 558
CDHARTIE. XY b7 v TR L—UHEHEES SN FlexPod Express DagetIc D WTEFL <ERAAL
9, ROEI>3>TlE. COBREDHRFTICERINS I IVAR—22 MIDOWTEHHALE T,
N—Roxz7aVR—x2>k

* NetApp AFF A220

» Cisco UCS Mini

+ Cisco UCS B200 M5
+ Cisco UCS VIC 140/1480

* Cisco Nexus 3000 1) —X X1 wvF

VI, 7IAVR=—22 b+

* NetApp ONTAP 9.5.
* VMWare vSphere 6.7U1
» Cisco UCS Manager 4.0(1b)

* Cisco NXOS 77 —L™ T 7 7.0(3) 16(1)
RETo ./ O>
C DfEREKIE. *v 7w Cisco. VMware #7720 /O ZFRALTWE Y, ONTAP 9.5 ZR1TY
2% L L) NetApp AFF A220 . Cisco Nexus 31108PCV 21w FHh' 2 &. VMware vSphere 6.7U1 #3179
% Cisco UCS B200 M5 ' —/\DHEF TN TUVWE T, BAEEAD C DEEREKTIE. 10GbE 77/ OPHEHET
Direct Connect IP A AL —#FEARAL X,

XODOEIE. FlexPod Express & VMware vSphere 6.7U1 IP X— X ® Direct Connect 7—F 77 F ¥ %Z R LT
WEd,
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"lvpC

IP (ISCSI/NFS)
Cluster Interconnect

- 1 | |
| ss dalV e T . al Tatva s Ba -
= o3 {5 G ° i . ; e ]
— (T RN (R e (] ) RN B e
s \ _
e PR
SR SR vy 1 rvovs IO
- | 1sssseee XXX tnm.‘.l, Teesseees 8898808
Legend
mgmt
—_— data
vPC Peer
P

I1—RT—ZADBHE
FlexPod Express fERE L. IDLS BV DD DIA—XT—XICEATEET,
* ROBOs

* FRER - R
© AR MIRICEN SR ORRE NS B RIS

FlexPod Express &, R8T —270— R EET7—7O0—RICRETY,
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FoJOCEH

FlexPod Express X7 LICIE. N—ROxz7AVR—R2 VYT I 7aAVKR—
b ZlEAEHOETERTINENDH D X9, FlexPod Express Tld. > X T LI/
AN—=NAH— /) —RZEMTBTDICHERN—RT T 7 IAVR—22 MMIDWVWT
H., 22702y FEATHAL XTI,

N—RoO Tz 7EH

BIRL N N—=NAH—IZBFRAR L. §RTD FlexPod Express B CRIL/\N— ROz 7HERINE
To TDIH. ESRRABHINEDL-TH. EBES5D/NA/N—N1H—HE L FlexPod Express /\— R T
7 ETERITTEERY,

RDTRIC. TRTOD FlexPod BREICHEBRN—RD Tz 7IAVR—2 > hERLET,

il

Al L i #
AFF A220 HA X7 1
Cisco UCS B200 M5 H—/\ 2
Cisco Nexus 31108PCV X v F 2.
2

Cisco UCS B200 M5 H—/X® Cisco UCS Virtual
Interface Card (VIC ; REEA>&Z—T x4 XH—FK
) 1440

2 DDA UCS-fi-M6324 77 T w o1 >a4—Jx% 1.
2 k%#{wZ 1= Cisco UCS Mini

VI Loz TES

RDFRIC. FlexPod Express V) a—> 3> D7 —F 70 F v ZRETZLHDICHEBRY T D 7IVR
—x>bERLETY,

VIbhoxT N—23ay B3

Cisco UCS Manager DB 40 (1b) Cisco UCS Fabric Interconnect
Fl_6324UP DiE&

CiscoBlade V7 ko7 40 (1b) Cisco UCS B200 M5 H—/\DiE&

Cisco nenic KZ -1 /\ 1.0.25.0 CiscoVIC 1440 1 X —TJ 1 R
h—ROBE

Cisco NX-OS 70 (3) 16 (1) Cisco Nexus 31108PCV X1 v F
DIFE

NetApp ONTAP 9.5 AFFA220 O hO—5DHE

RDFKIC. FlexPod Express DR T®D VMware vSphere IRIBICHERY 7 bz 7% R LT,

vV7bhoz7 N—=23>

VMware vCenter Server Appliance D& 6.7U1
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vVobkox7
VMware vSphere ESXi /\-1 /X\—/\- ' —

FlexPod T X 7L X4 — 7 )LEHIBIR
)77 LY ARREEDT — T ILESICDOWTIE. WOKRT

N—2 3y
6.7U1

RDEIC. Cisco Nexus X1 wTF 31108PCVA O —JILERIEREZRLET

O—AILTFNT R O—AIER—k

Cisco Nexus X - v F Eth1/1
31108PCV A

Eth1/2
Eth1/3
ETH 1/4
ETH 1/13
ETH 1/14

JE—FTNAR

NetApp AFF A220 Z kL
—oayrO—3A

Cisco UCS-mini FIA
Cisco UCS-mini FIA
Cisco UCS-mini FI-B
Cisco NX 31108PCV B
Cisco NX 31108PCV B

RDFKIC. Cisco Nexus X1 v F 31108PCV B D7 —JILIEFIEHRZ "L F T

O—AILTNT R O—AIER—k

Cisco Nexus X1 wF Eth1/1
31108PCV B

Eth1/2
Eth1/3
ETH 1/4
ETH 1/13
ETH 1/14

DE—FFNTR

NetApp AFF A220 2 kL
—savhO-358

Cisco UCS-mini FI-B
Cisco UCS-mini FIA
Cisco UCS-mini FI-B
Cisco NX 31108PCV A
Cisco NX 31108PCV A

AL 95

JE—FR—F
eOM

mgmt0 (EIE)
Eth1/1

Eth1/1

ETH 1/13

ETH 1/14

JE—FrR—F
eOM

mgmt0  (EIE)
Eth1/2

Eth1/2

ETH 1/13

ETH 1/14

JRDFTIC. NetApp AFFA220 R L —2O> bO—Z ADT—JILESIERZ-LET

O—AILTFNA X O—AIER—k

NetApp AFF A220 X kL e0a
—JayhO—-3A

elb

ele
eOf
eOM

JE—FTNAR

NetApp AFF A220 X kL
—> >y +kO—58B

NetApp AFF A220 2 kL
—savhO-58

Cisco UCS-mini FIA
Cisco UCS-mini FI-B
Cisco NX 31108PCV A

JE—FR—K
ela

eOb

Eth1/3
Eth1/3
Eth1/1

MDFTIC. NetApp AFFA220 R AL —2O> bO—F B Oy —JILEHIEREZRLET
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O—AILTNT R O—AIEKR—k DE—FFTNTR JE—FrR—F

NetApp AFF A220 X kL €e0a NetApp AFF A220 X kL e0a
-2y hO—5B -2y h~O—5B
e0b NetApp AFF A220 X kL eOb
—>J>hO—5B
ele Cisco UCS-mini FIA Eth1/4
eOf Cisco UCS-mini FI-B Eth1/4
eOM Cisco NX 31108PCV B Eth1/1

RDFTIC. Cisco UCS Fabric Interconnect A D4 — 7 )LIERGIEHRE L ¢

O—AILTFNA R mEb D% el JE—FFTNTR JE—FR—F
Cisco UCS 777 w4 Eth1/1 Cisco NX 31108PCVA  Eth1/3
T¥Z2—ART A Eth1/2 Cisco NX 31108PCV B Eth1/3
Eth1/3 NetApp AFF A220 X kL eOe
—JarytO—3A
Eth1/4 NetApp AFF A220 X kL eOe
—J Oy hO0—358B
mgmt0 (EIE) Cisco NX 31108PCVA  Eth1/2

RDFKIC, CiscoUCS 777U woA> R —0x0 B DTr—JILEGIERERLET

O—ALTFNA R O—AJLR—k JE—FTFNTR ) E— kK=
Cisco UCS 777 w4 Eth1/1 Cisco NX 31108PCVA  Eth1/4
T¥&2—A%7 B Eth1/2 Cisco NX 31108PCV B  Eth1/4
Eth1/3 NetApp AFF A220 X kL eOf
—>arkO—-3A
Eth1/4 NetApp AFF A220 X kL eOf
—2O>yhO0—3>B
mgmt0  (EIE) Cisco NX 31108PCV B  Eth1/2

BAFIE

CORFaXYITIEH. ZELBARMCESAIAMZ{HEX /- FlexPod Express & X7 LD
BRICOWTHLCHBLET, CONREZRMTS7-0HIC. BFIETHRET SV
A=V bZAVAR—RVMAFEEOAVR—X B EHUETREZIE. CORF
AXYRTFOEY 3 Z2dnNTVW3 2580y MNPy A ML=y O—3
iF. I FA—Z A MO—5 B THMNEINET, A1 YFALRAIYFBIF
Cisco Nexus R4 v FDRT7ERLET, 777 Vv oA 02— NA T 7TV
WwIA VA=A L BiE. 2 D2DHE Nexus 777y oA > RZ—2%T FTY,

Floe CORFaAXYETIE B CiscoUCS KRR bZ2T7OED 3 Z VI F3FIRICOVWTHEHRAL X
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o CNHDRRAMIF T—=/NA HT—NBRBREL LTBERENENET,

RIBICEEIZERERT Y ICEDZIMVELH D ERIHIC. ATV REED—EB LT N\
<text>> | WRIREINZET, lvlancreate ] A RICDWTIE. XOFIEBRB LTIV,

Controller0Ol>vlan create vif(O <<mgmt vlan id>>

ARF a2 X2 RTIE. FlexPod Express BiE%# RRICHER T3 HEICOVWTEHALEYS, COSOEXT
g, TETELRFIET. BEFKEEOMERA. IPT7RLR. BXUPVLAN (RIE LAN) XF—L%EAS
TRIREBELAHDET, RORIC. COHA RTHBTIEAICKNER VLAN 2 RLET. CDOT—TILIE
BEDOHYA FEHICESOVTERL. RXa XY MOREFIEERETZOICERTETET,

BlA D /X RBIB VLAN ¥ 77 kA 7> REIR VLAN 2T 3581, 150/
(D) Lava—rEERTEAENBDET. CORIETE. HEDER VIAN @R LEL

TCO

VLAN % VLAN ©O B CORFaAXY NDOIRIEICERY
31D

&8 VLAN BB —TJ 1 AADVLAN 18

%4174 7 VLAN ROBLITIL—LHEDODHTEN 2.

TWL3 VLAN
NFS VLAN NFS k57«4 v ZHD VLAN 104
VMware vMotion VLAN HAYIBERX CH SR OYEERZ 103

ADRBEY> > (VM) O%E
RICHEE SN VLAN

VM k37« w% VLAN VM7 )5 —>a>y k570w 102
FH® VLAN

iISCSI-A VLAN J77)YIADISCSI kST 124
w2 VLAN

iISCSI-B VLAN J77UwoB®DISCSI k574 125
w2 VLAN

VLAN &S (&, FlexPod Express OFREELETHEIZRD £, VLAN [E [ <<var_xxxx_vlan>> | CIF|Eh
F£9, Tlxxxx1 I&VLAN DBEB (iSCSI-AZRY) T9,

KDORIE. ERL I NIz VMware VM ZRLTWE T,

VM BIZ DR e A
VMware vCenter Server DZ1aEZ FEHE L Seahawks-vcsa.cie.netapp.com

Cisco Nexus 31108PCV E A F|E

ZDt o> 3> Tld. FlexPod Express IRIETHERH I3 Cisco Nexus 31308PCV X v FAERIC DWW TEE
LLERPAL F7,
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Cisco Nexus 31108PCV X v FDHIEARE

Z ZTlE. FlexPod Express DEARIRIETHEAT 2 Cisco Nexus X1 W FDEREAEICDOVWTHBELE T,

C) COFIEIF. NX-0S YT ko x7U1—27.0(3)I6(1) #2179 3 Cisco Nexus 31108PCV %
FRLTWAZcZaiiRC LTWETD,

1. A4y FOAVY —I)LR— b ERVNICT— L THESIT S . CiscoNX-0S v b7 v 7HBEENICH
BEINEI, COPEEBRTIE. X1 Yy FH. mgmt0 7 >R —7 =1 AHER. &V Secure Shell (
SSH) Ty b7y TR EDEANLBREZITVET,

2. FlexPod Express BIE®w b7 —JlF. TEIFHAETHERTEE T, 31108PCV X v F D mgmt0
AVR—T 14 RF. BEOEERY NT—JICERT5ZcH. 31108PCV X1 v FD mgmt0 1 > X
—TITARENY Y =Ny VBETERIDZCLDHTED, fcfsle TOUVTIE SSH ST 1w
IREDNEERT7 IV XICIXMERTE X Ao

CDEAHA RTIE. FlexPod Express Cisco Nexus 31108PCV X1 v FHBEIFDOERER Y b DT — U I1C#
BmEINTWED,

3. Cisco Nexus 31108PCV X1 W F%#H_RE T BICIF. RAMT Y FOERZAICL. BEICKRTRINDIETRIC
R->THADRA v FOHERL Y b 7w 7TV, R4 v FEEDBRICEYAEZBEIHRIET,

This setup utility will guide you through the basic configuration of the
system. Setup configures only enough connectivity for management of the

system.
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*Note: setup is mainly used for configuring the system initially, when

no configuration is present. So setup always assumes system defaults and

not the current system configuration values.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime to skip

the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n

Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n

Enter the switch name : 31108PCV-A

Continue with Out-of-band (mgmt0O) management configuration? (yes/no)
[vl: y

MgmtO IPv4 address : <<var switch mgmt ip>>

MgmtO IPv4 netmask : <<var switch mgmt netmask>>

Configure the default gateway? (yes/no) [yl: y

IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n

Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]l: y

Type of ssh key you would like to generate (dsa/rsa) [rsa]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var ntp ip>>

Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:

<enter>

Configure CoPP system profile (strict/moderate/lenient/dense) [strict]:

<enter>

Would you like to edit the configuration? (yes/no) [n]: no

- TDB. COREZEATINESIHZEER T A vE—IBRTIN. ®REFELE T, EDHEIE.
1 EABLZET,

Use this configuration and save it? (yes/no) [y]: Enter

. Cisco Nexus X1 v F BICDWT. FlE1~5 #DRL ¢

- REDBIBENRTREIN., REZHREITINEINZHRI AV E-—IDPRREINET, RENELWVS
Al&. Tn1 CABDLZFT,

My
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BEGHEZEMCLET

EMOHRES T2 a>zRHET B3ICIE. Cisco NX-OS TREDEELIKEZ 1 *—JTILICT I2HENHD F
ERS

1. Cisco Nexus 21 v FAB IV X1 vF B CHEUYIGHKIEEZ A 2—TILICTBICIE. IV ToFal—>3
VE—REBRTBICIE. OYVR T (configt) 1 ZFERAL. ROOY Y RERITLET,

feature interface-vlan
feature lacp
feature vpc

R=brFYXILDTIAILEOO—RNSYI VI Ny aTIE V—RABLUVTRAT o
Z—=2a>YDOIP7RLRAZFEHALT. R—rF¥RILDAE—T 4 X2EOO—RKN

@ SOOIV ALERELE S, Ny aZIdVXLIIY—RELUVT AT %
—2aYDIP7RLAUNMIDT—2ZRMHEIZIET. R—FFrRILDAYN—21K
ANDEOHEFERZRO-RNS OO VI EERTEEYT, BILEALNS. V—RAESLUVTFRT
4 FZ—2a>YDTCPR—rEZNYaFZIIOdUILICEMTAZ CEZHERLET,

2. #BHE—F (configt) H5XDIOATY RERITL. CiscoNexus 21 Y FABLIURAvyF B DI/ O—
NILR—=bFFyRILO—RNSZ OV IEREERELE T,

port-channel load-balance src-dst ip-l4port

JO-NNLNANZVTY )=V T4 Fal—>a>zETLET,

CiscoNexus 75w b7 #—LTiEk. TVwIS72a7 IR EMEINZIFTLWVREREEFERLET, TV
wIOTaT7IVRIE ANZ GV =TI dV I LEZZITLTVWEVWT NI R TTF—2 T T4 v I DEx
EEMGETIEAE) VIR EOMDY T NI TEENSRETIDICKRILEET, R—hF. 7oV r7
F#—LIIGELC T, XY R T—=IR Ty SdREDVW DHDREDVWITNACEEETEE T,

ITRTDR=EDBTITAILETRY FT=OR=—bEHBEINBELIIC. TVYPTFLaT7 SV RERET S
CCEHRELET, CORTEICED. Xy hT—UBBEIER—MOREZHRIT B LICHEDET, £
foeo RBRIOIYOR—R, TVwI72aT7 530 ABENBMICHE > TVBVRAN—RE, RH—KH
BBRIZS—BRTEINET, Efes ANZVIV)—TTOVITBR— bOBEDDBTELVAD. £
DOR—bZ2T7OvITB3ADNRET. T7AILEDR—FDORETHRY FT—I2BFDOLEEZEDHSZ N
TEEI,

=N AbL—=20 PyTV VIR Y FEEMTBEEIF ANZ2 TV ) —DREICHODIEZTh >
TLIEEW, EMYTBEHAD TV v S T72aT7 50 R R—ELTOLWRWERIIFITIENHBRETT, D
EOBIFRIF. R—bZ2T7 071 TICTBRDIR— b A TOEENUEBICBRBZZEHHBD I,

Bridge Protocol Data Unit ( BPDU; ') w2 7O LT —RA=w k) A=K BOFRELAVELT
TIANNTIYIR=—bTAXZ—TINIIEL>TVWET, XY MT—TRDIL—TEHLET Z7DIC. DA
VR —T T4 ALETBPDUBFDRAw FHLERETNIHEE. COKBEIFR— bz vy ATV LFE
ERS

Cisco Nexus A1 Vv FABLIUVRAACLYF BT, BEE—FK (lconfigty ) 5XDIATY RERITL. T
T EDR—bRZA TP BPDU H—RBEDT I I EDRNZV TV ) —F T a Vv EFRELET,
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spanning-tree port type network default
spanning-tree port type edge bpduguard default

VLAN ZE&EL &Y

VLAN D&% 2ZR— M2 EMICHRET DFIC. LAV 2VLAN ZXA v F LICEETIARERHD X T, F
7=« VLAN IC&BIZFITTHELC e SBO NS TN a—FTo 07 #BBICITS5 e TEET,

A 74Fal—>a3>E—FR (configt ) 5XRODIOT Y RERITLT. Cisco Nexus X1 v FAHLL
A4 yFBEDLAV2VLAN #E&EL. AL ET,

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

TOEZR— b EERER—- FOHBERELET

L4 2 VLAN IC&BIZEID Y TRIHBELERKIC. IRTOA VA —T A RICHBAZRET D L. 7OEY
A=V I TN a—FTa VI OBRMAICERIBEE T,

B2y FDEBRE—FR (configt) N5, FlexPod Express D AIRIRIBREDRDKR— FHBAE AL E T,

Cisco Nexus XTwvF A
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int ethl/1
description AFF A220-A e(0M
int ethl/2
description Cisco UCS FI-A mgmtO
int ethl/3
description Cisco UCS FI-A ethl/1
int ethl/4
description Cisco UCS FI-B ethl/1
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

Cisco Nexus X-1vF B

int ethl/1
description AFF A220-B e(OM
int ethl/2
description Cisco UCS FI-B mgmtO
int ethl/3
description Cisco UCS FI-A ethl/2
int ethl/4
description Cisco UCS FI-B ethl/2
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

B—NESLVR L -V OEBI Y E—T A RERELET
Y—NEAPL—=COFEEAYR—T A ATHEAT S VLAN l& BF. £55H 1 DIFTT. ZDT
. BEBAYE—T A RR=— 277 2AR—hELTRELET, A1V TFOEE VLAN ZEZL.
ANZVTY)—R=hBA T Ty JICEELE T,

W E— R (config t) MBEXDIAR Y RERITLT ' H—NEXML—COmMADEEA VX T T —IADR
—rREZHEHRLET

Cisco Nexus X1 wvF A
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int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Cisco Nexus X1vF B

int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

NTPBE1M >4 —TJ A A%ZEBMLET
Cisco Nexus X1 wvF A

JO—-NILAYT4Fal—>a>YE—RHS. ROAY Y REERFTLET,

interface Vlan<ib-mgmt-vlan-id>

ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-b-ntp-ip> use-vrf default

Cisco Nexus X1 F B

JO-NILAYT4Fal—>a>YE—RHS. ROAY Y REERFTLET,

interface Vlan<ib-mgmt-vlan-id>

ip address <switch- b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-a-ntp-ip> use-vrf default

RER—FFrRILOITO—NILEREEXZRTLET

REAR—bFyRIL (VPC) ZEARATZE. 2 DDREADB Cisco Nexus X1 v FICYPIBMICIER: SN >
V%, 3BEEHDTNA R TRE—DR— b FrRILELTEBETETET, 3BFEEHDOTNA XICIE. ATy
F. =\ FRIEEFDOMORY FT—OFTNA X%ZFRTEET, WCIELAV2TIILFNRZRHELE
I, CHUSED., BIEHEEZEY L. /—RFRREATERONZ LINZREZBR#MICL. KENIDEFETIHEEIE
ST O— KRNSOV TFBIET. TEEEHERTEEY,
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VPC ICIFRDF =D B D £

A DDTNAAD2DDT Y TAR)—LTNAABTR— b FvRINZFERTETZELIICTS

* ZRZVHYU=7ORINOTOY IR— ~OHIR

=TT U—bRODERHETS

* FHTUEARIRTOT7 Yy T Y oFEEREZFERT 3
CUYOFRLERTNAZRDOVWTNNCEENELELLZRIC. EBRIAVN—J TV RZRMELET
CUYILRNILOMESEZRELEY

* SAAMORRFEZXELEY

VPC #EEZ IE L < BBRESH 3 ICIE. 2 DD Cisco Nexus X1 v FRITW DHh 0@ty b 7w T%#{TS5 %%
ENHDET, Ny oY=y IO mgmt0 iBRZFERT 3558 12 —T A1 AERINITRLZR

Z{ERA L. ping \<switch_a/B_mgmt0_ip_addr>> vrf ' management AY > RZERAL TENS5DT7 RL X T
BENTETHD xR LET,

BEE—F (configt) NSRDIAYYRFZERTL. MADXAYFD VvPC IO—NILIBRZREL £

Cisco Nexus X1 wvF A
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vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolOdescription vPC peer-1link
switchport
switchport mode trunkswitchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<1iS8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
channel-group 14 mode active
copy run start
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vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer—-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int Pol0
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<i8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
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channel-group 14 mode active
copy run start

COEREIREETIF. RAmEI=v b~ (MTU) 9. 000 WMERENE LT 2L 77

@ =23 OBHICEDVT. YR MTUEZRETET £9, FlexPod BERREATHL
MTU EZRET B EHNEETYT, AVR—RY FEDO MTUREDNELCBVE, NT Y k
MEEINET,

BEOXY NTD—0A4 TS DTy T >D

FERRRER R Y F =014V TZIZIEL T FlexPod IRiEH 7w T 203780 D W DHDHECIERE
HHD E 9, BEED Cisco Nexus IRIBEHNH BB IE. vPC Z{FEH L T. FlexPod IRIEICE £115 Cisco
Nexus 31108PVC X1 wFEA VT IIICT v T >0 T3 e =R LEX T, HEIZIHLCT. 10GbE 1> 7
SHEHEREBEDIGZEIEX 10GbE 7w 1) > 1GbE 1 > 7 SHEREDIZEIZ 1GbE 7y LU VIR YR— TN
x9, R OFIEEFEAL T, BEORBADOT7 Y)Y vWPC 2B TEE T, RENRT LS. 4T
copy run start ZR{TL TERA v FICREZREFEL TSI,

FYbTYTRNL—8BAFIE UN—K1)

CDtUa>TlE. NetAppAFF X L —UEAFIBICDOWTEHAL X,
NetApp X FL—2 O3> FO—F AFF2xx ) —XA VA =LA A R

NetApp Hardware Universe DB&

o "NetApp Hardware Universe ME&" (HWU ) 7 XU —> 3 >id. HED ONTAP N—2 3 > THR—b
CNTVWAN—RDT7AVR—R bV T Iz 7AVR—2 2V b ZRELET, ONTAPY T DT
TIREYAR—FEINTVWBRY 7Y TDIRTDR L =T IS4 7 RICET2EBHIBHREZIRMEL X
_a_o iTC\ :I\/’—J_:_*\/ F@E?ﬁ"&'ﬁ@i‘%%?ﬁbi?—o

FRITZN—RIT7IAVR—2 Y IOz 7aAVR—22 D A2 =)L TS ONTAP OD/N—
AYTHR—bFINTWBRZEZRERLE T,

1L IZT77ERLET "HWU" S RTLREHA RERTIBZ 7TV r—3> AL—U2 AT LOHER
2TZFERLT. ONTAPY I Iz 7DON=23 ey c TPV TAML—=IF7 547 A0 E#H M
B THEL X9,

2. Ffeld. RARL=F7FSATFVRFNCAVR—2 Y b2 BT 3ICId. A ML= X TLDLEE Y
w7 LET,

J> bO—3 AFF2XX > 1) — X DrijiEERM
A= R T LOYIENRIGRIZFTE Y BICid. XDEI2 3> Z2BRBL TSV, ENEGHTR—
FENBEBERI-—FAVR—RR—b&T—=TIL

AblL—=2arb0O-—-7>

DAY FO—SDYEBENARREFIEICREVE T "AFFA220 D RF a2 XA "
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NetApp ONTAP 9.5

RET—U>— b

Yy RNTYTRO) TR ERTTIHIC. BRYZaTILHSERT > — MIBREZALTLLIETL,
RET—U>— I, THEATETEI'ONTAPOS Y I Tz 7ty b7y THA R (THERTEET

"ONTAP9 RFaX>F—oay  -toa—") , ROKIEZ. ONTAPOIS D1 VX h—JLEHREDEHREZ L
TWEY,

()  coszFLiEd 2/—RRAIYFLRISIEWMTEY b7y TENET,

72 22 DM UZX2DIE

DSR2/ —RADIP7RLZR <<var_nodeA_mgmt_ip>>

ISR/ —RADXY RYRY <<var_nodeA_mgmt_mask>> ZEAL £
DZRZ/)—RADT—FrDoxA <<var_nodeA_mgmt_gateway>> Z{FERH L X7
PSR/ — RD%&HI <<var_nodeA>> ZfEAL £

DA/ —FBDIP7KRLR <<var_nodeB_mgmt_ip>>

VSR —RBDRY RIYRY <<var_nodeB_mgmt_mask>> ZfERAL £
V5AR/—RBDTFr—hroxA <<var_nodeB_mgmt_gateway>> ZfEHL XY
U5 AR/ —R B D%&HE] <<var_nodeB>> #fEAL X7

ONTAP 9.5 @ URL <<var_url_boot_software>> #ZSB L T T L)
75 XA DEHI \<<var_clustername> Z{FEBL X7
VSRAREEBIPT7RLR <<var_clustermgmt_ip>>

PSRBT —hozxA <<var_clustermgmt_gateway>> Z{FEHL X7
JSXABDXY NIRY <<var_clustermgmt_mask>> Z{ERL £ 9
RXA1 % <<var_domain_name>> &L T £ L
DNS H—NIP (B MANTEZETY) <<var_dns_server_ip>>

NTP H—/NAD IP <switch-A-ntp-ip>>

NTP #—/\B D IP <switch-b-ntp-ip>>

J—RAZRE

J—FRAZRETBICIF. ROFIEZEITLET,

1L b=« 2RFL0AVY =)L - R—bMCEHRLEFT, O—FZ—ADTOYTERRRINET, o
L. A= RFT LRV T—=RIL—TICA>TVWRBEEIF. COXyE—IDNKRRTINS Cirl-C
F—ZBLTEHT—MIL—TZRTLET,

Starting AUTOBOOT press Ctrl-C to abort...

2. ORTLET—FTEBLSICLET,
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10.
1.

12.

13.
14.
15.

16.

17.

autoboot

- Ctri+C F—ZIRL TT— b XZa—ZKRRFLZEXT,

ONTAP 9 DIFE 5 FEEBIL TWBAY I F I T7DN—2 3> TEHD FEA. ROFIRISEATHLWL
VIR T7ZAVRAM=)LLTLEEL, ONTAPO DIFH (513 T— L TVWEN—3 2 TY, 47
93 > 8 2_/_ Yy %E?RL/_C/_ P%U 7_ l\ Lia_o %o)ﬁ%\ %—:J“E\ 14 L:ﬁbaﬁ?o

CEFILWY IR I T ZA VA M-IILTBICIR AT a v 7T ZERLET
TV TTL—RZRTTRICIEY ZANLEY

Ao O—RICERT2ERY 7= « R— K~ eOM ZERL XY
SISCHEFHTZICIF Y ZANILET
eOMD IP 7RL R, Xy bYRT. BLUT TN — bz ZENENDBRICAALE T,

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

VIR T TERETES URLEZAHILET,
() ping TEE% Web H— N EIEET ZUENBD £ 7,

A—HRHDPAATNTVRWISEIE. Enter F—ZH L EF,

HLLAYRb=ILLIEY T box 7% " REOBEFICHERTST 74 LTRET BICIEY ZA
HLEY

J/—REBE#HTZICIEY ZAHNLET

FILWYIRNIITEA VAT BREEIC. BIOS BLUVTHETRA—RD I 7—LI T T7vTY
L—RARTIN. U= rHRELTAO—F—ATOV TN TELETZIAEELHBD T, CNS5DIE
EDfThNIZE. YATLDNCDOFIECERZ ZeHHD ET,

Ctr+C F—ZI L TT—hrXZa2—%ZRRLZFT,

[Clean Configuration] T [4] Z3#IRL. [Initialize All Disks] Z#RL £7,

TARIZEOICTBICIEY ZANL "Bz FLT HLWI 74 - SXATLEAV A =)L
LET

TARIEDIRTDT—RZHETBICIZY ZAALET

W=7 V57— b OFEAL EARRRICIE. FERECNTWVWET 1 AT DHE XA FITIH LT 90 A EDD
BHBENBDET, PEMELITTIdE. A L= RFT LRV T— R LET, SSD OFHALICH DB
REIIKBICERINE T, /—FADT 1 A7OHEMERDH. /—F B OREZHITCIE T,

J—RAZ{EALLTVWBREIC. /—RBOXRE=XMHBLET

/—RKBZEE

/—RBZRETDICIF. ROFIEZERITLE T,
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10.
1.

12.

13.
14.

22

A=Y YRFLOAYY =)L R MIERLET, O—4—ADQTOYTEHRTINET,
Ll ARL=2XF L) T=RIL=TICAS>TVWBHEEIF. COXytE—INRREENTS Crl-C
F—ZIRLTEHT—FIL—TEZRTLED,

Starting AUTOBOOT press Ctrl-C to abort...

Ctrl+C F—Z#L TT—hXZa—%ZKRRFLZFXT,

autoboot

TOY T EHRREFEINIS. Cirl-C F—Z#RLF T,

ONTAP 9 DIFEE : 5 IFRBEIL TVWARY T F I T 7DN—23 > TlEH D FEA. XOFIBISEATHRLWL
VIbDIzT7ZAVAM=ILLTLIEET L, T—=FLTWVWBN—=23 2D ONTAP 9.4 DIFEIE. 77>
3\/8 K. y%igj:RL/—C/_P%U 7\_ I\L/ij_o %@?ﬁ\ %“IE 14 ‘:ﬁgj‘ijo
FLWIRITTRAVRAN=ILTBICIE. 723> 7 #BRLET,

Ty TIL—RERTIBICIEY ZEAALET
AOVO—RICERTZ Ry bT—T - R—FICeOM Z#RL £ 9

SIBREETZICIEY ZANDLET

eOMDIP 7RL R, XY rIRI. BLUVT 7AW M= r I 2 EFNZENDGFRICATLE S,

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

VIR IITERERTEB URLZANDLET,

() ping 8% Web — N EIERET BABENBD T,
<<var url boot software>>

A-HFEDRAANTNTUVEWEEIFE. Enter F—Z#L XY

HLLAYRM=ILLIEY T ho 7%  REOBESICFERTZT 74 EELTRETBICIEY ZA
HLEY

/—REBEEFTZICIXY ZEAALET

HLWY IRIITT7ZAVAM=)ITREZFIC, BIOSBLUV TR TRND— RO T 7—LI9xT7T7 v Ty
L—RAEFTEIN, UT—FARELTO—L—AOV T FTELETIAEREADDEFT, CNHO5DIE
R ITHhNIZBE. YRATLDNZODFIBEERRZZEAHD ET,

Ctr+C F—ZIL TT— M AXZa2—%ZRRLFET,
Clean Configuration & & T Initialize All Disks DA > 3> 4 ZFRL £,
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15 F4202E€0ICT B3Iy ZAAL " #BEEVEY LT HFLWI 7ML « SRTLEAVZI =)L
LEY

16. F4 20 EDIANTOF—REBET BB Y EANLET

W=7 TV5 =~ OFIEAL EAERICIE. RSN TUVWE T+ RTDEE XA FIZIELCT 90 BUEHLD
BHBEDNBDET, YLD RTITEE. APL—2O T LA T—FLET, SSD OFEALICHD B
I ARIBICERINE I,

/=R ADRESLUVY F R2BHRERFTL FT
AbL=oarybO-7A (V—FA) OIVY—)LR—-MIERESNTVWSAYY —IILR—TOJ S 4

5, /—REy 7Y TRV T h2RTLET, COXIUTRIE. ONTAP9S5 %/ —RTHIHTT —
FLIZEEIZRRINE T,

ONTAP 95 Tld. /— ROV ZREZDEY b7V TFIBR D LEESNTWET, V7 ARty TV TD
A HF—REFERALTITAZDRID/ —RERETETDL5ICBDF LTz, System Manager Z{ER L T
VIR ZRELET,

1. 7O 7 hICR->T/—RAZEY N7y T LET
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [eOM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:

2. J—ROBEBAVA—TITA1ADIP 7RLRICHEELFT,

V522D Ey b7y FlE. CLIZFERLTERITIZCHTEET, CORFaXVH
Tld. NetApp System Manager Dt k7w THA RZERA LI XEEY b7 v I
DWTEREAL £95,

B USARERETBICIE. Yy N Ty THARZIUYILET,

4. 752841213 T\<<var_clustername>> | %, BET B3R/ — RICIF T<<var nodeA> | & T
\<<var_nodeB>> | ZASILEXT. REL—ORFTALICERATZNAT—RZAALET, VTRER
ATICTRAYFLRIZZAR] ZFBRLET, VTRAIN—RS1EVRZATILET,

5. YT AR, NFS. BKUVISCSI DHEEES IV RZANTBZEHTEXT,

6. VS XAADIERFZRT AT —RAXYE—UHREENET, CORT—RIAXyvE—TF #HDOX
T—RRAZYIDEZET. COTOCRITIZESHDDET,

7.2y hD—U%BELET
a. [IP Address Range] # 7> 3 V& BIREEBR L £ 9,
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b. Cluster Management IP Address 7 «+ —JL K T <<var_clustermgmt_ip>> | . Netmask 7 —JL R
IC M\var_clustermgmt_mask>> | ¥ AALFT, £/, Gateway 7 —JLRIC T
<<var_clustermgmt_gateway>> | AL XY, Port 74 —JLR®D ... LI XZFERALT. /—R
ADeOM ZFEIRLEXT

C. /J—RFAD/—REEIPAITICANTINTUVET, /— K BIlIE \<<var_nodeA_mgmt_ip>> & A
HLET

d. [DNS Domain Name] 7« —JL KiZ T <<var_domain_name>" | ¥ AJ7L £ 9, [DNS Server IP
Address] 7+ —JL RIZ T\<<var_dns_server ip>> ] Y AHNLET,

DNS H—/NDIP 7 RL RIFEHANTETET,
€. Primary NTP Server 7« —JL F|Z T\ <switch-a-ntp-ip>> 1 AL £ 9,
& NTP #—/\% I\ <switch-b-ntp-ip>> ] ELTANTBZIHTETET,

8. HR—MMERERELX T,

a. AutoSupport A7 7 AT OF OHRBERRIBEDHZEIE. 7OF D URLZ7OF> D URL I
ABILET,

b. 1 RY MEHMICHERYT S SMTP X—ILIRRAME EX—ILT7RLRZANLET,

BT T BICIE. DB EDANRY MBHNAXZRET BVEDNHD LI, WINHDHEZERTE
9,

9. VS XRABHEHNTT LI ehRENI=5. Manage Your Cluster (VS XZDER) #U) v I L TR
l‘lx—‘\/\‘%$§ﬁ‘2b§3—o

AL =205 AR E #E

A=/ =RER=RISFREADRENTT LIcH. AML—2 IS RAADREICECCENTETET,

IRTDRARTTA AN LET
TS RAANDITARTDART T4 A0 ZAERLT 3ICIE. RO REERITLET,

disk zerospares

FYVR—RUTA2 R— hNN—=YF T4 %ZRELET

1. ucadmin show AY > RZE{TLT. REDE—RER—LDIREDEA TEERLE T,
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AFFA220-Clus: :> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFFA220-Clus-01
Oc cna target = = offline
AFFA220-Clus-01
0d cna target = = offline
AFFA220-Clus-01
Oe cna target = = offline
AFFA220-Clus-01
0f cna target = = offline
AFFA220-Clus-02
Oc cna target = = offline
AFFA220-Clus-02
0od cna target = = offline
AFFA220-Clus-02
Oe cna target = = offline
AFFA220-Clus-02
0f cna target = = offline

8 entries were displayed.

2. FRAFDR—FDIREDE—RD Tcnay THH. IMEDEATH Ttarget | ICRESNTWVWEI L=
BLEFT, RESNTLWAWEEIF. ROV RERITLTAR—MNN—=VF )T 2ZELET,

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna —-type target

BIDOYY REERTTRICIE. R—bZEATSAVICTINERHDEFT, R—bEATSAICTBIC
IE. OO REEIFTLET,

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

C) R=bN=VF VT ZEBLIIGE. BEZEMCITBICIE. &/ —FzeVT—-+93%
BERBHDET,

Cisco Discovery Protocol #BMICL X

*w 7w XML —23> bO—5 T Cisco Discovery Protocol (CDP) ZB®ICY 3ICid. X< >
FEEITLET,
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node run -node * options cdpd.enable on

IRTDA =Ry bR=bTUYILAVRETONILZEMCLET

ROOAY Y EREZEFTLT. A PL=—SRAYyFERY M= A4y FROU VLA vEEZTORIIL (
LLDP ) XA N—{BHROTHEBMICLE T, COATVRIE. IS5REZARADIARTD/ —RDITARNTDHR—
NTLLDP ZB®ICLE T,

node run * options lldp.enable on

BERIEA VA —T I ROLRIZEELET
BIRIEA X —TJ 01X (LIF) ODRFIZZEETBICIF. ROFIEZERITLET,

1. IREDOEBIELIF D& ZRTLET,

network interface show —-vserver <<clustername>>

2. VS ZREELIF 0% ZZEELE T,

network interface rename -vserver <<clustername>> -1if
cluster setup cluster mgmt 1if 1 —newname cluster mgmt

3. J—RBODOEELFDL&RZZELET,

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 A 1 - newname AFF A220-01 mgmtl

IS AFEERTEEIN-FZRETS

IS AEERA VR —T T4 AT 'auto-revert NXTAXA—ZEZHELET

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-

revert true

Y—EX7Oty DRy N IT—0A4 2V R—T x4 R% vy T v T3
) —ROHY—EX7OyHICEN IPVA 7RLZAZEDYTBRICIE. ZOOAY Y RERTLET,
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system service-processor network modify -node <<var nodeA>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> —-gateway <<var nodeB sp gateway>>

C) H—EXFOtLyHDIP7RLRIE. /—REBEIP7RLACELY TRy FRICHZHE
rHO £,

ONTAP TR hL—ST A A—N—ZBMCLET

A=z ANA—N—DEMMIB>TVWB L ZHRT BICIF. TN A—N—RTTROIAYV
ZRITLET,

1L ARL=I T2 ANWNF—N—DRT—R X Z R

storage failover show

\<<var_nodeA>>" ¢ \<<var_nodeB>> OMANTA I F—N—%RTTIZIHNELHDET, /—RTT
AIVF—N—ZRTTETEHEIF. ATV T IICEAET,
2200/ —RDEELNTITAINA—N—2BMLET,

storage failover modify -node <<var nodeA>> -enabled true

3.2/ —RUFREDHA ZT—3R X =HER

() cCoFEE /—EA3OMUEDYSRRICIEERSNEE A,
cluster ha show

A NATFRASEYTADERINTUVIEGIE. ATV TL6IERAET, \ATPRAISEUTFAHH/ES
NTVWBHEEIE. ATV ROERTRHICRDODXyvE—IHRRREINE T,

High Availability Configured: true

S HAE—RIF2 /—FISREATOHFBEMLET,

J—=RNIDULDISFREDIFEIF. COOAVYFZRITLABAVTLEEV, 7 IILA—/N—TRH=&E
NMRELET,
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cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. N—RILT7T7LZAMHELKHRESNTVWE L ZHRL. BEICIGCTN—FF—DIPT7RLR%E
xE

storage failover hwassist show

I Keep Alive Status: Error: Did not receive hwassist keep alive alerts from partner ] £ WS Xwvt&—
E N=ROT 77 AMDERESNTVWAWVWCEZRLET, N—RUTT7T7IAMZHRET DI
RODARY F2RITLET,

storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify -hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

ONTAP TP v >V RI7L—LMTU JO—RF v MR XA VEERLET
MTU A1 9000 DF—R TJO—RFVY A MR XA VEERTBICIF. XAV REETLET,

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

TI7ANLEDTO—RFVY A MRXAIDST—2R—bZHIBRLET
10GbE D7 —RKR— ~FISCSI/NFS b Z 714 v IICERAINE T, CNOEDR—MITITHILERXA>
DOHIRT2HENHD T, K— bk ele & eOf IIMEAITNBRWID. TITAIL DR XA D S5HHIRT
BRENBHD XTI,
TO—RFv AP RAAIUDSER=bZHIFRTSICIE ROARY RERTLET,

broadcast-domain remove-ports -broadcast-domain Default -ports

<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var_ nodeA>>:ele, <<var nodeA>>:e0f

UTA2 R— +TlE 705z EMICLET

W k7w I TlE. AT NA TR SN TWVWBIITARTO UTA2 R— b T O—FIHZEEMNICTEIEEAN
AT 0T R LTHELEY, 7O0—#HlZENICTSICIE. XOOAXYRZERTLET,
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second

interruption in carrier. Do you want to continue? {yln}: vy

@ ONTAP A®D Cisco UCS Mini ®E#EESX. LACP #HR— L TWLWEHA.

NetApp ONTAP T v VR I7L—LZRELEFT

Sy RTL—L (—RRICMTU B XA 9. 000 /N1 bDTL—L) ZFERTDLSICONTAP %y kD —
IR—bFEHRETBICIE. VSREATIIHSXROIAR Y RERIFTLET,
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AFF A220::> network port modify -node node A -port ele -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node B -port ele -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.
Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node A -port e0f -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.
Do you want to continue? {y|n}: vy

AFF A220::> network port modify -node node B -port e0f -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.
Do you want to continue? {yln}: vy

ONTAP T VLAN Z{EF{ L £ ¢

ONTAP T VLAN Z{ERd B ICld. ROFIEXETLE T,

1. NFSVLAN ;R— FZ1ERL. T—2JO—RF* v XA MR XA VICEBML F T,

network port vlan create —node <<var nodeA>> -vlan-name e(Oe-

<<var nfs vlan id>>

network port vlan create —node <<var nodeA>> -vlan-name eOf-

<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-

<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-

<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports

<<var nodeA>>: ele- <<var nfs vlan id>>, <<var nodeB>>: ele-

<<var nfs vlan id>> , <<var nodeA>>:e(0f- <<var nfs vlan id>>,

<<var nodeB>>:e0f-<<var nfs vlan id>>

2. iSCSIVLAN R— b Z1ER L. T—427O—RF v X MR XA VICEBMLET,

service

service

service

service
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network port vlan create —node <<var nodeA>> -vlan-name eQOe-
<<var iscsi vlan A id>>

network port vlan create —-node <<var nodeA>> -vlan-name eOf-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>: ele- <<var iscsi vlan A id>>,<<var nodeB>>: ele-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>: e(0f- <<var iscsi vlan B id>>,<<var nodeB>>: e(Of-
<<var iscsi vlan B id>>

3. MGMT-VLAN R— b Z1ERL L £ 9

network port vlan create —node <<var nodeA>> -vlan-name eOm-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name eOm-
<<mgmt vlan id>>

ONTAP T7 U 45— bz 1ERT 3

ONTAP Ot w b7y 77OLXT. L= bRV a—LZECT7IVT— bDMEENE T, EBMDT T VYT
—bZERTBICIE TIUT— b POV —b=2fRT B/ —F. 7OV —MIBENB T RIE
ZHERLET,

TIOVT— BT BICIE. ROOAR Y FZ2ERITLET,

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

BRRATOBLEDH 1 DDT 4 AT ZARTELTHRELET (BOBARTVT 1+ ATZFERLTLRTY
) o TARIDRATEHFAZATEIIDBKED 1 DDARTZHEBELTHEL L ZHELFT,

TARIEEARDSHDH T, BMDRX L —IBBBICR ST EEICT IV T —MIT A AV ZEBMTER
ED

T4 XD RT IBFET. 7IVTS— b EER TR CIETEEH AL aggrshow AV RERITL

T POV —bDIERRT—2RA%ERRLET, [aggrl nodeA | B'A>SA VICHZEFT. XOFIEIC
EEBRVWTLEIW,
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ONTAP TRA LY —2%/ELET

RZIDOREHAZREL. VT RZDIALY —2VZRETBICIE. ROARXY RZRITLET,

timezone <<var timezone>>

@ e 2 REREBTIE. RALY—2E T7AXVA/Za2a—3—01 T ALY —2%
DANZRBLIES. Tab F—Z2 8L TEARIEER T S a Y ERRLET,

ONTAP TSNMP #58E L X7
SNMP #RE T BICIF. ZXOFIEZERITLET,

1. BECER AR LD SNMP BERBEHREZFRELF T, R—U P TRIC ' T DEHRIL 'sysLocation' B &
SNMP @ sysContact' ¢ L TRREINFT

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on
2. JE—FRIAMIEKETS SNMP F Sy TZRELFT,

snmp traphost add <<var snmp server fqgdn>>

ONTAP T SNMPv1 #38E L F 9
SNMPV1 ZE&ET BICIE. AT a7 CMENBZHES— LYy DT L—2TFAMNIT—RZRE
LEd,

snmp community add ro <<var_ snmp community>>

@ [ snmp community delete all | AV > RIFEEICFEAL T IV, fOBERBRICOAZI 2=
TARARNIIDMERTNTVWRHE. COOAVYRIFENSEZHIBRLES,

ONTAP T SNMPV3 #38E L F 9

SNMPv3 Tld. SREERDI—HYZEEE S URTE T INEDHD £9, SNMPv3 ZEKET B ICldF. XDFIE
ZRITLETD,

1. T'securitysnmpusers ] AX Y FERTLT. TV IDEXRRLET,
2. Tmpv3user ] EWSHRIOI—HZERLET,
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security login create -username snmpv3user -authmethod usm -application
snmp

3 EETIBZIVTA4TA4DIVIYIDEAAL. BBEEFOMIILELT TmD5 1 Z&IRLF T,
4. FOVTERRERINES. SBAETORIILDONRT—RELTRIESXFDNNAT—REZANLET,
S. FS5A4N>—7OraLELT Tesy &&RLET,

6. 7OV T rHRREINS. TIZAN—TORINDNZIT—RELTRIE8 XFD/NRT—RZ AN
L&,

ONTAP T AutoSupport HTTPS #8REL 7
NetApp AutoSupport Y —JLIZ. HR— FEEERE HTTPSBETX Y 7w FICEEL £, AutoSupport
HRETDICIE. ROOATY REETLET,

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

Storage Virtual Machine % {Ef{
- 7 5 Storage Virtual Machine (SVM) Z{ERRT 2ICIE. RDFIEZHITLF T,

1. vservercreate ANV REETLET

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate

aggrl nodeA -rootvolume- security-style unix

2. NetApp VSC D> T35 SVM 7I U= IR MIT—2T7 V75— rZEBMLEFT,

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. NFS £ iSCSI #%% L C. XEHADX L —>7OR)L%E SVM DO SHIBRL 9,

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. 4>7Z SYMTNFS ORI ZEBMCLTEITLET,

nfs create -vserver Infra-SVM -udp disabled

3. NetApp NFS VAAI 754514 >®dD TVMvStorage | /INTX—R%EAICLET, RIC. NFSHREINT
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WB el £9,

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

@ SVM [ ZETIE T — N EIENTWfied. OV RS0 > Tk Mvserver 1 ORIICOT Y
RHOBESNET

ONTAP T NFSVv3 Z#58EL 7

RDKIC. COREZTT I BDICHELRBEREZRLET,

54 ( Detail ) FFimME
ESXiRXAMADNFSIP 7KL X <<var_esxi_hostA_nfs_ip>>
ESXiRAKBDNFSIP 7KL X <<var_esxi_hostB_nfs_ip>> ZE&ML X

SVM ICNFS ZBET3ICIF. ZOOATY REZEITLET,

1. 7—_\\7 2‘_“/ '\GJIQX,—J—{’_ I\,-J-(\’U 9—‘:% ESXl ’-.T_\Z I\%@)[/—}L%«E}ﬂzbi-a-o

2. BT 2B ESXi RA ML —ILZEIDETE Y, ERAMIFHBDOIL—ILA2TYIIDBHBD ET,

BAID ESXi RAFDIL—ILA1>T v I RIF1. 2BEBDESXi KRR DIL—ILA>TYvIRE2DES
ICEDET,

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —-allow-suid falsevserver export-
policy rule create -vserver Infra-SVM -policyname default -ruleindex 2
-protocol nfs -clientmatch <<var esxi hostB nfs ip>> -rorule sys -rwrule
Sys —-superuser sys —allow-suid false

vserver export-policy rule show
3 IURK—PRUS—%AYTSSUMIL— R a—LICEIDETET,

volume modify -vserver Infra-SVM -volume rootvol -policy default

T RR—FRYS—IE. vSphere DY F 7w FTERICA VA R=ILTEELSITEIRLT:
() BACEBNICAEBINET, 12X F—ILLAWEA. Cisco UCSB U —XH—N
EEBIT 5L FICTY R~ bR S—IL—LEERT ZRBENBD £,

ONTAP TiSCSI—EXZfER L FT

iISCSI H—EXZEN T 2ICIF. ROFIEZEITLE T,
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1. SVM TiSCSI H—ERXR%ZERLEFT, £/-. TOIAYY RTIFISCSI H—EXDFEBITN. SYMIC
iISCSI Qualified Name (IQN) DEREINE T, iISCSIMHREINTVWSR e xERLET,

iscsi create -vserver Infra-SVM

iscsi show

ONTAP TSVM /L— bt R a—LOBREEI S —%EM
ONTAP TSVM /L— bR a—LOBEHEIS—%21EHR T3 ICIE. XOFIEEZRITLET,

1. 42735 SYMIIL— bR a—LOBREEIS—BZKR)a—LEE/ —RICERLET,

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB —-type DPvolume create -vserver Infra Vserver
-volume rootvol m0O2 -aggregate aggrl nodeB -size 1GB -type DP

2. )—=brR)a—LDOIZ—BRZE 15D CCICEFHI BRI TR a—IILEERLEFT,

job schedule interval create -name 15min -minutes 15

3. 25—V IBMREEN

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4 ISV VIUBRREHAL L. NI ZREBLE T,

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol snapmirror

show

ONTAP T HTTPS 7V XZRET 3
A=Y bO-—3ADOEFaT7RBTILIAZRET BIIE. ROFIEZEITLET,

1T EREIR Y RICTIERTBICIE HERLANILZE EIFTREEL,

set -privilege diag
Do you want to continue? {yln}: vy
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2. BEZ. BCEBLIPENITICFEELE T, ROOAY Y FZETL CiEREZHEEL £ 7,
security certificate show

3. RRINTULBE SVM DFFREDHELIEZ. SVM D DNS ZLEEi R X1 >% (FQDN) —%L T
WBREBEHLHBD XTI, 4 DOFT 7+ )L LEFREZHIBRL T, RELEOBCERIIAE X /-ISRAEICES
B2 ZINERHD FT,

FERREZER T B RIICHABRYINICR > T-REFAS ZHIRR T2 C E 2L £ 9, [ securitycertificate delete
1 ARV FZEITLT. HRVNOIPEZHIRLE T, XAOOAYY KTl 27z FEALT. 77
#IL b OIFRE = EIRL THIBRL £ 75

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM - type server -serial 552429A6

4. BEELHBAEXER LTIV A M=ILT3ICIF. ROOAYYRZ1EBRDOODIT Y RELTEITLE
T A1VTTSYMETTARZSYM DY —/\FERAZZ &ML X T, CNH5DOAT Y ROEITICRIIDK
SIC. A7 EEARALTLET L,

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 - country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email- addr
"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

S. MDFIETHER/INT XA—RDEZEIF T ICld. T securitycertificate show | AY Y RFEERTLE T,

6. EpR L 7-R3EFAZ % ' — server-enabled true' & & Uf- client-enabled false' /N T X —XZFERA L TEZICL
FIRTMTZFEALTIEI L,

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

7. SSL L HTTPS 7Vt RZREL THMICL. HTTP 7V X ZEMICLF T,
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system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yln}: vy

System services firewall policy delete -policy mgmt -service http
-vserver <<Var_clustername>>

C) CNEDOATYRO—ET. IVFIDNFELBEVWCEEZRIIT—AXyvE—Hh9REN
FIH. CNISEEOEETHORIEDLHD £H A,

8. admin #ERELANILICUN—FLTEY b7y T%ERL. SYM % Web TERTESLSICLET,

set —-privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

ONTAP T NetApp FlexVol R 2 —L%ZERLET

NetApp FlexVol ® R) 2 —LEERT BICIE. R a—L%. 14X, BLVRY a—LHIEFEETEZI TSIV
F—brZANDLET, 22D VMware T—H X R F7R) a—LE 12D —NT— bR a—LEERLZ
S

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB - state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent- snapshot-space 0
volume create -vserver Infra-SVM -volume infra datastore 2 -aggregate
aggrl nodeB -size 500GB - state online -policy default -junction-path
/infra_datastore_2 -space-guarantee none -percent- snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -juntion-path /infra swap -space
—guarantee none -percent-snapshot-space 0 -snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

ONTAP TEEHHRZAMICLET
YRR 2—LAT1 BIC 1 BEEHRFRZEDICTSICIE. XOOATY VY RZEITLED,
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volume efficiency modify -vserver Infra-SVM -volume esxi boot -schedule
sun-sat@0

volume efficiency modify -vserver Infra-SVM -volume infra datastore 1
—schedule sun-sat@0

volume efficiency modify —-vserver Infra-SVM -volume infra datastore 2
—-schedule sun-sat@0

ONTAP T LUN Z{ERX L £ ¢

2207 —rwiE1Zy FES (LUN) ZERT BICIE ROORY RZRITLFET.
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware - space-reserve disabled

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
15GB -ostype vmware - space-reserve disabled

@ Cisco UCS C U =Y —NZEMT 3355 I1F. BIMDT — b LUN ZER T 2 ENH D &
ERS

ONTAP |C iSCSI LIF %= {ERX

RDRIC. COREZTT I BDICHBERBERZTRLET,

il ( Detail ) SHfE

AL —2/—FR AiSCSILIFO1A <<var_nodeA _iscsi_lif01a_ip>>
ARL—=2/—FA®DISCSILIFO1A &y kT —72 < <<var_nodeA_iscsi_lif01a _mask>> 227 1) v o L ¥
Y El

AbhL—2/—FK AISCSILIFO1B <<var_nodeA iscsi_lif01b_ip>>

ARL—2/—RA®DISCSILIFOIB *y T —2 < <<var_nodeA iscsi_lif01b_mask>> %27 ) v oL XY
&

AL —2/—R BiSCSILIFO1A <<var_nodeB_iscsi_lif01a_ip>>

AbL—=Y /=K BIiSCSILIFO1A %y T —2U <X <<var_nodeB_iscsi_lif01a_mask>> Z3&RL £9
7

AL —2/—R BiSCSILIFO1B <<var_nodeB_iscsi_lif01b_ip>>

ARL—2/—RBISCSILIFO1B *w T —29 XX <<var_nodeB_iscsi_lif01b_mask>> 27w o L X9
7

1. &/ —RIZ2D29D. 4 DDISCSILIF ZERL £ 95
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi - home-node <<var nodeA>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
-data-protocol iscsi - home-node <<var nodeA>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up - failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

ONTAP [C NFS LIF #{ER L £ 9

RDRIC. COREZTT I B1DICHEBELRBRZTRLET,

5t#0 ( Detail ) SFiEfE

AL—2/—FRANFSLIFOTAIP <<var_nodeA_nfs_lif 01_a_ip>>
AhL—Y/—KRANFSLIFO1 D%y b J—2U<TRX  <<var_nodeA nfs_lif 01 _a mask>> #&8BL T
7 re3A

ARL—C/—RANFSLIFO1bDIP <<var_nodeA_nfs_lif 01_b_ip>>
ARL—Y/—=RANFSLIFO1b ®*y hTJ—2U< X  <<var_nodeA nfs_lif 01_b_mask>> #&8RL T2
7 TW

ZRL—3/—RB®NFSLIF02AIP <<var_nodeB_nfs_lif 02_a_ip>>
ARL—Y/—RBDNFSLIFO2ARY =2 <<var_nodeB_nfs_lif 02.a_mask>> Zz&R L TS
e L

AL—Y/—FBDNFSLIFO2bIP <<var_nodeB_nfs_lif_02_b_ip>>

ARL—=Y/—RB®DNFSLIFO2b 3w b T—2 < <<var_nodeB_nfs_lif 02 b mask>> #&RL T

Y

[

TL

1. NFS LIF Z{ER L £ 9

238



network interface create -vserver Infra-SVM -1if nfs 1if0l a -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port ele-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 a ip>> - netmask <<
var nodeA nfs 1if 01 a mask>> -status-admin up -failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if0l b -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port eOf-
<<var nfs vlan id>> -address <<var nodeA nfs 1if 01 b ip>> - netmask <<
var nodeA nfs 1if 0l b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 a -role data
-data-protocol nfs -home- node <<var nodeB>> -home-port ele-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 a ip>> - netmask <<
var nodeB nfs 1if 02 a mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 b -role data
—-data-protocol nfs -home- node <<var nodeB>> -home-port e0f-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 b ip>> - netmask <<
var nodeB nfs 1if 02 b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface show

1 >75 SVM EIBE %B/

RDRIC. COREZTT I B1DICHEBELRIBHRZTRLET,

5 ( Detail ) FHfE

vsmgmt IP <<var_svm_mgmt_ip>> ZEBIML £
vsmgmt Ry N T —UO T RY <<var_SVM_mgmt_mask>> ZERL X9
vsmgmt 7 7 )L —bTU A <<var_SVM_mgmt_gateway>> Z{FHEL XY

A7 SVMEBEESLUVSYMEBR LIF ZEEX Yy hT—2ICBMT 3. ROFIEEETLED,

1. ROOY YV RZRITLET,

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none —-home-node <<var nodeB>> -home-port e0OM —-address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> - status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-

revert true

() C_TCHEEIDZRSYMERBIPIZ. AFL=C0SXZBEBIPEEUCY TRy MRICH B0
EABHDET,
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2. SVM BIBA VA —T 21 ADNBADT VL RZFFRT3T 74 bIL— b ZERLE T,

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var_ svm mgmt gateway>> network route show

3. SVM Tlvsadmin ] 2—HDNXT—R%ZHEL. I—F0OvI=RERLET,

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver

Cisco UCS H—/\D¥ERK

FlexPod @ Cisco UCS X— X
FlexPod (18T Cisco UCS 6324 7 7 T w oA A=A COWIHAE Yy b7 v T2 ETLET

ZDEU 3> TlE. Cisco UCS Manger ZfE L T. FlexPod ROBO IRIETHEA T % Cisco UCS ZFRET
BFIBICOVWTEHLCHMALE T,

CiscoUCS 777U w oA >R—x%7 6324 A

CiscoUCS I3, 7I7ERLAVRY bD—JH—NZERLET. CORMRBRERT—NIIT LA
¥ T—2E2E—IlT—o0—- ORI IR ZH 5 LET,

Cisco UCS Manager 4.0(1b) I&. 777U w oA >RZ—10%%2 b% Cisco UCS > v —ITiB T35 6324 77
TVwoA422—0%0 bEYR-—FL. KDNRIELGEARBICHRERZHREL £, Cisco UCS Mini I
&D. PRTFLEEPBHRILEN, BRIEGEADILOHDO IR FHRIBENE T,

N—RITF7IAVR—FZIREY T rOT7AVR—FI NI SRADAZT7A R T 7 Ty ISR~
FLTVWET, AZT7A RT7TUv I B—OHEFRY FT—0 T T2 ETEBOZ A TDT— 4+
VA= Z T v EMMIBLET,

SRATLOHMEEY KT YT

CiscoUCS RXAYHRD T 7TV w oA >R =T MO TTIERTBRE. Yy Ty T4 —R
IC& 2T YRTLDEREICHEHRDIBHROAIDKDSNE T,

c 1Y =ILAE (GUI £7iE CLI)

Yy hTYTE—R (FIRATFLNYIT Yy TEIZTEBEY b7y THhE5 )X RT)

* URTLEBROEE (R2YR7OYVERIZT S R AER)

* URTF L%

s BEIE/)NZT—R

s BEHR—FDIPVA T RLREYTRY R XU, FHFIPV6 PRLRETIL T4 wI R
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CTFIAIMT—bFITADIPVA 7RLRAF IZIPE 7RL X
*DNSH—/1NDIPv4 7RLXF7IFZIPv6e 7RL X
CTIAHILMDRXA

RDFKIC. Fabric Interconnect A T Cisco UCS OFIHARE% 5T T 9 3 - OICHBRIGHRERLET

58 ( Detail ) SFiE 1 {E

AT L% \<<var_UCS_clustername> ZfERAL ¢
EENZIT—R <<var_password>>

BIEIPT7RLR: 777)y o4 2= A <<var_ucsa_mgmt_ip>> ZEBIML £9
BIExRw Y XY . Fabric Interconnect A <<var_ucsa_mgmt_mask>> Z{ERL X7
T7A4I T —KkT A . Fabric Interconnect A <<var_ucsa_mgmt_gateway>> ZfERL £9
OSREADIPT7RLZX <<var_UCS_cluster_ip>>

DNSH—NDIP 7KL X <<var_nameserver_ip>>

RXA1 % <<var_domain_name>> &2 L T £T L

FlexPod BIE TR T3 &L S IC Cisco UCS Z/ET BICIE. ROFIEZERTLET,

1. B/¥ID CiscoUCS 6324 77 TN wIA VA=A MADIAYY —ILIR— MNMIERELET
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Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup.
(setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n):
Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin":<<var password>>

Confirm the password for "admin":<<var password>>

Is this Fabric interconnect part of a cluster(select 'no' for
standalone)? (yes/no) [n]: yes

Enter the switch fabric (A/B) []: A
Enter the system name: <<var ucs clustername>>
Physical Switch MgmtO IP address : <<var ucsa mgmt ip>>
Physical Switch MgmtO IPv4 netmask : <<var ucsa mgmt mask>>
IPv4 address of the default gateway : <<var ucsa mgmt gateway>>
Cluster IPv4 address : <<var ucs cluster ip>>
Configure the DNS Server IP address? (yes/no) [n]: y

DNS IP address : <<var nameserver ip>>

Configure the default domain name? (yes/no) [n]: y

Default domain name: <<var domain name>>

Join centralized management environment (UCS Central)? (yes/no) [n]:
no

NOTE: Cluster IP will be configured only after both Fabric
Interconnects are initialized. UCSM will be functional only after peer
FI is configured in clustering mode.

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok
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2. AVY—LICRTENBREZERLE T, ELVIFEIE. BIERREZEAL TRELE T,
S OJAYIAY T TREMRESNIC L ZHRLE T,

ROKIC, T7TVyIA4>B—0%2 kB T Cisco UCS DYJHAREZT T I 21 DICHERBERZRLE
A

5 ( Detail ) SH /1B

AT L% \<<var_UCS_clustername> #fERAL ¢
BN —R <<var_password>>

BEIP7RLZ-FIB <<var_UCSB_mgmt_ip>> #BIML £¢
BERY YR -FIB <<var_UCSB_mgmt_mask>> ZfERAL £
TI7AILNT—rDTA1 -FIB <<var_UCSB_mgmt_gateway>> Z{FB L £
PZRAZDIPFTRLRA <<var_UCS_cluster_ip>>

DNS H—/NDIP 7RL X <<var_nameserver_ip>>

KX >% (Domain Name) <<var_domain_name>> Z &SRB L T /Z& L)

1. 2B ®D CiscoUCS 6324 77TV wIA VR =A% BOOAVY —ILIR—MIEHRLET

Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect.
This Fabric interconnect will be added to the cluster. Continue (y/n) ?

Yy

Enter the admin password of the peer Fabric
interconnect:<<var password>>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <<var ucsb mgmt ip>>
Peer Fabric interconnect MgmtO IPv4 Netmask: <<var ucsb mgmt mask>>
Cluster IPv4 address: <<var_ucs_ cluster address>>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric
Interconnect MgmtO IPv4 Address

Physical Switch MgmtO IP address : <<var_ ucsb mgmt ip>>
Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - 0Ok
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2 OJ4>7OY 7T RENMRESNLC e zBEBLET,
Cisco UCS Manager (cOJ 1> L %Y,
Cisco Unified Computing System (UCS) RIBICOJ A > 9 3ICId. XOFIEZETLET,
1. Web 755 %ZBE. CiscoUCS 777V wIAYR—AXI M ISREZDT RLZAICBEL £,

Cisco UCS Manager 281§ 5L SIC2 DED 7 77w oA >R —%0 b ERELIE. 59UL
RHOBENHD £,

. Launch UCS Manager ') > 2 %% 1) w4 LT. Cisco UCS Manager Zi#c& L £7,

- WMEREF 21U TAHAEERITANE T,

AT ERRFINEZS. I—HF&ICadmin ZAS L. BEENAT—READLET,

- Login 2 1) w4 LT, Cisco UCS Manager icO7 1> L %7,

a A~ W DN

Cisco UCS Manager ¥ 7 b7 = 7/N\—2 3> 4.0(1b)

ZDYZ=aT7ILTI&. CiscoUCS Manager V7 ko7 /NN—23>4.0(1b) ZEBI3ZcxajilgE LTW
¥ 9, CiscoUCS Manager V7 bz 7H &V CiscoUCS 6324 777w oA >VR—AX I YT D
TOTwTIL—RIZDOWVWTIE. BB LTLEEV "Cisco UCS Manager 1 Y A b—=ILEXUVT7 v To L
— KA R

Cisco UCS Call Home Z%E 3 3

Cisco UCS Manager T Call Home Z5E 95— L ZR<#HREL F£J, CallHome ZRET D L. TR— 4
— X DERHBRICHED £, CallHome ZRET B ICIE. XOFIEEERTLE T,
1. Cisco UCS Manager T. EZfID Admin o )w I L£T,
2 [IRTPBEEEEP[I-IF—L]DIEISERLEF T,
B REEFVICEELET,
4 BEREICKSOTIRTOT—ILRICAHL. [EEORF]|ZIVyILTOKZZY v L. Call
Home DFREZRT LT,

F—HR—F. ETH. IVRAF7IVELZXBEOIPT7RLAOTOY I ZEBMLET

Cisco UCS RIBTHIEAY —N\DF—FKR—R, EFA. YUX (KVM) Z7I2EXRADIP7RLXTOvY
ZERRT BICIE. XDOFIEZEITLET,

1. Cisco UCS Manager T. EfID [LAN]Z2 1) v o L%,

2. [Pools] > [root] > [IP Pools] Z BRI L £,

3. [IP Pool ext-mgmt] #5%2') w2 L. [Create Block of IPv4 Addresses] Z3&RL £ 7,

4. JOvI0REIPT7RLA, BEBRIPTRLADE. BLUHT TRy hYRT T — U 1 DIEHRZ
ABNLET,
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Create Block of IPv4 Addresses X

From [192.168.156.101 | Size 2 x
Subnet Mask © [255.255.255.0 ' Default Gateway : [192.168.756.1
Primary DNS - (MHERSKE Secondary DNS ¢ [0.0.0.0

. [OKlZzZo )y o LT, 7Ov I %ZEHT %o
6. EEEX vt —TOK 22w o LET,

Cisco UCS %= NTP IC[EIHET 3
Cisco UCS IB1E% Nexus X1 wFD NTP H— N EHTEZICIE. XOFIEZERTLET,.

1. Cisco UCS Manager T. EZfD Admin o) w2 L£T,

2. [¥RT] > [B1LYV—-VEER] ZEBHALET,

3. [&#ALY—>] ZFIRLET,

4 [ 7ONTA | RAVT, [BALY =V XAZa—hoBYREZALY—2VEERLET,
. [Save Changes] #2)wv 2o L. [OK|ZZ v o L%,

6. AddNTP Server 2w L%,

7

I <switch-a-ntp-ip> | F7z1& I <nexus-a-mgmt-ip> 1] EAHL. [OK|Z2Uw I LEd, [OK|ZT )
v LFET,
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Add NTP Server ? X

MNTP Server: | 10.71.156.4

8. Add NTP Server 227w L%9,

9. T <switch-b-ntp-ip>" 1 F7:l T <nexus-B-mgmt-ip> | CASIL. [OK]ZZ U v o LET, BERD [OK]
zO)v IO LET,

Al
Actions Properties
AT S Time Zone ! :.Arr.ernca.-'.‘wie-.ﬂ.' York (Eastern -||r

NTP Servers

Y- Advanced Fiker 4 Export & Print

v —URBRHR) S —ERELFT

BER)S—%#HB/ETBIELT. CiscoUCSB - v—2DEBMP 777U I ITORTIADENM
MR TN, CiscoUCSC U —XDEHENSHICALELET, Pvy—BHERUS—%EETBIC
g, ROFIEERTLET,

1. Cisco UCS Manager T. Zf|®D [Equipment] Z27 ) v o L. 2FB®D') X b T [Equipment] ZZEIRL F
ERP
2. BDRAVT, [RUSD—12T=ZERLE T,

3. Global Policies (/B—/NILKUS—) T, v —2FkET77TVvIIT VX704 (FEX) &I 7
Ty IA VA=A MEATT—TIEHEINTWE Ty )V IR—bDRINIE—RT B LS I,
Chassis/FEX Discovery Policy (¥ —< [FEX&RHERU S —) ZRELF T,

4. Link Grouping Preference % Port Channel ICSREL £, RETIREICKEDIILFF¥ XA MT T o
vIDEENTUVWBIBEIE. Multicast Hardware Hash (WILFFXF ¥ XA RN\—ROx7/\v>a) BREX
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Enabled (B%h) ICRELF T,
5. [Save Changes] =2 ) w27 LY,
6. [OK]Z2 )y o LET,
Y= TyvFTI I BLUVRARL—=JR—bE2BMICLET

Y—NR—=b Ty TV IR—bZ2AR—TILIZTBICIF. ROFIEZRITLET,

—_

. Cisco UCS Manager D+ E4/'—> 3 > ~RA T, Equipment # 7%Z3&ERL £,
- Equipment > Fabric Interconnects > Fabric Interconnect A > Fixed Module DJEICERHL £,
. [Ethernet R— b~ 1 ZRBBHEL X9,

. Cisco Nexus 31108 X1 wFICEHRINTWVWER—r 1 & 2 %:&RL. AV v LT, [Configure as
Uplink Port] Z#RL £

-Yes ZO )w o LTTyvTIVIR—-bZMHEL. OKZIUvILET,

CRYRTYTRARL—=2O> bO-FICERINTVWAER— 3 &4 ZFEIRL. GUUwYILT
Configure as Appliance Port (7 7547 XR— b LTERE) Z:FRLEFT,

-Yes Z#0 )y LT. PTISATVADR— 2R LT,

. Configure as Appliance Port (7 7547 RR—hE LTHRE) V4V RDT. OKZJZ )y I LZE
ED

OK 2w s LTRELET,
10. Z£BID - > T. Fabric Interconnect A @ Fixed Module ZZ#RL ¢

11. [Ethernet Ports] # 7T, [If Role] H T LICR—FHAELKREINTVWARCZERLET, X7—JE
)74 R—FMIR—F CIU—=XHY—=N"\DRESNTVBRHEEIE. EDOHF—NZ0 ) v L TR— MMES
L E T,

($)] A W0DN

o

oo N

[<e]

—_

Equipment | Fabric Interconnects | Fabric Interconnect & (subordinate) | Fixed Module

Ganets Ethmrrat Rase FCPote Faults Events
Tehanced Fller 4 bxoon & Mint | | Al Uncoafiqursd v Meswierk | St ‘{;I'Co:'.l_:{i-‘lk v Jrified Uplink | Apoliance Storage || FCaz Storage [/ Unfez Sterege v Wanitor kel
Slot Aogr Pon D Part|D MAT f Ralz i Type Oeral Stetus Aarrin Stare Deer

! a ! 00:DEF3:30:36:58 MWetwerk. Paysica tup |

1 bl b OODEFS:336:E8 MNetwork Paysica LT 1 Erabled

1 Hl 3 Co-DEFEZ036:54 Applisnce Srorage Prysea tup t crables

! (] 4 OCDEFS:36:88  Appliancs Storage Paysica tu t Erablen

! 5 = WODEFRADAEEC  Uncenfigured Pinysica ¥ Disasled

GC:DEFB 30:30:8D Uneenfgired Prysica ¥ Gisamied
1 B 3 CO-DEFE30:36:5E Uncenfigared Paysica | Diszcied
! (G-OE Unzenfigured Priysical b issied

12. Equipment > Fabric Interconnects > Fabric Interconnect B > Fixed Module DJBICERL £7 .
13. [Ethernet R— bk | #RBREAL £ 9,
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14.

15.
16.

17.
18.

19.
20.
21.

Cisco Nexus 31108 X1 wFICHEHRINTVWBR M —HY Ry rR—F 1 BXUV 2 %Z&RL. BZUYIL
T. Configure as Uplink Port (7w >UR—bE LTRE) ZFIRLEF T,

Yes 20w I LTy FTUYIR—+ZHERL. OKZIUv I LFT,

Fy b7y IR =0 bO-FJICERINTVWSER—b3 4 ZFRL. HZUYILT
Configure as Appliance Port (7 7547 XR— b LTERE) ZERLET,

Yes 20w LT PTSATVRADOR— bR LET,

Configure as Appliance Port (7 754 7> RAR—bFELTRE) V4> RIT. OKZIUwILZE
ED

[OK|Z2 v  LTHELEXT,
ERID~R- > T. Fabric Interconnect B @ Fixed Module Z&RL ¢

[Ethernet Ports] 2 7 T. [If Role] B Z LICR—FHIELKEESINTVWER L zHERBLE T, RT—7E
74 R—MIBA—br CIU—XHP—N\DREINTWVIEGIE. €O —NZT v o LTR— &S
zHERLF T,

Equipment | Fabrie Intsrconne, cts | Fabre Interconnect B (primar... | Fixed Module | Ethernet Ports

Ethernat Ports

T bt Hbiem # Caprar ) A g et [ Metwans [ S [ FOoF i [ e Unifed Upinik [ o Bpioee Slotae [ TOOF Steasgre [ Uindiad Sticage [ Mt
t Aggr: Port 1D Port 1D WAC if Rl If Type Cwerall Status Aomin State feer
1 0 Physica t g t Erakies
| i Physii BT ¥ erabies
i Phiysics t  Eded
! g Physie: tun ¥ Eratiec
1 5 I Friysice W tp Mot Brasen: ¥ nisabled
! Fhysica v Sip Not Presen: ¥ Diabied
O0:DEFB 3034 CE Unconfigured Fhysics v Sfp-ot Dresens b Disabiled
1 5 4 O0DEFE 3N 3ACE Unesrfigures Physica v Stp Nt Preses L Disabled

Cisco Nexus 31108 X1 W FADT v TU VI R—cF v XILEER L £9

Cisco UCS IRIRTHERR— b F vy RILZRET BICIF. ROFIEZERITLE T,

1.

2.
3.
4.
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Cisco UCS Manager T. 7E#X—> 3> RA VD [LAN] R T ZERL £,

COFIETIE. 2 D2DR—EFY¥RIDMERSNET, 120777 Vv I ALSEAD
Cisco Nexus 31108 21 vFA. HS121FT7 77w BHSHAD Cisco Nexus

C) 31108 R Y FATY, FEIAM v FEFERALTVWEIHEIR. TNICHLETIOFIEZE
BLEXd, 777Vv oM 42— LTI F¥AHAEY =Ry b (1GBE) XA
vFELVYGLC-TSFP #EHAT3HEIE. 777 Vv oA V2—0%T7 FRADA —H Xy
FR=F 1M BEV12 DA V2 —T 214 REE% 1Gbps ICFRETIHELRHD 9,

[LAN] > [LAN Cloud] T. [FabricA]*V—%BEL X7,
[R—rFrRIL]|ZEIUY I LET,
R—=brF Y RILOERZEIRLET,



5.
6.
7.

10.
1.

12.
13.
14.
15.
16.
17.

R—bF¥RILO—BDIDELT13ZANLET,
R— b FvRILDEEIE LT IvPC-13-Nexus | AL E T,
RANEI)Y I LET,

Create Port Channel

1 o =M K}

Marme ¢ wPG-13-Mexus |

Next >

?

Cancel

R—bFvyRILICEBMNT ZRDR—bZZERLET,

a 20v kID1 ER—k 1

b. 20w ~ID1 AR—F2

>>%Z 7))y LT R=bFvXRILISR—bZEMLET,

Finshz2 w2 LT, R—bFvRILZEHRLET, OK|Z2 ) v I LFT,
[R=FFvXIL] T LR LIER— b F v RILZBIRLE T,

R—= b, FrvRILDREHRIT—2ID up ICE>TVLWBIREHRHD 9,

FEHS—S 3 RA 2T, [LAN] > [LAN Cloud] D F® [Fabric B] Y —%ERL %7,
[R—FFrRIL1EEIUYILET,

R—=rFrvXILOERZEIRLF T,

R—brFY¥RILOD—EDIDELT M4 ZAHNLET,

R—bFrRILDEHIE LT IvPC-14-Nexus | CANLET, "nZIVvILET,
H— b F v 2ILSEINT 2ROA— FEBIRLE T,

a 20vhkID1ER—k1
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b. 20w kD1 &R—F2
18.>>% 0y LT. R—rFrXIIZKR—bZBMLET,
19. Finish #2)w o LT R—rFvRILEERLET. [OK|Z2U v I LFET,
2. [R=FFvRIL] T ILERLIER—FF v RILZBIRLE T,
2. R=bF;FvRILDLENBRT—Z AN up ICBE>TVWBIHRELHD T,

ERDOER (7> 3>)

AL, VY —XZREL, ITHEHBROTEXSFRIN-—TANOT7I7ERX%Z2HRIS3 T, IvEa—T
ATV —=RADRIINFTFH oo —2RRTHLHDIERINE T,

@ CORFaXY bTIHEBOERIFEEL TVLWEEAD. COFIETISHEBOIERAEICDW
TERRAL &9,

Cisco UCS IRIETHEBIZRE T B ICIE. ROFIEZETLE T,
1. Cisco UCS Manager T. T+ > R I LEEDOY—ILN—D [ FHRER (New) ] XZa—m50 [HHED
€ ( Create Organization) | %:&IRLE7,
2. {EoZFEIZEANLET,
3. A7 ay [ HEBOBIEZEANILEY, [OK|ZI Uy I LFT,
4 BERXYvE—ITOKZIVYyILET,

ARL=—STISATYADE— b ELURXRL— VLAN #BELET
ARL—=ST7FSATYRADR— R ERRML— VLAN ZRET BICIE. ROFIEZERTLET,

1. Cisco UCS Manager T. [LAN] Z J%Z&ERL £,
TIZATVRIZVRZIERLET,
TISZATVRIVZTDROTDOVLAN ZHI Uy I LET,
[Create VLANs] % &R L £9,

Infrastructure NFS VLAN D% g1& LT lnfs-vlan1 E AL E T,
HE/JO-NILEBERLICERICLET,

- VLANID £ LT l<<var_nfs_vlan_id>> ] ¥ ABILET,

N HBEEATVE[BHBLIDEFRICLET,

©® N O oA ®w N
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10.
1.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.

Create VLANS - X

Create VLANs b

WVLAN Name/Prefix ;| NFS-VLAN

(¢)Common/Global (CFabric A (OFabric B (OBath Fabrics Configured Differently

Yol are creating global VLANS that map to the same VLAN IDs in 3l avalable fabrics.
Enter the range of VLAN IDs.(e.q. "2009-2019°, “29,35,40-457, "23°, "23,34-45")

VLAN IDs:| 3170 |

Sharing Type : (8 None () Primary (O Isolated () Community

(Check Overlap | | Ok | | Cancel

OK|Z2Uwo L. H5—E[OK|Z2 v LTVLAN Z{ER L £7,
TIZATVRIZTDROTDOVLAN ZHI Uy I LET,

[Create VLANs] Z3ER L £9,

Infrastructure iSCSI Fabric AVLAN O%&gFjE LT FiSCSI-A-VLAN ] E AN L E T,
H@E/JO-NILEBERLICERICLETD,

VLAN ID £ LT T <<var iscsi-a_vlan_id>> ] EAHILET,

OK|Z2Uwo L. H5—E[OK]Z2 v LTVLAN Z{ER L £7,
TIZATVRIZTROTDVLAN 2650wy LET,

[Create VLANs] Z3#IRL £7,

AYVTSRANSOF¥IiSCSI 7771w BVLAN O LT MNiSCSI-B-VLAN | ¥ AHLZET,

HEBE/JO-—NILZBRLIEEFFICLET
VLAN ID £ LT T <<var_iscsi-b_vlan_id>> 1 E AHALZE T,
OKl|ZZUwo L. HB5—E[0K &2 ") v LTVLAN ZEE L £9,



22.
23.
24,
25.
26.
27.

28.

29.
30.
31.
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TIZ2ATVRIZITROTDVLAN 2650 ) v o LET,

[Create VLANs] ZZERL £9,

%47« 7 VLAN O&#1E LT I Native- VLAN | EANLET,
H@E/JO-NILEERLICERICLET,

VLAN ID & LT T <<var_native vlan_id>> | Y AHL£T,
OK|Z2Uwo L. H5—E[OK|Z2 v LTVLAN ZER L £7,

LAN | LAN Cloud | VLANs

VLANS
Yphowaoernt Finer 4 Froirt ol Dt e
Marng 18] -  Tvpe [ Nt VAN Shatng imary VLN Mame  Mulbeast Peeoy Mema
WUAN delact 1) 1 L Ethes ¥es  Hore
WLAN D002-Mative [Z) L Fher Mo d
WA mimie 18] it L Fis W T
WLAN 707-1B-MERT (107 101 Ly Ethwe A=l Mot
WLAN.DT2 WM (T02] ro2 L L Mo Hore
WLAN 0703-vMatior | 163 103 l t Moo Na
104 i ! =) log=
120 L fee Mo More
WLAN 9121-5C51-8 {121} 121 L Etk Mo Jore

TES =23 >0RA>2T. [LAN] > [Policies] DT ® [Appliances] Z &R L. [Network Control Policies] %z
Go0Vv o LFET,

Create Network Control Policy Z3#&RL £ 7,
A1) —|Z T Enable_cdp_LLPD | WS %HEiZ (T, CDP DH#ICHD [BM] Z:EIRL £T,
LLDP DixZ{EMeEZBMICLF T,

Properties for: Enable_CDP >
General Evorts
Aetions Properiies
Dgtota Mame Enable_CDP
Show Palicy Lisage Description
Chwner : Local
chp 1 |1l Dizabled ! Enabled |

MAC Register Mode ¢ |(8 Only Native Vian | All Host Wans |

Actioran Upbnk Fail | (e Link Dowry () Warning

MAC Security

Farge | = Mlow C=iny

LLDP
Transmit : |I_| Disabled (#) Enabled
Receive - Disabled (w Enabied

OK Cancel Help




32.
33.

- [Interfaces] ZEBHE L £,
35.

36.

37.
38.

39.

40.
41.

42.
43.

OKlZz2Uwvo L. 5—E[OKZ2 v I LTRSS —ZEHRL XY,
+TES—2 3 >RA 2D [LAN] > [Appliances Cloud] T. [FabricAtree] zBBL £95

TISAT VR AVFZ—T AR 1B =ERLFT,

[User Label] 71 —JL RIZ. T <storage controller 01_name> : ele | %H¢. AL —>OY bO—57R
—b;ZRIBEREZEANDLET, [EEZHREFLTOK]|ZIUvILET,

Enable_CDP Network Control Policy Z#iR L. Save Changes and OK Z3&RL £7,

[VLANs] T. iSCSI-AVLAN. NFSVLAN. XU 7«1 7 VLAN ZFIRLEJ, =T 7 VLAN
XM T4 VLAN L LTRELFT. 774 MDD VLANERZZUTLET,

[BEEZFRELTOK]| 27Uy I LET,

LAN | Apchunces | Fabric & | etedeoess | Appiencs inteciucs 1303

[Fabric A] D FIC# 3 [Appliance Interface] 1/4 ZEIRL £

[User Label] 7+ —JL RIZ. T <storage controller_02_name> : ele | 7#¢. A L —>OY bO—57R
— bR IBEREZEADLET, [EEZHREFLTOK]|ZIUvILET,

Enable_CDP Network Control Policy % 3#R L. Save Changes and OK %3#iRL £9,
[VLANs] T. iSCSI-AVLAN. NFSVLAN. 8&U*1 7T« 7 VLAN Z:&RL £ 9,

- XA T4 T VLAN ZR1 T« T VLAN E LTREL T,
45,
46.
47.
48.
49.
50.

F7AILEDVLAN BIRE VT LET,

[EEZRELTOK]| ZIUwILET,

FEF— 3> R4 D [LAN] > [Appliances Cloud] T. [FabricB] WV —%EBEAL £9,
[Interfaces] ZRE&MAL £7,

TISATYR A VE—T AR 13 ZFERLET,

[User Label] 7+ —JL FIZ. T <storage controller 01 _name> : e0f | &Y, X L =22 FO—37R
—hrETRTBERZANLET, [EEZRFRFLTOK]ZI2U v I LET,

253



51. Enable_CDP Network Control Policy %3&iR L. Save Changes and OK %#3&RL £,

52. [VLANs] T. [iSCSI-B-VLAN]. [NFSVLAN]. XUV [ R4 T« 7 VLAN] ZBRLET, X1 T«07
VLAN #2154 7T VLAN E LTERELEX Y, 774/~ VLAN OFREZEEBRL X T,

LAN | Applisnces | Fabric B | Interfaces | Appliance Interface 143

[let

HLAN NP VLAN [102)

Meativs VLAN WLAR Matwe=" AR (2 v

53. [EE=ZRELTCOK] ZV Uy I LET,
54. [Fabric B] ® FiZ# % [Appliance Interface] 1/4 %=3&RL £

33. [User Label] 7+ —JL KIZ. T <storage_controller 02_name> : e0f | RY. XA L —2O> b O—FR
—rERIBEREANDLET, [EEZHREFLTOK]ZI VY ILET,

56. Enable_CDP Network Control Policy %3#3R L. Save Changes and OK %3&RL £7,

S7. [VLANs] T. [iSCSI-B-VLAN]. [NFSVLAN]. LU [T T+ 7 VLAN] Z:ERLFX T, X1 717
VLAN Z%A 71 7 VLAN E LTEREL X T 774/ b VLAN O:EIRZFEBRL £95

88. [ZEEEFELTOK| ZIUwILET,
CiscoUCS 77V wITIOVv YRIL—LERELET
CiscoUCS 777U wo T v VRIL—L%EHRELT QoS #BMICT ICIF. ROFIEEZHRITLET,

1. Cisco UCS Manager DF+E4S —>3>RA VT, [LAN|ZTZ0Uw o LET,
2. [LAN] > [LAN Cloud] > [QoS System Class] DJEIZERL £,

3 GRDRA>T, [ 2 T=IVvILET,

4 [RARIT#—F11TT MTUIBIOTODR Y T U2 9216 EASIL F T
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LAN ¢ LAN Clvud | QoS System Class

Al -
Lan Gonoedl | P ESM
LAk Cood
ki AL EOie r'l-:: I-'J
e Local
Priarity Enablod CoS Packat Woight Walght RATL Multicast
Drop (=} Dptimized

Platinum u 10 v N e a1
Gold 5 v NI al
Sibver 3 ¢ a - LIS S
Bronge T A sl
st v Any ¢ . " 50 e
Effory
Fibra ‘ = ] WA
Channet = -

5. [Save Changes] #7 U wv o LE Y,
6. [OKIZZUwo L&Y,

CiscoUCS v —>%REEEL X9
IARTD CiscoUCS v —> 2RI BICIE. ROFIEERITLET,

1. Cisco UCS Manager T. [Equipment] X 7% &R L. HEID [Equipment] Z 7= ERL £,
2. ¥R > v —ZEBRLET,

3. 2v—2107023>Tov—OEREERLET,

4 [OKlZzo7Uwo L. [OK|ZZUwo LTov—>DMHERZTTLET,
S.[BAL31ZoVUwo LT, [ANT1 11> RIZEALET,

CiscoUCS 4.0(1b) 7 7 —LU T 7A X—CZ0O—FLET

Cisco UCS Manager ¥ 7 k™ x 77 & Cisco UCS Fabric Interconnect ¥V 7 U 7%Z/N\—> 3> 4.0(1b) IC7
w I L—REBICIE. ZBEBL TR IV "Cisco UCS Manager 1 Y A b—ILE LV T7 v T L—RAHA
R

RANT7—LOT TN T—D% BT %

T7—LUTT7EER)—ZEATI . BEEIREDOT —N\REICHRTZINY T—C%2#IRTEX
o CTNSDRID—IZIE. ZLDFE. PR FE, BIOS. A—RI>rO—-3, FCTH TR RN
A7 TR (HBA) #7723 ROM. X bL—oarbO—-37ONTs DNy T—IhFENTUVE
ED

Cisco UCS BETHREDH —NBED T 7—L T 7EERY S —%ERTRICIE. XOFIEEZRTLE
ER

1. Cisco UCS Manager T. Zf8lMD Servers z2)wv I L£T,
2. [RID—=1P[IL—h]ZBRLFT,

3 KRR I 7—LUz TNy r—CRBREALET,

4 FIFIREFRLED,
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5. 7O gIRAVT. NwTr—ISN—"a > 0EEXERLET,
6. MADTL—RNyT—SDN—3> 4.0(1b) ZBIRL E TS

Modify Package Versions >
Blade Package : |4.0(1b)B v
Rack Package : |<not set= v
Service Pack : | v |

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller
CIiMC

FC Adapters

Flex Flash Controller
GPUs

HBA Option ROM
Host NIC

Host NIC Option ROM
Local Disk

MVME Mswitch Firmware
PSU

SAS Evnandlor

[

oK Cancel Help

7. OKlZzo2Vwo L. B5—E[OK ZV )y I LT, KA I 7—LO TN T—C%2EBLEFT,

MAC 7 RL X 7—=ILE{ERLEX T

Cisco UCS BRIBICIHWER MAC 7 RLRAT—ILERET 3 ICIF. XOFIEZETLET,
1. Cisco UCS Manager T. EfID [LAN]Z 2wy oI LF 7,
2. =L/ = EFEIRLE T,

COFIETIF. RAYFUIT7T)wvoIC1DFTD. 2DDOMAC 7PRLRAT—IILAMER SN F
ERS

JL— MEBDOTICH S [MAC Pools] #5271 w o LET,

MAC 7 RL 2R 7= )L%EERR T % ICIE. Create MAC Pool (MAC 7—ILDTERR) =FEIRL £,
MAC 7—ILDO%&#ETE LT T MAC-Pool-A | £ AL EF T,

723> MAC 7—IILOBEEZANLET,

o o > W
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10.

1.
12.
13.
14.
15.
16.

|0 Y TIERF (Assignment Order) WA 7> 3> LTIEXR (Sequential) ZZEIRLET, XANEI
v LET.

BmEIVv I LET,
BEA MAC 7 RL X ZIEEL £,
FlexPod R Tld. FISE MAC 7 RL ZDTREDF V7w FZ0aZEEL T. IRTD
@ MAC 7RLRZT77JUYIATRLRELTHNTDAZ e EHELET, COHITIE.

SO MAC ZPRLRELTO00 : 25 :B5 : 32 : 0a:00 5% 3 CiscoUCS RX1>
ESBROEAAAF LT

ERAMRBTL—RELRBY—NVY —XZ2HR-—bTB3DICHH%E MAC 7 RLRAT—IILOY 1 X%ziE
ELEY, [OK|ZoUvILET,

Create a Block of MAC Addresses

First MAC Address - | 00:25:85:32:0A:00 Size

To ensure uniqueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:xx:xX:xX

TZV)v I LET,
BAyt—UNRREINTS. [OK|ZOoUwILET,
IL— MEBDTICH S [MAC Pools] #H2 ) w2 LET,
MAC 7 KL R F—I)L%Z{ER 9§ % (CI&. Create MAC Pool (MAC F—ILDfERL) %ZEIRL £,
MAC 7—I)LD%EIE LT T MAC-Pool-B1 Y AHL %,
723> MAC 7—IILDOBEZAALEFT,
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17.

18.
19.

20.

21.
22.

2D Y TIEF (Assignment Order) DA F> 3> LTIEXR (Sequential) ZF#IRLEFT, KAz T )
w2 LET,

EMEIUYILET,
ftE MAC 7 RL RZEL T,

FlexPod fEREDHZE. COT—ILHDITARTOMAC PRLRZT77TUwIBF7RL

@ 2 LTHBITBI=DIC. BAMAC 7 RLADBREDOA VT v CDOEIC 0B #EEET S
CEWRLFET, COHTIE. ZFIOMAC 7RLX&LTO00 : 25 :B5:32: 0B :
00 #5 2 % Cisco UCS R X1 >V ESIBHROLEAAAF LT,

ARG TL—RELRBYT—NVY =2 R-—bTB3DIC+H%E MAC 7 FLRT—ILOY 1 X %15
ELEXT, [OK|ZT Vv I LET,
TTZ27)vILET,

By E—UHREEINS. [OK[ZT7V v I LET,

iSCSIIQN F—ILZER L £

Cisco UCS IRIBICHER IQN T—ILERET B ICIE. XOFIEZETLET,

—_

© © N o g k~ W D

-
©

1.
12.

258

. Cisco UCS Manager T. ZfIDO [SAN]Z7 U w o L FT,

T=IL/ I — b EBRLET,

IQN F—ILzHI v I LET,

IQN T 7 1 v I 7= )LOERZEIRL TIQN 7—IILZERR L £ 95
IQN 7= I)LD%&EIE LT NQN -Pool 1 EASLE T,

A7 3> IQN T=ILOBMEE AL T,

L 74w 2R LT lNign.1992-08.com.cisco’ 1 £ AL £,
[BIDHETIEF | TIIBR ] Z&ERLET, RNEIUYILFT,
BmMzsUy o LET,

H71wURIZ TUCS-hosty EAALET,

@ B D CiscoUCS RXAM YV EFERAL TLWAIGEIE. THICERHNRIQN Y T4 v I X% E
BY2320BLRHD XTI,
[From] 74 —JLRIC1ZAALET,

ERAEEARYT—NUY —E+RICHR—FTEZIQN 7OV 701 XEIEEL TL STV, [OK] %
Vv LFET,



13.

Create a Block of IQN Suffixes

Suffix : | ucs-host

Fram : |1

Size @ [ 16

T2 )y I LET,

iSCSI 1 =T —42DIPT7RLRAT—ILZERLET

Cisco UCS IRIRICMER IP F—JLiSCSI 77— hZ&/RET DICIF. XOFIEZEITLE T,

1.

_ =
= O

© ® N O o A ® N

Cisco UCS Manager T. EfilD [LAN]Z2 )y o L%EX T,

CT=IL = b EERLET,

. [IPPools] 257U v LF¥Y,

. Create IP Pool Z3&RL £ 9,

. IP F7—)L& X LT TiSCSI-IP-Pool-A | Y AFIL £,

F72ar i IPT-ILOBEZAALET,

BDSTIEFD [IBEX ] ZE&RLET. INZI7U v I LET,

Addz2 Uy LTIP7RLROTOY I =EMLET,

[From] 71 —JLRIC. iSCSIIP 7KL X LTEIDHTRHEAEADKEFEEZANILET,
B—NISHETERTRBT FLRACH A XZRELTLLE W, [OK 27y ILET,

RN )T LET,
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12 720Uy LET,

13. [IP Pools] ZH2 v LET,

14. Create IP Pool ##IRL £,

15. IP 7—JL% & LT TiSCSI-IP-Pool-B | AL ET,

16. 77> 3> IP 7= I)LOBEEZANLET,

17. IDETIEFD [NIER ] Z:BIRLF T, "RNzT v I LET,

18. AdddZz2 )y LTIP7RLZODTOYvIZEBMLET,

19. [From] 7« —JLRIZ. iSCSIIP 7RL R LTEID Y THEADKBEEANLET,
20. H—=NICHIETER+DBRT RLRICH A AZHREL TSIV, [OK|ZI Uy I LET,
2. Nz )y I LET,

2. F7"IVvILET,

UUID Y T4 v IR T—=ILEERLET

Cisco UCS FRIEICWHEZ: Universally Unique Identifier (UUID) B 74 v I X T—IL%ZHRET BICIF. RD
FlEZRTLET,

—_

. Cisco UCS Manager T. ZflD Servers 220 ) v o LE T,

2. =L/ L= EBERLE T,
3. [UUID Suffix Pools] #H2 1w o LE 9,
4. [Create UUID Suffix Pool] #3&RL £,
S UUDH 74 vIRXF—IILD&ETE LT TUUID- F—=JL) EAHLET,
6. 773> UWUD Y74y I RT—ILOBEZANLET,
7 BEERNIIREA T a>DFRICLET,
8. BN YU TIEF (Assignment Order) (CIEX (Sequential ) %:3&RL
9 JAZIIY I LET,
10. Add 22wy 2L TCUUDD7Ovo%EBMLET,
M. FT7HILERED [From] 74 —ILRZZDFFFEHALET,
12 AR T L — R ELEY—NVY —IEZHR—FFT3DIC+HHR UUID JOv I DOH 1 XEIBELF

9o [OK| 20U v T LET,
B.TT720)vILET,
14. [OK| 22V w o L&D,

Y—NT—ILZERLET

Cisco UCS RIBICMBR Y —NT—ILZRET BICIE. ROFIEEERITLET,

@ RIETHRBESNSMNMZRFETHIDHIC. BBEOY—NT—IL2f T35 & =iREFL T
TSV,
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N o g k~ w0 DN

o0

. Cisco UCS Manager T. Zfi|® Servers z20 U w oI L %7,

T=IL/ I —brEERLET,

[H—N—=—TF=L]Z2zHIVvILET,

Create Server Pool &R L £,

H—N- T—=ILD%ETE LT linfra-Pool 1 EAALZET,

F7oar  H—NT—ILOBEZANLE T, INET Vv ILET,

VMware BI2U S XX ICEAT Y —/\% 2 DU LEEIRL '>> %2 1) w2 LT Infra-Pool' Server Z7—)LIC
BMLEY

T2 )y I LET,
[OK]ZZ Uy o L&ET,

Cisco Discovery Protocol & Link Layer Discovery Protocol D%y k7 — O HIfHAR ) o —%1ER L £ 9

Cisco Discovery Protocol ( CDP) & & T Link Layer Discovery Protocol (LLDP) D% k7 —2&lfHAR
S—HERT BICIE. ROFIEEETLET,

1.

© N o g k~ w0 N

Cisco UCS Manager T. EfID [LAN]Z2 U w2 L%Ex T,

[RUS—PIL— ] ZBIRLET,

(XY bD—=OFIR)>—1Z2H67)v I LET,

Create Network Control Policy Z3#RL 9

Enable-CDP-LLDP R > —%Z AL F T,

CDP Di5&1d. Enabled 7 7> a>%BERLE T,

LLDP @iz&Id. TICRXI7O—IILL T, XELZEOEATENZERLFT,

OK|Z2 Uy o LT *y bD—JFHIHR) S —ZERLET, [OK|Z7 Vv I LFET,
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Create Network Control Policy ?

cop - [() Disabled (®) Enabled |

MAC Register Mode : ;_l_r Only Native Vian () All Host Vians |

Action on Uplink Fail : [(®) Link Down | | Warning
MAC Security

Forge - |(e) Allow () Deny

LLDP
Transrmit : | Dq&..jb!ed . . Er.lant-m.}é.c-i {
Receive : I Disabled -- Enabled |

D

BIREIMER) S —ZER L E T

Cisco UCS IRIBDOERFIFEAR Y o —%EM T B ICId. XDOFIEZETLET,

-_—

N o o &~ w0 D
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Cisco UCS Manager C. EfI®D Servers # 7%= 0w L£Y,
[RUS—][IL— b ] ZFRLET,

[BRHERY > — 12600y LET,

BRGIEAR ) S —DIERZERL T,

EIRHHEIR ) > —% & LT No-Power-Cap Y AL £ F

B LEREEZ [NoCap)( Fv v AL )ICEELEY

[OK] %2 Uvo LT, BESHEEYS—%ERLET, 0K Z2 U v o LET,



Create Power Control Policy 2 X

Name . | No-Power-Cap
Descrniption
Fan Speed Policy @ | Any v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

-Pl_r Mo Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of their prionty.

Y—=—NT—=LBERI—DER (FF>3)
Cisco UCS IRIED A 72 3 > DY —NT—ILEBER) > —ZEH T B ICId. ROFIEZRTLE T,
@ C“(DWJ'C:CEI:: Intel E2660 v4 Xeon Broadwell Ot v Z#&# L 7= Cisco UCS B ') — Xt —
NADRY S —=ERLE T,
1. Cisco UCS Manager T. ZfflD Servers Z20 1) w2 L£ T,
[RUS—][IL—b]ZBERLET,
[H—NT=ILRIS—DFHF ] ZEIRLET,
Create Server Pool Policy Qualification (H—/\T7—JLR1) > —DIERMSEH) F7/=IxAdd GEM) %
RS —IZA>TINEVWSEREIZHITET,
Create CPU/ Cores Qualifications] Z#RL £ 9,
Z7Oty T 7—FTIF vIC Xeon ZERLEX T,

N o o &~ w0 DN
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8. O+ XID (PID) LT M<UCS-CPU-PID>" | ¥ AHLZT,
9. [OK]%#2 ) wvZ LT, CPU/ A7 DENRBREERL XTI,
10. [OK] 22U w o LTHRUS—%ER L. [OK|Z2Uwo L THERLEY,

Creife CPUTores Dubficsbons

i

#—/\BIOS KU —%ERLET
Cisco UCS lRIEBEDH —/\ BIOS R O —%1ER T B ICIE. ROFIEEETLE T,

1. Cisco UCS Manager T. ZfilD Servers #271) w2 L £ T,
[RUS—=1P[IL—b]1ZBRLE T,

BIOS Policies (BIOS KU —) 2HIU v I LF T,
[Create BIOS Policy] #&RL £ 9

BIOS R1J>—% LT NVM-Host ] EABLZE T,

Quiet Boot 5%E % disabled ICEE L 7,

—BLIETNA REZBMIEELET,

N o o~ w0 DN
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Croate BIOS Poboy o

-

8. [7OtEwH 12T %EBERL. RDODNFTX—2%ZHRELET,
° 7Ot v C DIREE [ E
° 7Ot wH CI1E | 8%
> FOv vt C3 LAR— b : ERp
Ot wH C7 LAR— bk | EWY

Create BH |'\-.|.-'.|||,:-:I- T =
T -
[E— - +
- - s & P [
e [ e
o w = = - L P
Ve = bedim e
E-. Fr———
== i r T
= 3]
[y a e Pt [
= )
[y 1 [
L [ . e
- e D -

LHBODTOLyHFTavETTFICRIO—ILLT. RONSA—F=ZHRELET,
e IRILEF—MEE I NTA—T VR
° BB TROA—N—F1F . BR
° DRAM Clock Throttling : /X7 #—< > X
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10. [RAS XEV | ZI Uy I LT, RDONFA—2%ZRELFT,
°LVDDR E—F : NT =YY XE—FK

Create BIOE Poscy T =

1. Finish #21) w2 LT, BIOS KU —%{ERL %7,
12. [OK| 22w o L%,
TIFINEDAYTFURAR) O —%2FHT 3
TI7AIWNMDAYTFURRI) O —%EEHTBICIE. ROFIEZERITLET,

1. Cisco UCS Manager C. EfI®D Servers 27 1) v o L%,

2. [RUD—=PIL—F]Z&ERLET,

B[ AYTFVRRIVS—=P[TTAILE 1 ZFEIRLE S,

4. Reboot Policy % User Ack ICEE L £¢

S [RDT—RE | ZBIRL T X TFH Y REEE Y —N—BEEICEELE T,
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Servers | Policles | oot | Maintenence Poll.. | defeult

Actipmg Erropadies

e clafa
Locsl

Hsheadet F oy bmrredebe @ Lser Ak T duoemate

Jlo#] Can st '-""'"-"l-a\.'.ll.l. iy charges o el Feboot |

6. [Save Changes]| 27w L %9,
1. oKl Z0)wo LTEEZHELE Y,

WNIC 7> 7L —bhZfElLEY

Cisco UCS BEBRICERDIREX Y b TJ—0 4> 2 —T 214 2XH—K (WIC) > FTL—bEERT BIC
&, COIETHEATZIFIEEZERTLET,

@ Bit4 DD WIC T TL— bDMERRSNE T,

AYTZXALZUF v vNIC Z1ER L& T
AT ZALZTF v WNIC 2B T B ICIE. ROFIRZERITLE T,

—_

. Cisco UCS Manager T. ZflD [LAN]Z2 )y o LET,

2. [R)=P[IL—bF ] EERLET,
3. [VNIC Templates] #5271 wv I L %7,
4. [Create VNIC Template] Z&#IRL £
S. WNIC T FL—hr&E LT lNite-XX-vnic a] EAHALET,
6. [TYTL—brRATIELT[EHT>TL—F]ZBIRLFT,
7. [Fabric ID] IC [FabricA] ZZ3RL £ ¢
8. [Enable Failover] # 7> 3 Y ANEIRENTULWARWZ e 2R L £,
@ [AEMEZATID[TFAIIVFUTL— M ZBIRLET,
10. E7RRMT>FL— % T<notset>] OFFICLET,
M [ Z=T YR T, [TETRZIFT2a>DHANERINTVWE e xEELET,
12. 24174 7 VLAN & L T 'Native - VLAN' Z58EL £¢
13. CDN YV —2Z®D vNIC &%Z:&ERL £,
14. MTU D35E& 13 9000 E AL E T,
15. [Permitted VLANs] T. [Native - VLAN] . [Site-XX-IB-MGMT] . [Site-XX-NFS] . [Site-XX-VM-Traffic] %
ERLE T HKXU Site-XX-MvMotionfEEIEIRT BICIE. Ctrl F—ZFEAL X7,
16. BRZ= Vv I LEF. TN5D VLAN B Selected VLANs D FICRIREINE T,
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17. [MAC Pool] J X T, [M AC Pool A]%EERL £,

18. [y hD—=TFHAR)S—]URRT, [FT—ILA]Z&ERLET

19 [ Ry bD—2FfEIR)S—]1 )X NT, [B%-CDP-LLDP ] ZERL £9,
2. [OK]Z2 w2 LT, WICT>TL—rEERLET,

2. [OK| Zo w2 L%,

LEH | Pz | it | ot T | WhIC Tawwplise oG Terurai n

W2 Tanphin A
Lecal
w 32 Sy
! Hk L]
w fshin ks ¥
Tegel
T ¥ ® s
e 142 e =ri=ral
=
Poicks
A0, P WAz Prad
Do Py LEE
L o gl
B o s
b Tremschd delmd
Gamaction Aaicies
ur v

tAVHAIVRRT > FL— b Infra-B Z1ER T B ICI3. ROFIEZEITLE T,

1. Cisco UCS Manager T. ZfID [LAN]Z2 ) v o L%,
[RUS—=1P[IL—b]1ZBRLE T,

[VNIC Templates] zH27 1) v oI L XY,

[Create VNIC Template] Z&IRL £ 9

WNIC 7> FL— &L T lNite-XX-vnic B1 AL FT,
[TYTL—bRATFTELT[EBHTVTIL—F ] ZBERLET,
[Fabric ID] | [Fabric B] Z:&iRL £ 9

[Enable Failover] # 7> 3 V% &IRL £7,
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15.

16.
17.
18.
19.
20.
21.

Tx—IA—N—ZBRTBZIF. N—RIOZF7LANILTI>IDT z—ILA—/N—Ff
() mzaEL. ®REXTYFTRESNAARL NIC BEQTMEMREN < O OEBHRRT v T
T,

[RRERA T D[ TZARIVTTL—h ]| ZFRLET,
10.
1.
12.
13.
14.

E7REET Y FL—RE'WNIC Template A DFFICLEFT

[Z—2 Y b T [TEATR)A TSI VOHBRENTVBC EBRLE T,
#4747 VLAN £ LT 'Native - VLAN' ZREL £¢

CDN Y —ZX®D VNIC &%3&ERL £,

MTU I21&'9000' CAAL £

[Permitted VLANs] T. [Native - VLAN] . [Site-XX-IB-MGMT]. [Site-XX-NFS]. [Site-XX-VM-Traffic] %
BIRLE T, & KU Site-XX-MvMotionfE#EIR T B ICIE. Ctrl F—%=FAHAL F T

BERZOVU YOI LET, TNHD VLAN B Selected VLANs D FICRRINE T,
[MAC Pool] 'J X kT, [[MAC_Pool b] #&iRL X7,

[Network Control Policy] ') X k T. [Pool-B]ZFERL X9

[y b T—OFEIR)>—1 )X NT. [B% -CDP-LLDP] Z:&RL £7,
[OK]Z2 w2 LT, WICTYTL—bZERLET,

OKlZ2 Vv o L&Y,

LAN | Pebciin | rut | whE Tarrgilitun | whIG Tt vheC_Turmphati_B

whilts_Tumpluts_E
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iSCSIVNIC Z1ERLL £
iISCSIVNIC Z1ER T B ICIE. ROFIEZEETLE T,

—_

. IO [LAN] ZIRL £ 9

[RUS—P[IL—b ] Z&RLET,

[VNIC Templates] zH27 ) v I L XY,

[Create VNIC Template] Z#IRL £ 9

WNIC 7> 7L — k£ LT l'Site-01-iISCSI_A" | #FAALET,

[Fabric A] % 3&3R L £ 9 [Enable Failover] # 7> 3 VIFBRLABWVWT LT U,
NEMZA TZ2RAREBLICRELLFRICLET,

[R—T YR T [TETRNAT2a>OHMBERINTVWEZEZzBERBLET,
[TYFTL—rEAT T[T TL— OB ZERLEF T,

[VLANs] T. [Site-01-iSCSI_A VLAN] 7217 % &RL £ 7,

. [Site-01-ISCSI_A_VLAN] Z -7« 7 VLAN & L TEIRL X7,

. CDN YV —XIZHLTVWNICHZRELIEFFICLETD,

- MTU ®OFIZ 9000 E AHLE T,

. MAC Pool 'J X kHh'5 MAC-Pool-A % #IRL £ 9

- Network Control Policy ') X kh'5. Enable-CDP-LLDP Z#ER L £ 95

. [OKlZ2 )y LT, WICT>FL—rDEMZRTLET,

- [OK|Z2o v LET,
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18.
19.
20.
21.
22.
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
33.

LAM | Policies | root | wMIC Temnplates | ohNIC Template Site_00_ISCSI-A

Site_07_ISCSI-A

Policies

Connection Policies

AERID [LAN] Z#IRL £ 7

[RUS—P[IL—b]1ZBERLET,

[VNIC Templates] zH27 ) v I L XY,

[Create VNIC Template] 2R L £,

WNIC 7> 7L — %2 LT lSite-01-iSCSI.B | ZAHLE Y,

77 71) w2 B %E&ERL FJ[Enable Failover] 7 7> 3 VIHERLABEWVWTL I L,
NEMZA TZ2RARM B LICRELLEFRICLED,

[Z—T Y] T [TRTE) AT aVOHINBIRINTVWR CERERLED,
[TYFL—rEAT | T[TTL—bDOEFH | ZERLE T,

[VLANs] T. [sit-01-iscsi_ B_VLAN] D& %ZERL 75

%45+« 7 VLAN £ LT [sit-01-iSCSI_B_VLAN] Z:&IRL £

CDN YV —XIZHLTUNICEZHRELLEFFICLED,

MTU @ TFIC 9000 Y AHL T,

[MAC Pool] 'J X kh*5. [[MAC-Pool-B] #:#IRL £9,

[#y bT—OFfR)>—1 )X A5, [ BRI - CDP-LLDP-M] Z:&IRL £ 9,
OKlZ2)w2 LT, WICT>FL—rDERZRT LE T,
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4. [OK|ZZUv I LFT,

LAN | Paliciez | root vHIC Temglates ; wbIC Template Site_00_IBSCS5-B

WL AN

AN Mame Sie_01_ISCEI-B
Local
by B i
e I sl
Target
Terulals Ty fritial Temidale (= Updatis) Tempans
-Op i Dish
AT 3010
Palicies
s AT Poe_fi|
<N SECE
Meterark Coetrol Py | Enale_COP
=1 st
Connection Policies
= Crywiatiic oIS () usdiC e

iSCSI 7— ~NH® LAN iR O —%ERRLET

COFIEEEIX. 2 DDISCSILIFAY X2/ —FK 1 ( Tiscsi_dlifola 1 & Tiscsi_dlifo1b 1 ) 28
D. 2 DDISCSILIF NS5/ —R 2 ( Tiscsi_dlifo2a ;] & Tiscsi_dlifo2b 1 ) (C4 3 Cisco UCS
BIETY, £fco ALIFATZ7 77U w2 A (CiscoUCS6324A) ICEFIN. BLIFATZ777)vo B (
Cisco UCS 6324 B) ICEFMINTVWBREBELTWVWET,

MEBRAVITSASSIF v LANERIRU S —ZRET BICIE. ROFIEZERITLET,

1. Cisco UCS Manager T. EfID [LAN]Z2 ) v o L%,

2. [LAN] > [Policies] > [root] ZZER L £ 9%

B [LANESIR)>—1Z2HIUvILET,

4. [Create LAN Connectivity Policy] Z3&RL £ 9,

5. R —%2 LT Tlite-XX-fFabriccal £ ABILZET,

6. WIC ZEBMT I, EEBDAId A F>a>&2I)vILET,

7. [Create WNIC] &1 7Y Ry AT, VNIC D&HIE LT I S'ite-01-vNIC-A" | EABNLET,
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8. [Use VNIC Template] # 7> a3 > % ERL £9,
9. [VNIC Template] 'J X kT, [VNIC Template A] ##ERL £,
10. [Adapter Policy] ROw 74> 1) A b H5 [VMware] Z3&RL £9,

1.

12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.

[OK]Z2Uwo LT, TDOVNICZRD>—IZEMLET,

Modify vNIC B X

MName  Site=07-vNIC-A
Use yNIC Termplate.; €

vHNIC Tesmplate: | wMIC Tamplata & ¥
Adaptar Porformance Profilo
Senter Policy Ykliare W = Adapanr Pali

Comnaction Pollckes

VNIC ZEBMT 3ICIE. EEBBDAId A F>a>z0)vILET,

[Create WNIC] # 1 7O 7Rw 2o XT. VNIC DEZHEIE LT lS'it-01-vNIC-B' | CABILFT,
[Use VNIC Template] 7 7> 3 > %&RL £,

[VNIC Template] 'J X kT, [vNIC Template B] #i&ERL £,

[Adapter Policy] RO w 74> 1) A kH5 [VMware] Z3&RL £9,

[OK] &2 1) w& LT, 0O WNIC KU S—ITBmL £,

WNIC ZEMT BICId. LD AAd A F> 3>z )y I LET,

[Create VNIC] 1 7OJ Ry ATy WNIC D&FIE LT lNsit-01-iscsi-A1 EAALFET,
[Use VNIC Template] 7 7> 3 > %#EIRL X9,

[VNIC Template] 'J X kT, [site-01-iSCSI-A] #&#IRL £

[Adapter Policy] RO FA D> 1) X bH5 [VMware] ZZEIRL £ 9,
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23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
33.

35.

36.
37.
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[OK] Z2Jw & LT, ZOVWNIC KU S—ISEMLE T,

VNIC ZEBMT 3ICIE. EEBBDAId A F>a>&2I v I LET,

[Create VNIC] ® 1 7O 7Ry AT VNIC OD%FIE LT I S'ite-01-iISCSI-B" 1 CABLF T,
[Use VNIC Template] 7 7> 3 > % #EIRL X9,

[VNIC Template] ') X b T. [Site-01-iISCSI-B] ZZEIRL £ 9,

[Adapter Policy] ROw 74> 1) A kH 5 [VMware] Z3&RL £ 9,

[OK|Z2 w2 LT, TOVNICZR)—IZEBMLET,

AddiSCSIVNICs # 7> a>ZRHELEX T,

[Add iSCSI VNICS] AR—ZXDTAID [Add] A F> 3>z wo LT, iSCSIVNIC ZEML £7,
[Create iSCSIVNIC] 1 7O4J 7R w2 X T. VNIC D&HEjE LT I Site-01-iSCSI-A1 ZASHIL £,
[Overlay VNIC] % ['s ite -01-iSCSI-A] & L TERL £

. [ISCSI Adapter Policy] #7723 ~I& [Not Set] DX FICLF I,

VLAN % T ite-01-iSCSI-Site-A ] (AT« 7) L TERLET,
MAC 7 RLZDEIDHTE LT, None (BL) (F7#I)+THER) ZFERLET,
[OK] 22w LT, iSCSIVNIC ZRUS—IZEBMLET,



38.
39.
40.
41.
42.
43.

45,

Modify iISCSI vNIC ? X
Name . Site-01-ISCSI-A
Overlay vNIC : | Site-01-ISCSI-A v

ISCSI Adapter Policy : | <notset> ¥ Create iSCS| Adapter Policy

VLAN ! |Site_01_ISCSI-A (native) v
iSCSI MAC Address

MAC Address Assignment: Select(None used by default)

Create MAC Pool

[Add iSCSI VNICs] AR—XDTFEID [Add] A F>3>% 1) wo LT, iSCSIVNIC ZBML £7,
[Create iISCSI VNIC] &« 747K w2 AT, VNIC D%&BiE LT I Site-01-iSCSI-B ] ZAHL T,
Overlay VNIC % Site-01-iSCSI-B ¥ L TEIRL £

[iISCSI Adapter Policy] 7 7> 3 & [Not Set] DE FICLF T,

VLAN % [ite-01-iISCSI-Site-B1 (X1 7+ 7) ELTERLE T,

MAC 7 RLZDEIDH T LT, [#L] (F7AIETER) ZF#RLEFT,

. [OK] &2 1)w% LT, iSCSIVNIC RS —|ZEBMLETY,

[Save Changes]| #27Jwv o L %9,
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Hame e -ISCEI oot

e Local

VMware ESXi 6.7U1 1 > X b—J)L 7 — A vMedia R > —%Z1ERE L X T

NetApp Data ONTAP Dtz k7w FFIBTIE. NetApp Data ONTAP & VMware ¥V 7 b7 T 7 DR MIfE
B9 % HTTP Web H—N\HDRETY, & TEHRINS vMedia R > —IE&. VMware ESXi6 < wvE>Y
LEd, ESXiO1 VX b=IL%ET— T 378IC Cisco UCS H—NIZEH SN/ 7U1ISO, DR —
ZER T 3 ICIE. ROFIEEZRITLE T,

—_

. Cisco UCS Manager T. Z{|®D [Servers] Z:#IRL £9,

2. [RUS—=PIL—F]ZBIRLET,

3. [vMedia Policies] Z#3&RL £ 9,

4. [BM]%Z2Jvyo LT, HLLWLMedia R)>—%1ERL £,
5. K1) > —IC Tesxi- 6.7U1-HTTP 1 WS &EIE T E T,

6. E 7+ —JLRICESXi6.7U1 HDY UV~ ISO EANDLET,
1 [ROYMREEBOBRIT] TRV ] Z&ERLET

8. BMEIUYILET,

9. ¥ I esxi- 6.7TUI-HTTP WS &Ei % FT £ T,
10. CDD 7 /\1 R 21 7% &ERL £,

M. HTTP 7O M JLZERLE T,
12. Web H—N\DIP7RLAEAALE T,

@ DNS #—/\D IP [ KVM IP ICANEINTWVWAED ofclcd. KX FBTIE%A < Web H—N
DIPZANNTEIRERDHD T,

13. UE—F 7741 J)L% L LT I VMware-VMvator-Installer-6.7.0.update01-10302608.x86_64 .iso 1 ¥ AHL
F9.

Z @ VMware ESXi 6.7U11SO |, 547> O—RTEE T "VMware DA > O— K",
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14 [DE=FNXR]TZ1—ILRIZISO 7 7AILAD Web H—/NNXXZANDLET,

15. [OK] 22w LT, vMedia YT hZEERLZET,

16. [OK] 22U wo L. HBS5—E[OK %221 w2 LT, vMedia RU>—DER%E=ZT LY,
Cisco UCS IRIBICEMINIFH LWLWH —N\TIE. vMedia H—EX7OT7 71TV TL— b2 FERLT
ESXi KA FZEA VA R—=ILTEFT, SAN TYT Y hTNIcT o RIDEDIFE. BT — MEFIC ESXi

AVAM=STRIAMT—rLET, ESXiDT VR =)Lk EBET 1 RN TIERERETH SR
D, vMedia IIEBEINEH A,

Create vMedia Mount

o ESXi-6.7U1-HTTP
Dhesacripdinnn

Deviece Type

Protocol _NFS () GIFS (0 HTTP [ HTTPS |

Hosmame /P Addrpes 1??.1&.?.3‘!‘

Iimsnge Mame Varlabls (' Mape | Servioe Brohie Name

Remote Fie Wihiware-YMvEsor-instaber-6. 7 Doupdated 1- 1030260 |
Remota Path nttg:/ /172, 18,7 30/seahawksivSohere/

L Imengirme

Fasswsrd

R=riap on Ejsot

iSCSI 7— RS —HERLET

CCTCHEATAREBEOFIEILZ. 2 DD ISCSIHIEBA VA —T 14X (LIF) o5& /—KR1 (T
iscsi_dlifdo1a ] &V Tiscsi_diifolb s ) ICHD. 2 DD ISCSILIF BTS2/ —R 2 ( Tiscsi_dlifo2a |
B Tiscsi_dlifd2b 1 ) ICdH 3 Cisco UCSERIETY, £7cw ALIFAZ7 77U w2 A (CiscoUCS 777
Jw oA 2= hA) ICEHIN. BLIFAZ777U w2 B (CiscoUCS 777U woA>rA—0%
JhB) ICEFEINTVWA I CHRAHRERD £d,

@ COFIEICIE. 1 D2DT—hRUS—HPRESNTVWET, CORVS—TIF"' F31< -
2—%w k% iSCSI lif01a ICBREL T

Cisco UCS IRIED T — hRU O —H{ER T BICIE. XROFIEAXERTLE T,

1. Cisco UCS Manager T. ZfilD Servers #27 1) w2 L £ T,

277



ARV =PI—F ] ZBERLET,

. [Boot Policies] #5271 wv o L%d,

Create Boot Policy Z&RL £9,

T7—hrRU>—D%FIE LT I'Site-01-Fabric-a' 1 ZAJILF T,

F7F2ay  T—rRUS—OBEEZEANILET,

. Boot Order Change & 7 3 V& &EIRER L 1= £ FHBEBIL £,

CEEE—RIELAS—TY,

[O—AILTNAR] ROy TE I AXZa—%=ERL. ['JE— b CD/DVD DEM] ZEIRLET,
[iSCSIVNICs] ROy IR I XZa—%ERIL. [AddiSCSIBoot] Z:&ERL £,

- [Add iSCSI Boot] %1 7O 7Rw 2 ZXIZ T'Site-01-iSCSI-A1 AL FT, [OK| =2 Uw I LET,
. Add iSCSI Boot = #RL £ 9,

- [Add iSCSI Boot] %1 7O 7R w2 ZIZ T'Site-01-iSCSI-B' 1 CAJILE T, [OK]ZZUwvILET,

© ® N O O A ®w N

. N -
w N 2 O

o ~
\ S)—_
14. [OK| 2oV w o LT RUS—%EELET,
Propearties for: Boot Policy Site-01-Fabric-A -
it
oy T im0 -Fadiric - A&
=
Linoad
CHWHBANSTS! Mome . 2
=t Bl TR

il =
Thes fygmm [Pnrmmny fescrmsdary | clma nod iraiicste o el oordar prssserre
Tha sitmerium orcier oF beoe cmie e 13 dm Fmemerninme b PClm b see sl
If Erifiowios wMIGHHBARSCS] Narme < i Coo T RO W D P Red,
1 o e raid semlsacs b, B wPdlCoond v S s ssbnclid ol G Ve el PO b s o 1w

1 boosl Diewveres [ LT

@ == act peci A F 3
43 R L B BT - HALE
winis

T U 2,

(R ImOTE He

n] EF = Ti] -

® Moo Cenien 1T Cesiebe
Ll s e Heslis

FT—EXTFAT7FAIINTYIL—bZERLET

COFIETIF. 77TV I AT—rRICAVTFESXi RRAMNEDOG—EXFOT7 7T TL—bH 1
DERENE T,

HY—EXT7AT7AIINT T — b 2B T 3ICId. ROFIEZRITLET,

1. Cisco UCS Manager T. D Servers 21w L£T,
2. [H—EXR7OT77AIWT>FL—FP[IL—F ] EZBIRLE T,
B IN—bzZzHEIVYILET,
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4 [—EZXTOT77ALTYTL—rOER ] Z&ERL T, [F—EXTFOT7 70T TL—bDEK]
DA —Fz2RATET,

S. H—EX -« FOT77AI - 7L —rD&REE LT 'VM-Host-Infra-iSCSI-AZ A LEF T DY —E X
TO774ILTF>TL—biE 77TV I ADRNL—S/—RADBT—RTBRLSICEEINTL
=

6. [TYIL—FDEH| AT a>EERLET,
7. [UUID] T. [UUID Pool] % UUID 7—JLE L TEIRLET, KNZT UV ILET,

Create Serice Proble Templole =

1A TR S LU L R R T SR T 1 Ay P LA T T L IR T 1T 4 L] el B R T

AML—=o7OES 3= I ERET S

AhL—=27OED 320 ZRETBICIE. ROFIEZETLET,

1. MIBT 4« RV ZFFBWT—N—DH358F. O—AILTo RIRERIS—%U v L. SAN T
—RO—HLR R L= o—EBRLET. ZHUNDEEEF. T 7 4L FOO—ALZR FL—JR
Jo—%ERLET,

2./~ Nz )y LET,

FYRNT=0F T ERELET

FYRT=0F T3 ERETBICE. ROFIEZETLET,

1. A1+ v I WICERR) > —DT 74 IL MREEFIFLET,

2. Use Connectivity Policy # 7> 3 > %3&R L T. LAN EHZRELX T,

3. [LAN Connectivity Policy] KOy 74> XZ a2 —h'5 [iSCSI-Boot] ZFEIRL £7,

4 [41Z>IT—RZADEIDYHT] TIQN_Pooll ZBIRLEFTXAZIU VI LET,
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Create Service Profile Template i Jod

Ciptioeally spocy LAN confquration mformation
ldentify Servics Profils

Template
Pyvaamiiv: I Consiclinn Pobeys Sefecs & Policy t5use {no Dynarmic vIC Pelicy by defaul) »

Storage Provisioning

Clresates D wIG Connection Py
Meztwecarkincy
Howe winuled you like to configure LAN conmactivity?
SAMN Connectivity ;
Simple Expet [ 1 MoubliCa (e Uke Conmectivity Palicy
Zaning LAN Connactivity Policy | Sitat &CSiBact ¥ Create LAN Connectiity Pabcy
Initinter Names
wNICHvHBA Placement .
Trtisaton Mims Aezagurnent; 1030 Pl (GyEd) v
vhiedia Polioy Initiatir Mame =
Coroati KON el Poo |
Server Boot Order Pl 1030wl e sassigniesed lesen s ssesfescded pannl
Thi evailabdetatz! N ane displayed aftar the pool nanse,
Maintenance Policy
Server Assignmant

Operational Policies

< Prev Next = m Canoel

SAN EfiZRTE

SAN X RET DICIE. ROFIEZ=ETLE T,
1. VHBA DIFEIE. SAN B % BT 252 BRLE T, 7 F>a>
2. A=)y I LET,

V=0 %BELET

V—Z VI RBETBICE [N EV)VYILET

VvNI/HBA OFE%ZREL X9

vNII/HBA OEEEZERET BICIE. ROFIEEZEITLE T,

1. BCiE % &3R (Select Placement) RO 74UV U X hH5 'BER) O —% AT LNEBEZRTTES
KOICLEY

2. kinm oI LET,
vMedia RS —%ERELET
vMedia R > —%H/ETBICIF. XOFIEZRTLET.

1. vMedia /R O —IHBIR L B WVWTL T,
2. kinmI)w I LET,
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HY—NDT—HMEFZRELTT

UII

Y—NDT—MEFZRET BICIF. ROFIEZRITLET,

1. J—F « R1) > —I|C [Boot - Fabric-a] ZFEIRL £

Create Service Profile Template

Opticnally specify the boot policy for this scrvice profile lomplaic

ldentify Service Profile
Tamplate
Scloct a boot podoy.
Storage Provisioning Boot Poficy:] sl -Falnic-& » I o1 Pes
Blamc : Site-01-Fabrie-A
Hetworking
Cizscription %
Roboot on Boct Order Chance & Ne
SN Commmathly I WRICIHEANES] M Yes
Hewal hkinle Legaoy
Zoning WARNINGS:
Thie typee [pimangsecondary) does o

The cffective onder of b'.-.-l devicos wit 'cf.-:-'i:.ii:an derormincd by MCE: bus scan order
wMIGWHEA Placemant | Enforoe wNIC/wHBARSCS] Mame 1 c—lefed it In- i ) il an vy enree wall De epesesd
i it bs mot solocted, the wNICsWHBAS e sclocted iF they cxist. othorwise th NI IIB-'\. with the iowost MCle bus scan ordcr is waod.

Boot Order

vMedia Policy

+ = Adrvaneced Fili wpor & Pt e
Marr WG I HBAIECES) WiNIC Type & LUNM; W ot M., Bt Ma oot Patt Dacsarip
Maintenance Polioy
- £
ks THNETY
Server Assignment
& = Lt
Operational Policies

< Prav Next= m Cancal

2. Boor #X T. IZ-4 bk -01-iSCSI-A| ZFEIRL £T,
3. iISCSI EEENNFA—RDERE=ZI Vv I LEFT,

4. iSCSI T—rNFAXA—BDEBRERXAT7OATRY AT, REBICELREZOT7 70 IILZERNICER L T
WAEWED., SBEE7O07 71 IILA > a>% NotSet DEF FICL T,

S.[AZI—RLDEDEHTIZAT7ATRY I RE. BIOFIETEZRLLE—DOT—EXTOT7 71
DAL IT—RBEFATELSICRETNTUARVERICLET,

[iSCSI_ IP Pool AJ] #A =T —ZIPF7RLZR - RUS—r LTRELE T
iSCSI Static Target Interface # 7> 3 V& FRL £ 95,
Bmzo)y o LET,

iISCSI Z—#'w hEZAHNLZET, Infra-SVM D iSCSI Z—4w FEEFREBTARICIE' A L—2 05
ZARXAEBA VAT T—XICOY 1> LT'iISCSIshow AX Y REETLET

© © N ©
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10. |Pv4 Address 7« —JL RIZ TiSCSI LIF 02a] O IP 7RLXZANLET,

Create iSCSI Static Target T X

ECSI Target Mame qn. 1992-08.com. netapp:

Pricirity 1

Port : | 3260

Auihentcation Profile ; | <nol sat> » Create 1SCS1 Authentication Profile
Pl Address 192,108, 10062

LLIN 1D 0

D -~

M. OK%z2 )y LT, iSCSI&#NZ—7y hzBMLET,

12. gmMzo v o LET,

13. iSCSI & —7'y hBZE AN L& T,

14. IPv4 Address 7+ —JL RIC'iSCSI_LIF_01a' @ IP 7 RLXZAAL XY

Create iSCSI Static Target 2 X
iISCS| Target Maime ign.1992-08.com netapp::
Prioeity F
Port ;3260
Authentication Profile cnot soi> w Crogtes 05 Authentamaon Brofike
IPyvd Address TEZ TEE0.61
LUN D 0

D -

15. 0K Zz2Uw o LT, iSCSI&#NEZ—7 v bZBMLET,
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16.
17.
18.

19.

20.
21.
22.
23.

Set 15051 Bootl Parameters T X

Hame - ISCH-A-vHIG

Mamhiticason Prolle AL B Vet (S5 Rantwr

Inflaios Rame

S e ASEGNET  nof gl W

WARNING: The dsslocted pool doss o cortan vy avasiabile srites
Wit can Sboct £, Bud b = recommendhed thal you sdd ertiies B it

Indjatos Adcinis

et P Adkciess Policy. (G081 @ Pool AMTZAE »
Had Aairdina 0.0.0.0
vt bk 55255 7550
Dt Datewny - 0.0.0,0

Premary ONS 0.0.0.0
Sovorday DS QW00

B 0SSk Targin! Intatates SES Ao Taipol intei fate

g 1092-08.2

by, V0GR -l 2 :

D -

AL=2/—=R02DIPZRAIC. ARL=2/—R0OMDIPZ2FEBICLT, 2—4

CD yhIPZANLEL S T—FLUND /=R 01 ICHBCZRIIBELTULE
Yo COFIETIEFMEAINTVLRIFE. KA NI/ —R 01 AONZZFRALTI—
LE9,

FCENEF T, [ISCSI-B-VNIC] 23R L £ 7
iISCSIEEFH/NTA—RDEREZI Vv I LET,

ISCSI 7— b NSAXA—FDRES A TOJ Ry I AT, BRIRICELEEE IO 7 71 L2 ERICER L T
WAWRD, BBEE7O7 71 ILA T a>id Not Set DE HICL £

[1ZI—RZDEDHT A4 7O Ry I XE. BIOFIETERLCE—DH—EXTOT7 71
DA I —RL%=FERTALSICERESNTVWAEWVWEXICLET,

AZOIT—BZDIPT7RLRR)I—LT'iSCSI IP_Pool B Z&&EL X9
iSCSI Static Target Interface 7 7> a3 > & #IRL £95
EBMzEIUVYILET,

iISCSI #—4"w hZEZAHNLET, Infra-SVM D iSCSI Z—4"w hEEBETRICIF' AL —D - 45
2AAEBA R TT—ICOST 1> LT iISCSIshow AX¥ Y REEITLET
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24. |Pv4 Address 7+ —JL RIC'ISCSI_LIF_02b' D IP 7 RLZAZ AN LFT

Create iSCSI Static Target

31260

ISCS| Tangat Narns On, 1992 -0B.com. netapp:

25. OK# 2 1)wo LT, iSCSI#NEZ—47v hZBML T,

26. gmMEI Vv I LET,
27.iSCSI 2—%'y hBZE AL F T,

28. IPv4 Address 7 1 —JL RICiISCSI_LIF_ 01b' D IP 7 RLZZAHNLEFT

Create iSCSI Static Target

1SS! Taget Mams g, 1992 -08. com. netapp::
P F
2 3260
L v
IPwit Al
LUNIC o

B X
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2. OKZ21)wo LT, iSCSI#NEZ—47v hZBML T,

Set iISCSI Boot Parameters

Caunw 308 Soffis Poal

WARNIRG: The selecior pol dows N Contan anry avalahls erias
Wima AN BEECT L Dut # o Focormimerded Thal vou o anstes 5 i

Indtlator Addraie

mimior B doidess Poboy (SCS P Pool B1201E) w

1Pl Aamdreis Qoo

Sugtwrain) Mk 255.255.255.0
Dot Ostewary 000000
Pruraey DNS 0.0.0.0
Secondary DNS  0.000.0
Conutw P Pool

MemsE e ACdnsss
Thes B il il B ET d o ey solecbed ponol.

) 505 Stan Tange! Inbinface | iS5 Auts Taiget Interiecs

X

Higrre Pr sty Part

fushentcation P, (BCR VY Addries

LU

g 1992 -08.2

Ign2-0ie 3 AN N VGR. 20 61

£ Daslasta i il

Minimum one instance of ISCS! Siatic Target interface and wo are

30.

-_—

RNETVyILET,

VARV —%ZRET S

AT FURARI =TT AILMIEELET,

VARV —ZRETBICIF. ROFIEZEITLET,
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2.

Cmate Senvico Profile Tomplale B X

T L Ll T T T e e T L™
rrya e

BT | T DO, 1wty e g e T R LVLEE R TN LAS T s T Ay 1 e e et

Mo Sy il

LN
A Wit T KR

RNEIVvILET,

H—NDEDHTZRELET

H—NEIDHTZRET BICIE. ROFIEZXRTLET,

1.
2.

3.
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[7—ILD&IbET] VRMT [1>T757—)L] ZBRLET,

7O7 7LD —N—ICREEMITENTVWRESICERT2ERKEC LT,
ER

R=ITFHOT77—LOzT7ERZERL. 774 MRUS—Z&ERLET,

[Down] %Z&ERLZF



Create Semvice Profile Template

Catarssity apacdy i Sasbved Dol o thin gennce profds Tempkites

Yioun - Sedoch 8 Bervor DOol yone want i0 aEsocialy WEh thes service pobly templats,

Pl Asighitsent] infra-Poal » ety e il

widh thed HoTwee

Ui o D |

T ssrvcs pofis terplas will be misocusiod wilh re ol e soehers b ks splocted pool
B I
Serv Pood Qualfeation <fig B w

Paririrais] Mt
=i Firmwane Managamens (2105, Disk Controller, Adapter)

Crhervnsy thie sysbam uses the firmaan: avmady nstaled on e sssooied sener
ot Frmware Package defaull ¥

Servor Assigneridr

Smlel] the powess SLete 50 De sl wdern thes prafle o St

I degred, you con specdy in addfiamal senver pool pokcy qualifcason thal the seleciod server musl mest. To do &0, select B qualihcabon ficm

11 v ket 0 Pl fermuare pobey for this soevicn profie 10 profibn will update the fmwane on th sersed 1R i 5 sssocated wih

4. Nz Vv LES,
ERRD S —ZRE
ERARY S —ZRETBICIF. ROFIEZERITLET,

1. BIOS Policy ROy FA 7 >1) X hH'5 VM-Host ZFEIRL £ 95

2. Power Control Policy Configuration (EJREIEIR ) > —D&RE) ZEB L. Power Control Policy (ER
BEARY > —) ROy IR T2 X D5 No-Power-Cap (BR%AL - BAHLIR) #&#IRLET,

Create Sevnce Prohle Termplate

ATy e T B T T e B el s e

o R G

4 e T T eI o Al L g it T S T e o Bl e T e

PO | A

L E i KW Uit arthgrams
+ Marapererr B Adiwan

1 Wt Corchgr et [ Thmeso |

= Pirveps Tirtrr Posny SosPhemun

4 Ay pr— e g s e [— R

Py il Mty . | -G ¥ ot i b

&+ Bl Py

. KL Ly Py
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3.
4.

[T 1%Z2UwoLT. Y—EXRFOT771ILT>FL—rEERLET,
BEXvtE—JTOK 2w LET,

vMedia WIS —EX7OT77AILT> T L— b EERLET

vMedia ZBMICLTH—EXTOT77AILT T L — b 2B T 3ICIE. ROFIEZEITLE T,

1.
2.

N o g k~ »w

H—

UCS Manager (¥t L. ERID [H—N]%Z7U v I LET,

Y—EEX7O77AMILT> L —Fr>I)l—bk > —EXF> 7L — b VM-Host-Infra-iSCSI-A %= 3ZR L &
¥

[VM-Host-Infra-iSCSI-A] Z52 v o L. [27O0— 2O ] ZFIRL X7,

20— 2I|Z 'VM-Host-Infra-iISCSI-A-VM' £ WS &Ri% T £ T

# L < ERE L 7= VM-Host-Infra-iSCSI-A-VM % #3iR L. HEID [vMedia Policy] X 7%= #IRL £,
Modify vMedia Policy 2 w2 L &9,

ESXi-6 Z#ERL £9, 7U1-HTTP vMedia Policy (HTTP vMedia ’RU<—) ZFERL. OKZI Vv o
L&,

OKlZ2 v LTHEELEXT,

EXTOT77MIILEERT B

H—EXRT7OT7 7ML T>TL— DS —EXTOT7 7ML ZERT BICIE. ROFIEZEITLET,

1.
2.

3.
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Cisco UCS Manager (c#&#ft L. ERIO [H—N]1Z0 Uy I LFET,

[H—N=—] > [H—EX7OT77AILT>FL—Fr] > [IL—F] > [H—EXFYTL—F]
zEBHRLEXI,

[7223Y] T, [TY7L— oY —EXT7OT7 7ML EER]1Z7 ) v L. ROFIEZETLF
ER

a MBEIL T v IR LT Msite-01-Infra-01 ZANLET,
b. {ER T 21V REZVADHKELT M2 ZAALET.

C. Jl— bz L HERLE T,

d [OK]Z2)y o LT B—EX7O7 71 I ZERLET,



- Properiies

Create Service Profiles From Template L7}

Harma Profo =Slft-lfl'!-I‘!!'I‘ﬂn-i'.'l

[ ow [ cise |

4 BREAVvE—STOK ZIU Yo LET,
S. H—EX7FO7 7 )L I Site-01-Infra-01" 1 H LU T Site-01-Infra-02°" | NMER TN TVWBR & ZREEL

9,

@ H—EXTFOT7AILE BIDEToNY —NT—ILROY —NICBEEICEEMITS

nxI,

AL —IBp/N— b 2

cJ—RFLUN A= —RTIL—TF

ONTAP 7— X rL—=CDEY RT7Vv S

igroup Z1ERL 9

AZI—2TI—7 (igroup) ZERT 3ICIEF. XOFIEZRITLE T,

1. VS AXEBR/— RO SSHEHENSXDIAY Y REERTLET,

igroup create
iscsi -ostype
igroup create
iscsi -ostype
igroup create

—-ostype vmware —-initiator <vm-host-infra-0l-ign>,

-vserver Infra-SVM —-igroup VM-Host-Infra-01 -protocol
vmware —-initiator <vm-host-infra-01-ign>
-vserver Infra-SVM —-igroup VM-Host-Infra-02 -protocol
vmware —initiator <vm-host-infra-02-ign>
-vserver Infra-SVM -igroup MGMT-Hosts -protocol iscsi

(D) oNBmicE. ®1rR2 OEEEELET

2. e L7 3 DD igroup R T BIClE. ligroupshow | AX Y REERTLET,

7— bk LUN % igroup ICX v E>YI LET

7— bk LUN % igroup ICY wE YT $3IC1E. ROFIEZETLET,

<vm-host-infra-02-ign>
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1. AL =Y S X2EE SSH #ih 5. ROIXY REERITLEY,

lun map —-vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- A
—igroup VM-Host-Infra-01 —-lun-id Olun map -vserver Infra-SVM -volume
esxi boot -lun VM-Host-Infra- B —-igroup VM-Host-Infra-02 -lun-id O

VMware vSphere 6.7U1 E A F|[@

Z CTl3. FlexPod Express #A{(C VMware ESXi 6.7U1 %41 > X h—I)L I B3 FIEICDOWTEHBEL £9, FlE
MNETTRE. T—hLIE2BDESXi AR A TOES 3=V JEhEd,

VMware BIEBICESXi Z#1 VA F—IL T B HZEIIV DO HDEFT, CNS5DFIETIX. Cisco UCS
Manager |ZfEAAENTWS KVM AV Y = )LEARBEX T« PH#EZERAL T, VE— YR M=ILXT 1

ESXi 6.7U1 D Cisco HRZ LA A—=SHATVO—RLET

VMware ESXi h X Z LA A=A oo O—RETNTLARWEEIE. ROFIEERTLTHE Y YO—R%5
TLED,

1. ') >o%EO1) v LEY, VMware vSphere Hypervisor (ESXi) 6.7U1., *

2. 3—H%ID E/NRAT—RHBARETT "VMwarecom" CDY I Iz 7EATO—RLET,

3. Tisol] Z70) & o>O—RLET,

Cisco UCS Manager D&

Cisco UCS IPKVM Z AT 3 &, BEERVE-MXTAT7EZNLTOSDA YR M—ILZMIBTE X
o IPKVM ZE1T793ICIE. Cisco UCS BIEBICOJ 1 >V T3MRENRHD 9,

Cisco UCS IRIEICAOJ 1 VT BICIF. ROFIEZETLE T,
1. Web 75 7H%BE. CiscoUCS VS XATRLADIP7RLREZEAALET, COXTvLIE
Cisco UCS Manager 7 7 —> 3> ziE#L 9,

2. HTML ®F® [UCS Manager D& ] 1) >0 %2 1) v LT, HTML5 UCS Manager GUI ZiE2& L £
ED

X2 TAAAEZAR T AN EShZEBRoNl 5. BEICIGL TZRITANE T,

Oy 7 EHRREINS. AR LT Nadming CAAL. BENZXAT—RZADLET,
Cisco UCS Manager ICO7 1 >3 3ICid. LoginZzo )y o LFT,
AAVRAZa—DEANCHZ [—N—]1Z20VvILET,

Servers > Service Profiles > root > 'VM-Host-Infra-01' Z3#RL £

[VM-Host-Infra-01] 252 ') v 2 L '[KVM Console] Z:ERL £9

7OV T MR- TJavaR—XD KVM I>Y —)Lzigh L 7,

10. Servers > Service Profiles > root > 'VM-Host-Infra-02' %3&RL £ ¢

11. [VM-Host-Infra-02] ZH 2 ) w2 LE T, KVM OV —ILZFERL £,

© © N o g k~
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12.

7OV 7 MCE>TJava R—XD KYVM OV Y — )L Zik8 L £,

VMware ESXi D1 VX b—I)LZtEY b7 v T3

ESXi l& VM-Host-Infra-01 ¥ VM-Host-Infra-02 Z7R A L X9

OSZAYRL=ILT BT —NZEHET BICIE. & ESXi RXA M TROFIEZERITLET,

1.

N o o k~ w0 N

KVWM D« > ROT, REXT7Z20)voLFET,
Activate Virtual Devices 27 w2 L% 9,
ESILENTUVWAVWKVM Yy 3>z dahEdh z8honics. HEICIRLETRITANE T,
[REXT17]1%Z2Uv2o L. [CDDVD DY 7] Z&ERLFT,
ESXi 1 YA b=FDISO A A= T 7125 L. H<CZIVYILET,
Map Device 227 ') v o LF T,
KVWM 2T 20 )y o LT ' H—NDEEFHZER/RLET
cESXiDA VA=)l

ESXi I VM-Host-Infra-01 ¥ VM-Host-Infra-02 #7R XA ML EX T

VMware ESXi Z7RX b® iSCSI 7— FAIGELUN ICA > X b =)L T BICIF. B RAXAFTROFIEZERITLF

ERS
1.

10.
1.

[Boot Server] #3&RL. [OK]|Z 2w LT, Y—N%ZEFHLFT, XIC. BDS—E[OKZIUvoL
9,

)T —REFIC. ESXi A VA M=IAXTa 7RI TREINE T, RSN T—MXZa—5H5
ESXi 1 VR b—S%BRLET,

AYAR=50OO—RMWRT LS. Enter ¥F—%#L TR —ILEZEITLET,
IYRIA—HZ51E> 28K (EULA) ZHATHEELEZ T, FI1 F—ZWLTHEEL. FIITLET,
ESXi D1 YA M—ILT4 RV LTHRELTLZLUN #3Z4RL. Enter ¥—%##BLTA VX b—IL%EH
TLEY,

BYRF—R—RFLA77EERL. Enter ¥F—Z#L X7,

IW—=bNZXT—RZANLTHEEL. Enter ¥F—Z#HL X7,

BIRLICT A RIODBN—T 42322 JENB LRI EENRTREINET, FI1 F—Z#LT1 >
Ab=ILZHEITLET,

AV R—IHET L5, [Virtual Media] 2 7%538IRL. ESXi 1 YR F—ILXT 1 7OWEICHB P <
— %007 LET, FWzod v oLFT,

@ ESXi DA YA =LA A= DIV ETZBRL T Y—N\DRA VX =5 TlE%H<
ESXi TUT—hENBLSICTBIHERDD XTI,

A=Y LIcS. Enter #F—ZLTH—NZUT—-FLFT,

Cisco UCS Manager Tld. IEDOHY—EXFOT 71 I)L%Z vMedia UADT—EXT7OT7 71 ILT>TFL
—MINAVRLT, ESXiT> A =)L ISO0overHTTP ZXY VY FTEFRBWVWELDICLET,
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ESXi "X FOEBEEBX Y b I)—0% By 7y ILET

R FOEEBICIE. & VMware R MIBEBRY FJ—0%BMTI3UNELRHD £, VMware mX FDE
By hJ—o%BMT3ICIE. E ESXi KX N TRDOFIEZETLET,

ESXi R X + VM-Host-Infra-01 & VM-Host-Infra-02
B ESXiRA D SBERY hD—JICT7 VXA TEBELSICHKRETSICIE. ROFIEERTLET,

1. H—N—0OBEFHHNET LS. R2F—ZHRLTIATLEARIIAILET,

2.root & LTOYAY L " W B/NZAT—REASL Enter F—Z2#LTOJ 1> LET

B[ ,STNa—FTavdF7Foa> ] %=&ERL. Enter ¥—%#LZET,

4. [Enable ESXi Shell] Zi#R L. Enter ¥—%#HL £,

5. SSH ZBZhIC T 2%Z:#ER L. Enter ¥F—Z#L £7,

6. Esc ¥—%Z#HLT. bITNa—FTa20FT72a o AZa—%2TLET,

7. %_onfigure Management Network (BB bT—JDRE) 77> 3 >ZFERL. Enter F—Z#RL F
8 [RXYy D=0 TF7RA TR ZFEIRL. Enter ¥—ZILFT,

U IN=—FIZTINL]TA—ILRDBESH [ TNA RG] T —ILROBSL—BHLTWVWE L ZzHERL
9,

10. Enter ¥—%#L £ 9,

Network Adapters

Select the adapters for this host’s default management netuork
connection. Use tuwo or more adapters for fault-tolerance and
load-balancing.

Device Name Harduare Label (MAC Address) Status
[X]1 vnnicB Site-01-uNIC-A (... Connected (...)
Site-01-vNIC-B (... )
[ 1 vnnic2 Site-01-ISC... (...00:0a:3e) Connected (...)
[ 1 vnnic3 Site-01-ISC... (...00:8b:3e) Connected (...)
<{D> Vieu Details <Space> Toggle Selected <{Enter> 0K <Esc> Cancel

M. VLAN (7> 3Y) 77> 3> %R#IRL. Enter ¥—%#L£Y,
12. T <ib-mgmt-vlan-id> | Z A L. Enter *—%#HL X7,
13. IPv4 Configuration (IPv4 5&%E) %3#EIRL. Enter Z#HL %7,
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14 ZR—ZIN—%FHALT. BN IPVA 7RLRERY NI —UREEZREA T a >z BRLET,
15. RYID ESXi RR M ZBETBZ7DDIPTRLRAZANLET,

16. RAID ESXi KA RDH TRy kXX IEATILET,

17. BD ESXi KA RDT I A RS — b1 EZANLET,

18. Enter ¥ —%# L T. IPREDEEZHELZET,

19. DNS Configuration 7 7> 3 > %#IRL. Enter ¥—%#L £7,

()  PT7RLREFHTHOYTSNB7:0. DNS BRLEBTANT IABENBD £ 7.

20. 7SA<UDNSH—NDIP7RLAEANLET,

2. 7723y :vAYFUDNS H—NDIP7RLAEZEAHNLET,
22. BHID ESXi KX D FQDN # AL £,

23. Enter ¥ —%3# L C. DNSREDEEEZHEEL X,

24. Esc ¥—%# L T. Configure Management Network (BIEXwY hT—JDKE) XZa—%KTLZF
ERS

25 BERY N T—ODTRAMEERLTBEERY N T—IOHQRELLBEINTVWRZ L #HEL. Enter +
—&ZHLXY,

26. Enter ¥ —%#HLTTALEERTL. TAMDPRET LS Enter F—2BEH L. KB LIGEIIRER
MBS L £,

27. Configure Management Network (BIEXw T —JDRE) ZHS5—EEIRL. Enter F—%IL F
ERS

28. |Pv6 BRTEA T a>&BEIRL. Enter F—ZHL X7,

29. ZR—ZZN—%fEAL T. [Disable IPv6 (restart required)] %3#IRL. Enter ¥—%#HL X9,
30. Esc ¥—%##L T. Configure Management Network H 7 X =2 —%# &7 L %9,

Y FXF—%ZHLCEEEHRL. ESXimRXrEUT—FLET,

VMware ESXi 7R X @D VMkernel R— k vmkO MAC 7 RL XDV twv b (F > 3Y)

ESXi 7R X ; VM-Host-Infra-01 & VM-Host-Infra-02

T 7 #J)L b Tld. B VMkernel R— b vmk0 @ MAC 7 KL X3, BEES N TWB 1 —H =y hAR—bD
MAC 77 R l/7\<‘:HL,"C?o ESXi "X DT — kK LUN 2% S MAC 7 RL ZZH DD —/NICBY v E
VO EINTIHE. vmk0 TIE ESXi S X TFLEREN Yy hSnBZLWHAED, BIDHTSN/-MAC 7RL X
PMMRIFEINZ D, MACTRLADIREDHEELEF T, vmk0 D MAC 7 RL X%, VMware H'E|D X T7:
SUALEMAC ZRLZRICUEY FF3ICIE. ROFIEEZERTLET,

1. ESXi AVY —ILAXZa—DXA VEMET. Ctrl+Alt+F1 ¥—%3L T VMware >V —JLOIAIY >V RS A
JAVE—TTARICTIEALET, UCSMKVM Tld. g2 OD!) X I Ctrl-Alt-F1 BRI
£9,

2 root LTI LET,

3. Tesxcfg-vmknic—1] AL T, 127 T —X vmk0 DFFAIHR—EZRTLEI, vmko |, EER
W RID—=TDR—ETIN—TDO—EBICTI2HENRHDET, vimk0 D IP 7 RL ZAB KU RY FYZXTITFE
RmLTCEEV
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4. vmk0 ZHIFR S BICIE. OO REAALE T,

esxcfg-vmknic —-d “Management Network”

S. VA LMAC 7 RLRZFEAL T vmk0 ZBHUEMT B ICIE. ROARY FZANLFT,

esxcfg-vmknic -a -i <vmkO-ip> -n <vmkO-netmask> “Management Network””.

6. vmk0 B' S VA L MAC 7 RL A THUEMEINTWS C E 2B LET

esxcfg-vmknic -1

7. ARVR A2 e AVRA—TTAADBOTT7IRTBICIE. Texity) EAALETD,
8. ESXi AV —IAZa—A>A—T 1A RARBICIFE. Ctrl+Alt+F2 ZH L £,

VMware "X NI 547> b%&{EMA LT VMware ESXi RX MO 1 > LET

ESXi R X + VM-Host-Infra-01
VMware Host Client Z {8 L T VM-Host-Infra-01 ESXi 7R X MMCAT 1 >3 3I1Cld. ROFIEZETL F 9,

1. EEI—UXF7—>3 2T Web T35 UH%ME 'VM-Host-Infra-01' I IP 7 F L RICEBILET
[VMware RZX OS54 7> bz ] 200w o LET,

I—H%IC Trooty EABDLET,

root N7 —RZANDLET,

AJa >z )y LTERLED,

CDFEZEDIR L T 'VM-Host-Infra-02' ICRID T S UH R T fldT« > RkoTcOd1> LET

o o A W N

Cisco Virtual Interface Card (VIC; [Rf81 > X —T7 1 XA—FK) AH®D VMware RZ1/\D1 > k=)L

XD VMware VIC BEZANDFATSA NV FL2doO0—-—FLT BET—IXT7—2avVICEBRALE
ER

* nenic RZ1/N\/N\—3>1.0.25.0

ESXi |£ VM-Host-Infra-01 £ VM-Host-Infra-02 7R X L 9

ESXi 7R X ;b VM-Host-Infra-01 & & ' VM-Host-Infra-02 (C VMware VIC K14 N\&E1 X =)L T BICIF. X
DFIEZXRITLED,

1. 8 RANISA4T7 VT, Storage (RhL—2) ZFIRLE T,
2. datastore1 #H2 1) v L. Browse Z:&RL 9,
3. F=RANFIZIOHYT, [7y7O—-R 1 &2V vILET,
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4. A5>O—RL7IVIC RZANDREFELICEH L. VMW-ESX-6.7.0-nenic-1.0.25.0 -offline_bundle
-11271332.zip ZBIR L £ 9,

T—RANTITZOYT, [PyFO-R]Z7UvILET,

(A< 1Z2Uw o LT DT 7 )% datastore1 (C7v 7O—RLET,

MAD ESXi RRAMMITZ7AIH Ty TO—REINTVB I ZBRLTIRZEL,
BRAMA YT FURE—RIZB>TVWARWERIF. XOTFYXAE—FRICLET,
B ESXi "R b, ¥ T ILIES F 715 putty I8ERD S ssh #FERAL TEHRLE T,
10. root /NZAT—FZERALTroot & LTOJ 1> LE T,

M. BRAMTRODAY Y RERTLED,

© © N o O

esxcli software vib update -d /vmfs/volumes/datastorel/VMW-ESX-6.7.0-
nenic-1.0.25.0-offline bundle-11271332.zip
reboot

12 BEFNPTET LIESERANTERIAMISAT7ZoMIOTAY L AVTFURE—RERTLET,
VMkernel R— FELMREX M v FZERELET

ESXi /R X ;b VM-Host-Infra-01 & VM-Host-Infra-02

ESXi "X b E®D VMkernel R— b E L PREZI A v FR2BETDICIE. ROFIEEETLET,

1LRAMISATYRT ERID [ 7y D=0 | ZBIRLEFT,

2. ARDARA T, [Virtual switches] ¥ 7 & FEIRL £ 9,

3. vSwitch0 Z:#RL £ 9

4 [ REDRE | ZBRLEY

5. MTU % 9000 ICEEL £9,

6. NICF—=>J%zRBRLET,

7. 7z I)LA—/\—)EF (Failoverorder) £ 3>T. vmnicl Z:&ERL. 7T L TX—7
Mark active) 22w L%,

8. vmnic1 DRAT—RADT I T4 TICHE>TVWB =R L £ T,

0 [&®RE]IZVIYILET.

10. ZRID [y b D=0 1 ZFRLEF T,

M. RO > T, [Virtual switches] 2 7 %5&ERL 9,
12. iScsiBootvSwitch Z3&RL £,

18 [REDRE | ZFERLEFT

14. MTU % 9000 ICEEL 9

B[ ®kE]IZIVIVYILET.

16. [VMkernel NICs] # 7 %:&IRL £9,

(
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17.
18.
19.
20.

21.
22.
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
33.

35.
36.
37.
38.
39.

40.
41.
42.
43.
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I vmk1 iScsiBootPG | Z&EIRL 7,

[REDRE | Z:FRLET

MTU % 9000 ICEEL X7,

IPv4 SREZRHIL. IP 7R L X% UCSiSCSI-IP-Pool-A DAZBDT7 RL RICEEL X9
Cisco UCSISCSIIP 7— L7 RLRZBEIDETTI2HENDHBIHEICIP 7 RLADHESE

()  =E#®T3ICH. iSCSI VMkemel £— MIHLTEALY 7%y FRORAS IP 7 KL X

ZHEATAZICZHRLET,

[(RE1ZOUVILET.

[Virtual switches] 2 7z #IRL £ 7

Add standard virtual switch Z &R L £ 9

vSwitch % 1Z1& T iScsciBootvSwitch -B | £ WS &EIZFIF £ 95

MTU % 9000 ICREL £ 7,

[Uplink 1] RAwW 7R T XZa2—h5 [vmnic3] Z:ERL £7,

Bmzo)y o LET,

FRRDARA T, [VMkernel NICs] ® 7 & EIRL £,

Add VMkernel NIC Z3EIRL £ ¢

FLOWR—rJIL—THHE LT, iScsiBootPG-B ZiEEL X

REE X A v FIZ [iSciBootvSwitch -B | %3&IRL £ 9,

MTU % 9000 ICSREL £96o VLANID [FAALABWVTL L,

IPv4 5%7E Tl Static Z#32ER L. Configuration AT Address ¥ Subnet Mask Z3§E 24 > a V% RE
RLEI,

IP7 KL ZOBAERIF B0, Cisco UCSISCSIIP 7—ILT KL REBEI0 UTE 2%
() Er®3H8M. iSCSI VMkemel £— MIHLTEALY T2y FRORAS IP 7 KL X
R ERTHC CEMELET,

.Create z7)woLEXY, .

ERIT. [*ybT—=21%ZFBRL. [R—bIIL—T 1 RTZBERLET,
FRRDARA VT, [VM Network] Zz527 v o L. [BIFR] ZERLFT,
Remove 227 ) v LT R—hrJIL—TOHIBRZRETLET,

FRROARA > T, Addportgroup (R—brFIL—TFDENM) ZFRL FT,

R— kT IL—FIC T Management Network | & WS EFIZ{TIF. VLANID 71 —JL RIZ T <ib-mgmt-
vian-id> ] AL T, RAEZX A wF vSwitch0 BMBIREINTWVWB 2R L £ 9,

[Add] #2 w2 LT, IB-MGMT % T —JDIREXKRTLET,
LEEBT. [VMkernel NICs] # 7 %&IRL £9,

Add VMkernelNIC 22 ) w7 L& T,

FRAR— b IL—TFDIFEIE. VMotion L AAL F T,



AR R A v FDIBEIE. vSwitch0 Z3EIRL £9,
45.

46.
47.
48.
49.
50.
51.
52.
53.

VLAN ID {Z T <VMotion-vlan-id> | € AL £T,

MTU % 9000 ICEEL X7,

RV IPv4 BREZEIRL. IPAREZERLE T,

ESXi "X k@ vMotion IP 7 RLR& %y kR XTZATILET,
vMotion X% ¥ TCPIIP X2 v U % #RL £ 7,

Services (¥—E X) T vMotion (vMotion) 7%Z3iER

Create 27w LFJ, .

Add VMkernel NICZ 2 w2 LE T,

FLWR— T IL—TFDHEIE. nfs_Share E AL EFT,

AR R Ay FDIZEIE. vSwitch0 Z#EIRL £,
55.

56.
57.
58.
59.
60.
61.

VLAN ID |C T <infra-nfs-vlan-id> | EADLZXT
MTU % 9000 ICZEEL 7,
B IPV4 SREEEIRL. IPUYREEZERBALET,

ESXi RAMAVTSDNFSIP7RLRERY hNYRIZANILET,

H—ERFBIRLBVWTLLIEEV,
Create Zz 271w LEXd, .

R A1y F2THFERL T, vSwitch0 ZiEIR L £9, vSwitchO VMkernel NIC @ 7 O/NT7 « & RDA

DESICRELET,

297



= vawitchi

Bk Elsenirgs | @ Retust | ) Ao

re— ySwitchl
| | Ty Hendand vSeelth
p— P s
Undiniz: &
| = ¥8witch Detads | wieh topology
{35 L]
| VM Netwark
Fors €85 8738 aupinte| g ;
| VLA D T8
| Link giseavery Listen ' Cisoo discawery orofaool |COP)  Viriusl Machines [2) Cl M il TR Neps, Ful
| ettscheg it Filecial Bl [
| M JEITAE B Ly
| Bepoor imarvel 1 ) B Ll _.JJ
| = Mic teaming palicy |
| Motify swichas eg @ Moton F |
= S VLN D R
| Pl Frule hazed on oigingtrg part IC « UMisirel serfs (1] [ ]
Reversapclicy Yes b 1326 T 208 -7
| Falnack Yes E
’ MFE Share |
| = Becuwity palicy 4 !
| WLAN 1Y
Bl promfzcucs mode [ » Usermel ooz (1) =
| 1
Al forged Iransels Yeg G R el e _¢:|
| | L
Blow MAC changss Yeg E
. 4 Wensgerert hetwerk rd
= I li
i Ehaping policy VLN D 18
Erabied e » VHeemel oarfs (1] |
W AT ]

62. [VMkernel NICs]  7ZER L T, REBAHDRETRX TR EZHRLE T ROBDKLSBTHTEHER
RENET,

(3 localhost localdomain - Networking

Port groups Virtual switches Physical NICs i VMkernel MICs I TCP/IP stacks Firewsll rules

B Add WMkernel NIC L | €@ Refresh | Actions '.'_J.Q Search
Mame v Portgroup w  TCF/IP stack w~ | Services wv  IPvdad... v« [Py addresses o
B vk Q_ Management Network 2 Default TCF/AP stack Management 17218.7....  fe@l:2253bof a0l a2ebd
B vkl Q_ ScsiBootPG =i Default TCP/IP stack 192.168.... fedl: 225 b5 fall ade/td
B k2 Q ScsiBootPG-B == Default TOP/IP stack 192.188.... fedD;; 250:56ff febd; 1248
- R & MF&_Share =% Default TCP/IP stack 192 168.... fedD:: 25056 f=65:28a4 .
vk & ViMaotion =2 Default TCP/IP stack viVlotion 192.168.... fe80::250:56ffebc:2650. ..

5 items
&

iSCSIVILFNA=EYy b7y SLET
ESXi l& VM-Host-Infra-01 ¥ VM-Host-Infra-02 Z7/R A L X9

ESXi 7R X k+ VM-Host-Infra-01 & & U VM-Host-Infra-02 T iSCSI YILF /NN XA ZB/E T BICIE. XOFIEEE1T
LEd,

1. EBRANISATYRT, BEAD[ A ML—2 1 ZBIRLE T,
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2. RORA VT, [PRATR)1 2OV I LET,

3.iSCSIV I hI TP 7HTR%EBIRL. Configure iISCSI (iSCSI D/TE) 27U v LET,

{1 localhost.localdomaln - Storage

Dalastores Adapters Devices Persistent Memaory

Configure ISCS1 Software iSCS| B Rescan | (& Refresh | £F Actions

I'.Q Search
Mame ~ | Model “ Biatus ~ | Driver w
8 vmhbal Lewisbung SATA AHCI Controller Unknown vrmw_ahci
E vmhbak4 iSCE! Software Adapter Online iscs1_vmk

2 ftems
4

m vmhbag4
Model

Diriver

1SS Software Adapter
iscsi_vimk

4. [BE—~ v N T, [BIE—47 v bOEBM] Z2U Yo LET,
5. 1P 7 RL XIC Tiscsi_dlifola)] EAHALET,

6. CNSDIPT7RLADAAZEDIRL £ 'iISCSLIiIf01b’iISCSI_lif02a'iSCSI_lif02b'
7. [Save Configuration] 27 ') w2 L% 9,
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&2 configure ISCS1 - ymhbak4
iSCS5! enabled Disabled '® Enabled
* Name & aliag 0. 1892-08 com. ciscoiucs-host 3
¢ CHAP authentication Do ot tse CHAP
b Mutual CHAP authentication Do not uss CHAR
b Advancad settings Click to expand
Metwork port bindings 8 Add port binding
Viikarne! NIC v - Pon group v  |Pyd addrass w
Mo port bindings
Static targets Add static targst ot Edit settings (Q Search )|
Targat ~ | Address ~ | Pont -
Iqn.1992-08. com. netappsn.eff200ve 3 182.168.124.3 3280
ign.1992-08 com_netapp-sn aff300:wvs 3 192 168 124 1 3260
gn. 1882-08. com.netappsn effdl0os 3 182.168.125.3 3280
ign.1992-08 . com.netappsn aff300wvs 3 192.158.125.1 3260
Dynarmic targets Add dynamic target (@ Search )
Addrass ~ | Port w
192:168.1241 3260
182 18B.125:1 3260
182:168.125.3 3280
| Save configuraiion | Cancs| |
)

Miscsi lif ] DIP 7RLAZEITARTEETSICIE. NetApp AL —2 - IS RXABEBA VA —T (X
lcOZ' 1 > L. T network interface show | IY > REEIFTLET,

@ RARDPEFNICANL=T7HTREZ—Ty hEBIXX vy L. B Z—7w MIE
mLxd,

MBRTFT—RAIANTEIT>

ESXi | VM-Host-Infra-01 ¥ VM-Host-Infra-02 Z7R XA ML X7

MBRT—RANTEZITV T BICIE. BESXIiRA M TROFIEEZERITLET,

1. Rk« 547> T ERID Storage Z3EZRL £ 9
2. fRDRA > T. [Datastores] &R L 9,
3. FRDARA VT, NewDatastore (FifR7T—42Xb7) ZFRLTHLVWT—EXAST7EEBMLET,

4 [FHRT—RALT7 1214700 RYyIRXT, [INFST—HILTDODIIVN]ZFIRL. [IAN]ETV
v LEd,
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1 Mew datastore

Select creation type

SEiovide MED mptink datdiis How would you like to create a datastore?

3 Ready to compleie

[ = 1l
Create risw VMFS datastors Creata & new datastore by mounting a remaota NFS valumea
Add an extent 1o existing VMFES dataslore

Expand an existing VMFE datasiors extent

Mount NFS datastore

| Back Mext | Firfish Cancal

5. [Provide NFS Mount Details] R—> T, XOFIEZRTLE T,
a F—RXAKL7%Y2 LT linfra_datastore 11 ¥ ASILZE T,
b. NFS #+—/XD TNFS Iif01_ a] LIFDIP 7RLXZAALET,
C. NFS £BDIFE (L 'finfra_datastore 1' L AL E T
d NFSDN—T 3 VIENFS3DEFICLET,
e MN=ZI v ILET,

3 New d. @ - Infra_datastors_1 - infra_datastore_1

+ 1 Select creation type Provide NFS mount details

2 Provide NFS mount detalls Provide the datails of the NFS share you wish 1o mount

+ 3 Ready to complete

Nama | Infra_datasaore_1 |
NFS server I 192 168.104.3 E
NFS share | infra_datastore_1 |
NFS varsian

BINFS3'- NFS4

6. FTHIVUwILET, CNT. T—HARTHRT—EILT7DI)AMIRRTINET,
7. RO > T. New Datastore (Fiii7T—42X+7) ZZBIRLTHLWTF—2I 7ZEEMLET,

8. New Datastore (¥ifi7—& X b77) 4« 7O 7Ry X Ty Mount NFS Datastore (NFS F—% X k
TDITR) %&ERL. Next ORAN) 2O w Y
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9. [Provide NFS Mount Details] R— T, XOFIEZRITL X,
a F—A2X 722 LT lNinfra_datastore 2 ] EABLET,
b. NFS #f—/\D Infs 1if02 a1 LIFDIP 7RLRZAALET,
C. NFS B D5 &L finfra_datastore 2' Y AJIL F 9
d NFSDN—Y a3 IENFS3DEFICLET,
N ZO )Y LET,
10. FTYZ2 0V wILET, CNT. T—RAMTTHT—EILTDU R MMIRREINET,

()

(§ | lm-ﬂi.xwmﬁn.:nm -!}mnp-

Datastores Adapies Davicas

u Mew datasion Iy Ragisier a VM ) Datasiors Drow par e Rafrash =1

Harng w | Ditvd Typa w  CEpicly v  Provigonsd w  Fleg w  Typa w | Thil prosithee.  ~  Alteds
B cataston Fon-550 THGE 385G 3558 VMIFGE Eupporied Singly
E) miEn_dalasiera_1 Ak 500 0B ITARGE 462 81 GE HF3S Sugpomed Singla
[ inta_datasiore_2 Unknown 850 GB 1079 GB 439 31 GB HFS Supparied Single

M. \WAEDESXi KRR MIEADT—RALT7EITALET,

ESXi "X kT NTP #5%E
ESXi |& VM-Host-Infra-01 ¥ VM-Host-Infra-02 #7R XA L ¢

ESXi KX R TNTP ZREJ ICIE. ERXFTROFIEZRITLE T,

—_

RALOZA4T72 b5, ERO [EE] Z22RLE T,
RROT 2 RURT, (KRR 2TZ2FRLET,
REDMREZT7 Vv I LET,

[y bT—=0R2ALTFONIINZERTSE NTP IS4 72 b Z2EBMCTB ) MEREATVWE "
BRLET,

S . RO TR I AZa—%@EHALT. Start (FA%R) H KU Stop with Host (RX FTELE) ZFEIRL X
ER

6. 2 DD Nexus AT YFDNTP 7RLRX%E, hYITRYI>TNIP H—NRy I XICAALET,

> w0 D
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[J Edit time configuration

Specify how the date and time of this host should e set.
I Manually configure the date and fime on this host
Em|
@ Use Metwork Time Protocol (enable NTP client}

NTF service startup policy Start and stop with host v

WIE SEreers 10.1.156.4,10.1.156.5|

A

Separate servers with commas, e.g. 10.31.21.2, fe00:2800

Save

| | Cancel

-

7.Save 7 )w I LT, REDEEZREFELE T,
8. Actions > NTP service > Start DJIBIZEIRL 9,
9. NTP H—EXDEITHT., 7O0vIDELVWRZICKRESN-C e ZHERBLET

@ NTP 4 —/\NOBERIEHR R F DRI ($SVREZIEEHHD T,
ESXi "X DR w T%#HRTE

ESXi |& VM-Host-Infra-01 ¥ VM-Host-Infra-02 Z#7/R A L X9

ESXi KA R THRRAMDRAD Y ITH#BETBICIE. FRANTROFIEEZERTLET,

1. ERDFEF =23 RAVT, (BRI 2V I LET, ARIORA VT System (VX TL) %iE

RL. Swap (3#) #7J)vILFT,
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“I Navigator || [J ucsesxia.cie.netapp.com - Manage
x Q Host | System Hardware Licensing Packages Services Securit
Monitar Advanced settings # Editsetiings | @ Refresh
= Autostart
1 Virtual Machines 0 Efiapicd L
_|.'_|
H storage @ ; Datastore Mo
> — Time & date
~£3 Networking Ik
Host cache Yes
vSwitchi
= iScsiBootvSwitch Local swap Yes
‘ More networks...

2. REDREEI VI LET, T—RARTDA T3 >H 5 'infra_swap' Z:EIRLET

[ Bt swap configuration
Enabled ® vas () No
Datastore infra_swap "
Local swap enabled ® ves () No
Host cache enabled ® ves () No
Save || Cancel

3. [RTF1ZVIYILET .

NetApp NFS Plug-in 1.1.2 for VMware VAAI Z 1 > X b—J)LLFT
NetApp NFS Plug-in1 % > X b—=JLL &9, 1.2 VMware VAAI DiHEIZ. XOFIEEETLE T,

1. NetApp NFS Plug-in for VMware VAAl #4840 >O— KR L %9,
a KPP IERLET "Ry R TV TDY T R YT FAY I O— RR—I",
b. FICX-A—JLLT. NetApp NFS Plug-in for VMware VAAI Z2 J w o L 7,
C.ESXi 7oy hT+—LZERLEFT,

d BFOTSTA>DATSA VN RIL (zip) FlldgA>SA4 NV RIL (vib) XD O—R
LEY,

2. NetApp NFS Plug-in for VMware VAAI ONTAP (& IMT 9.5 ADXSHMRERTH D . HEERMEDFFMEIE
NetApp IMT ISEBRICRAINE T,

3. ESXCLI ZfEHL T, ESXiRAMITZI1>% A VA M—ILLE T,
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4. ESXi KA bz T—FLEFY,

VMware vCenter Server 6.7 #1 > A =)L 93

DU a>TlE. FlexPod #kIC VMware vCenter Server 6.7 = > X b— )L 23S FIEICDOWLWT
SEAL £ 9,

(D FlexPod Express Tld. VMware vCenter Server Appliance (VCSA) ZFERL XY,

VMware vCenter Server Appliance #-f > X h—J)L§ 3

VCSAZA VA b=ILTBICIF. ROFIEZEITLET,

1. VCSAZ A >YO—R LT, ESXi KX FDEIEEFIC Get vCenter Server 7 A% 7w LT &
OYO—RYYIICTIEALET,

| " Navigator ~ || [ ucsesxia.cie.netapp.con
Manage | (5] GetvCenter Server
Monitor —n ucses)
Version:
{51 Virtual Machines 0 State:
B storage Q ‘ L pfime:
~E£3 Networking 5

— . ~

2. vCSA % VMware %1 kOS54 >O—RKRLET,

@ 1 > X b—)LA]EE%A Microsoft Windows vCenter Server Bt R— kI F H. VMware
TIFFHLWEAIC VCSAZHERE L £ 9,
B ISOAM A=Y TIVRLET,

4. TVCSA-ui-sinstaller 1 > Twin321 T4 L2 rJICBHLET, [linstallerexe ] ZXTILo ) woL
£9,

S[AVAM=I]1ZO )Yy I LET

6. [IELBHICIR=JT[IN]ZIUwILET,

7. EULAICRIERL %7,

8. BR4 - 7 LT. Embedded Platform Services Controller &R L 9,
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9.
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=

| instzlar

vim Install - &

Select deployment type

1 Inbroueson
Scheot the divployment byon youwant e ceafiguio oo he spplianee
2 Cnc bsel leanss agraamant
3 Select deplovment tvae For mars irtormation on degloyment tvmes, refer tg the wSphare 6.7 documentation
4 Appiare depieymen| Targe Embadded Pratform Services Controlier R AT e
@ voenter Server with an Embecdsd Patform Services Cantraller PR
5 Satupappience v Fratform Senvlees

Controller

solect oopaymerl s wierler
Server

T Select datastare

o

conflgure retwork settings

& Ready Lo ol sldge External Platfarm Services Contredler e
et Cconil raalle: (el s

qroros Exloromt MacTorm Services Soolrollerd PH'Z-‘QI'ITI Services
Contraller

Appliance

wilantar
Server

WHEIZG LT FlexPod Express ERED—EE LT AEF Sy b7 x—LHY—EXO> FO—Z5DE
ABbHR—rINET,

TISATVRABAZ =Ty bR=IT, BALLESXIRA D IP7RL R IL—h2—HFH LU
root NAT—RZANLE T RNZ2T Vv I LET,



3 oo e pplonce nsser L= = —

Appliance deployment Target

Intreducuan

= gopliance deployment Target settings, T2 tafgiet | the ESXI host of wIanter Server inst2nce an whah o2 appliance will be

P B usor s s sgreo

3 Selech deploymant e

CSX] hoat o et Serdal nams 172.18.7.208 @

Appliance deployment targst

HTTME poct A4z

5 5ot up appienme W

Usei name ot 6]

=

Selact napiayiment Aiie

Faszword

7 Select oatastare L¥x

¥ Configurs metbwork setings

9 Ready lo comnletastage

10. VCSAIZ VM B LU VCSAILERTZIL—FNRXT—RELTVCSAZANILT. 7FZA4T7 VX VM
ZRELET. INEIUYILET,
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=
s

Instater

wvm Install - Stage 1: Deploy

Intrecuction

Spectytng ¥

5
3 WM name
4 ymEn target Set root pEsswore
5 Setup appliance Y
£ Select deployrent siza
Seloot daastons
8 COntogure NeTwars ssttings
a 1

Set Up applianca VM

trE ror the apoliance to be day

i-kefrash-visa

N BRICRDBELIBEAY A X ZERLTLLIEST V. INET Vv I LET,

il

[mztallar

1: Deploy appliance

3]

Irirerediiiieany

Scizel Lhe
F End uger llcenss adrsament

3 Serctidesls

o

Crizp

Stormga 57

B Select depleyment size
T Seslemsd dferlmslope
Tiry
0 Confous netwotl Le1ngs
4 Heady tocomolets stage

Sedium

Larps
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Depfoymiert Size

VRS

wrnerH sige for LhiseCoslor Serr

symnent sizes, reter oo the

Resaurces requlred Tor different deplayrment slzes

=n Ernbzcid

Sterane [GH)

A

Hoats [up to)

¥}
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12. Tinfra_datastore 1'] T—2XALT7EFIRLET, IANZI Vv I LET,

5 Cense Server Applance nsller IV

Select datastore

SElech the stofags iocation rof this spallance
2 End User iWense nareement

3 SEEcldeployment Type

Penrrie L4 Type Capity T Free ’ Frovisicred ] Thin Prowisioning
4 Appliance deploymenl large dalestore YMES B 17,560 12.50 GG 281 60 Sunpurted
" = Infre_oatastore 2 NFST1 S0 G 50,74 & 10.268 5B Supporte:
T &_gatamtore_3 MFS 300 58 50,74 GS .25 5B Suoported
Infre calasiure MFS£1 5aC G0 &484,26 &0 EzT4 GO Svwporled

m

SElech dedltyment size

=l

Zelec] daleslore:

Fim Pinke Muede (T3

o

Confiniire neneark settings

2 Ready to compste stage

RS | i l
|

13. [Configure Network Settings] XR—J TRDEWRZASIL. [Next] Zo Vv I LET,
a. v b7—2 2 LT MGMT-Network ZZEIRL £ 9,
b. vCSA IZFHY % FQDN £7lZ IPZANDL £,
C fEHTBZIP7RLRZANDLFT,
d FERTZIH Ty bYRIZANLET,
e TIAINT—bD A ZASILET,
L DNSH—NZANDLET,
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er Server Appliance with an Embedded Platform Service:

| e
End |
Py F Motwor WMotion [Fn]
A Py SR il
I pRHRnCe Y IP assignment slatic
1 pioymen; size FODl woahnwindosa cle ratapp com o
et gaiasione 1P pogress 7287124
B Configure network settings Subingt mask of pretid length J55.255.0,0 o)
¥ Ready fo complete stage 1 Cuitautt paleway 172.48.0
DS sorvers OGN 18 I5010, 61 1B 5
HTTE HO
HTTRPS 443

14 TZF7—J1 Z2RTI2EFHTEH L) R—JT. AALLEERENELWC ZHRLET, BT %
Uy I LET,

VCSADA VA b—ILENET, COTOAERICIFHAIHHID T,

1B R7F=V1HBET IR BTYLEIEZTIRAYE-—IHRRINET, 71 22y I LTRT
—V20REZMAIBLET,

Install - Stage 1. Deploy vCenter Server with an Embedded Platform Services
Controller
@ You have successiully deployed the vCenter Server with an Embedded Platform Services Controlier
5 ! L
' B y & ESnE it [ 5 e by o Iy Sy plianca Manage 1
' .

16. TXF—22 DIEN) XR—TJT. TNy Z#2O0Uv I LFT,

. NTPH—ND7RLRE LT MN<<var_ntp_id>> | EAILET. BEDNTPIP PRLRZANTER
ED

vCenter Server O 5] A RE = FER T 35 81d. SSH 77X BMICHE > TWVWBR I e =mEEL TL
7230,

310



18.

19.
20.
21.

SSO RXA V% WRAT—R, BLUTA MRERELEF T, INEIUVILET,
%2 'vSpherlocal' R XA >ENSANBZIHZEIT CNHDEZESZEICL T TV

PHEIZIHLC T, VMware HXAAY—IT ARV IVAIOT S LIZENMLE T, "Nz )woLZExd,
REDHBBEZRERALET, [T 1 &E27VvI93h. [RED ]| REE2EALTCEEZRELE T,

AVAM—ILOBREIC. 1A= IILE—RELEFAIFHR T TEAVIEEZTRIXvE—IRRREIN
£9, OK|Zo2Uw o LTHATLE T,

TIIAT Y ADRENFATENE T CNICIFEDHDD FT,
Ty RTPYTHERBICKET LEZEZTRIXvE—UHRREFENE T,

@ 4> X b—SH vCenter Server ICT7 VAT B1-DICIRETD U >UIFo ) v IREET
ER

VMware vCenter Server 6.7 $ & U vSphere 7 5 XX 1) VI %&BET

VMware vCenter Server 6.7 £ & Uf vSphere 7 S5 X2 VI % RET BICIF. ROFIEERITLET,

1.
2.
3.

https:/A<<FQDN & 7=|& IP of vCenter >> /vsphere-client/ ICFE&IL £ 9
vSphere Client DicEZ 7 v 7 LF T,

VCSA DTy b 7w 77O X TANLI=2—H4% administrator@vsphere.loca & SSO /XX — R%&{F
BLTAJr>LFET,

vCenter &% A7) w2 L. New Datacenter &R £,
F—=REA—D&EIEANL. [OKZ2) v I LET,
° vSphere ¥ 5 X X & R} *

vSphere 7 5 2 X ZERT B ICIE. XOFIE%ERITLE T,

1.
2.
3.
4.

FLLIER LT —2 > %2 —%8F21) w2 L. [New Cluster] Z3ERL X9,
IS RXZDLREIEATILET,

DRS & vSphere HAD A 7> a V& FEIRL TEMICLE S,

OKlZ2 1w LET,
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https://<<FQDN
mailto:administrator@vsphere.loca

NEW Ciuster Flexpod_SeaHawks e

Mame Express
Location [l Flexpod_SeaHawks
@) ODRs [ @

@ vsphere HA @
VAN ()

These services will have default settings - these can be changed later in the

Cluster Gulckstart workflow

°c ESXi RA b&EUSRAITEM *
ESXi KA &I ZRARITEIMT BICIE. XOFIEEZRITLET,

1. 2S5 Z28%®M Actions (7> 3Y) XZa—TAddHost (ZRX hDEM) Z=&ERLEFT,

vSphere Client

H T 8 9 [J] Express | Actionsw

H Actlons - Exprass

v e SUmALY Mooy Config A5 Datast«
+1
w Flexpod SeaHawks Ll Add Hosts. .

Total Progessor e .
|T_I| Exprass — |- SR I MNew Wirtual Machine. ..

2. ESXiRA b Z I S ZXRIEMT BICIF. ROFIEZRITLET,
- RZABDIP EfIFFQDN Z AL E T, INZT ) v I LET,
croot A—HPRHRENRT—RZATILET . KNIV v I LET.

-Yes #21)wo LT, KX LDIEBEE% VMware SEFAZ Y —NICK > TER SNTEIREICETHR X
£9,

. [Host Summary] R— T [Next] #2 Uy I L£9,
O+ T7Aa%UY)y o LT, vSphere RAMIZAEYREEBMLE T,

o Qo

(9]

o

0]

() coFmE ABCBLTHLTHITEET,

L[N ]Z2UYOILT QI8 TV E—REENOFFIC
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9 VM DIZFR | R—=Z T[N Z0 ) v I LET,

h. [Ready to Complete] R—CZHERLE£T, [RD | REVEZFERLTEEEZITO>N. [TT ] ZFRL
9,

3. CiscoUCS RA M BICHLTFIE1 £ 2 %#&DIRLET

FlexPod #8RICR X b & BN 23%5Eld. COFIEEZETIIHNELHD £,

ESXi RAMCOAT7HA Y THBELET
iSCSI J—rRRAMADESXiZA> AL VEZODEY N T v

VMware iSCSIV 7 Iz 74> T —R2%EAL TIiSCSI TJ— kN7 ESXi KX k&, vCenter D—EB
THBDESXI AV TALVRICATE Y T2RTTBDLSICHRETIRELNHDET, A>FIL I RIF.
vCenter Appliance TIZT 7 4L E TEMICAE>TLWEEA. COFIEIL. vCenter DEAL IS 3V DR%E
TERITITIVENBHD 9, ESXi Dump Collector 2ty 7wy TF3ICId. ROFIEZRITLET,

1. vSphere Web Client | mailto : administrator@vsphere.loca | [administrator@vsphere.loca 1] £ L TO%
AL, [R—L]Z&ERLET,

2. RRORA VT, YRTLEREI VI LET,
3 ERMDORAIT, [H—EX]ZERLET,
4. [Services] T. [VMware vSphere ESXi Dump Collector] 7 J w2 L 95,
S. HRDARA VT, OB T7TAI>=ZI )y I LTH—EXRZRABLE T,
6. [ 7023V XZa—D[RE— 7y TOBEORE| 27V vILFET,
7. BEEERL £,
8. [OK|Z2V)woLET,
9. SSH ZfFAL T. FESXi RX ~Iroot & LTERLET,
10. xRV RERTLET,
esxcli system coredump network set -v vmk0O -J <vcenter-ip>
esxcli system coredump network set —-e true
esxcli system coredump network check
REBEOOYYFZERITTBZ L "BRINT netdump T —N\HDEEL TWVWB e ZHERLELTcE WS Xy
t-—UHRRENET
(i)  FlexPod Express Ich X M2 EMY 3H81E. COTOLRERTTIUENBD 7.
=Ry

FlexPod Express |&. #2FR% ) —R I3V R—2> M EFER LIRIEEADRETTIR
HITBET. DUTITHRNGERAEZERIIL £9, FlexPod Express I&. I V7R
— X hZEMTZETHRTET DD, FEDEDRAZ—XIZEHDETHRAEY
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mailto:administrator@vsphere.loca
mailto:administrator@vsphere.loca

A X TE£9, FlexPod Express |&. F/NREIEDEER. ERHOV U a1—>3 %W
FY¥ 923 ROBOREDELEXIBICBEVWVTHRITSINE L

BINEER

CORFaAXYMIEBEINTVRBHRDEFMICOVWTIE. UTDRF X2 X Web
A bZBBRLTLEEL,

* NVA-1130-design . FlexPod Express with VMware vSphere 6.7U1 and NetApp AFF A220 with Direct-
Attached IP = Based Storage NVA Design

"https://www.netapp.com/us/media/nva-1130-design.pdf"

*AFF Y XTLEFAS DATLDRFaXr by X—
"http://docs.netapp.com/platstor/index.jsp"

*ONTAP9 FF*aXy5—>3>y -ty 4—
"http://docs.netapp.com/ontap-9/index.jsp"

* Xy Ry TORBIYZaTIL

"https://docs.netapp.com”

FlexPod Express for VMware vSphere 7.0 £ Cisco UCS Mini
5 K U'NetApp AFF/FAS-NVA-Deployment

Jyh-2y N7y TOBRRZE 15T

FlexPod Express for VMware vSphere 7.0 & Cisco UCS Mini$ & U'NetApp AFF/FASHER
% 1E. B200M5T7 L — R4 —/\, CiscoUCS 63241 > v—T 77w oAV R—
O2 k. Cisco Nexus 31108PC-VR 1 v F. £/IFZDMDERZ 1 v F=HBH L
7=Cisco UCS Mini¥ . NetApp AFF A220. C190. FAS2700>1) —X1> FO—FHANR
T7ERALET. NetApp ONTAP 977 —XEEYV I U 7ZXHTLET, C
DNetApp Verified Architecture (NVA) BARFa XY FTIE, 41277 AVR—%2k
Z & E L. VMware vSphere 705 K UBEEY —I)LZzEA L T, EEMCTRAMICEN
T=FlexPod ExpressNX— X DRI > 7 % EN T D 1D ICHELRFFABRFIEIC DOWLWTER
BHL &9,

"FlexPod Express for VMware vSphere 7.0 & Cisco UCS Mini$ & U'NetApp AFF/FAS-NVA-Deployment”
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