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ControllerQOl>vlan create vif(0 <<mgmt vlan id>>
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Cisco Nexus 3172P Deployment F|[EDHB

KDYt 3> TlE. FlexPod Express IRIETHEA T % Cisco Nexus 3172P X1 v F D
BRICOWTEFLLLEHRRBLET,

Cisco Nexus 3172P X1 v FDHEEtEy b7 v/

ROFIETIE. FlexPod Express DEARIRIETHERAT 5 & 51 Cisco Nexus 21y FEERET B HEICDUL
THEAL XY,

COFIEIE. NX-0SVY T hox7U1)—X7.03)i7(5) #321TL TL' 3 Cisco Nexus 3172P %
FRALTWAZLEZRMRELTUVET,

1. 24w FOOAVY —I)LR— b ERVICT— ML TES IS . CiscoNX-0S v b 7w 7HEENICH
BREnEd, COVEIERTIZ. X1 vF&. mgmt0 7 > 42— T 1 XEE. &K Secure Shell (
SSH) v b7y TREDEXRMBHREEITVE T,

2. FlexPod Express BIEXw T —2d. TEIEFRAETHERTETE I, 3172P X1 v F ED mgmt0
E—=T A RF BIFOEEXRY hT—JICERTE D Ny oY=y IBHT 3172P X1 v
FOmgmt0 1 VR —T A A %ZEHRIBDEHTEFET, 7L, TDUVTIE. SSH FS T v IR
CONEEBT IV RICIZFERATETXH A
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TWET,

3. Cisco Nexus 3172P X1 wFEHRE T BICIF. RAM Y FOEREAVICL. BEOIERICKEWVWET, 2
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HZTLIET L,



This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

- REDBENKRT SN, BETIDESHOHERZRODOSNE T, REDELWSEIZ. Tny CASL
9,

Would you like to edit the configuration? (yes/no) [n]: n

- TOH. COREZEATINEOIDZER I A vE—IDKRREIN, RELEX T, TOFEIF. Ty
1 EANDLET,

Use this configuration and save it? (yes/no) [y]: Enter



6. Cisco Nexus X1 vF BICDWT. COFEEZEDRLET

BEBKEZEMICLET

EMOHFRES T2 a>zRHET BICIE. Cisco NX-OS TREDEELKEZ 1 R—TILICT IHBENHD F
ERS

[interface-vlan | #gElZ. CDYZa7ILLAETEHAINTULWS [ back-to-back 1 'm
@ Mgmt0 | 7> 3>z FERT35R8ICOAMETT, CcOMEZFERT . 1>2—TJxA
ZVLAN (RAYFREAVEZ—TTAR) ICIPT7RLREEDYUTEZIENTEET,
NCED, A YFADAL N REEBE (SSHEBEARY) MEEEICRD XY,

1. Cisco Nexus 21 v FAB LUV R vF B THEYILGEEZ M *—TILICTBICIE. A< R T (config t
) 1 ZEALTIY74FaL—>aYE—RZzHBL. ROITY RZETLET,

feature interface-vlan
feature lacp
feature vpc

R=bFVY¥RILOTI7AILEOO—RNS O NYaTlE V—REEUVTRAT4HZ—3>D 1P
FRLZAZFEALT, R— b FYRILDAVE—T A XLEOO—RNS YOI T7ILT) X L%ERE
LEd. NyZaZI)ILdUVRXLICY —XBLVTRT4RZ—2a> D IP 7 RLAUNMIH T —2%12H
TBET. R=rFYRILDXAIN—2FEADLIDEERO-RNZ VO VI %RIATEET, ALE
A5, V—RXBELUVTFRTARZ—2a>YDTCPR—bZ2/N\y>a7ILd) XLISEBINT 3 Z & a2#EE
L9,

2. #HE—F (configt) HE5XxDIOATY REANL. CiscoNexus 21 Y FAHLIUPRAMYyF B DI/ O—
NILR—bFFYRILO—RNZ O VIR EEZITVET,

port-channel load-balance src-dst ip-l4port

JO—NIILANZIY)—aA>T4Fxal—>aruxzEFLET,.

CiscoNexus 75w b7 #—LTld. TVwIPT72a75 VR EEINZIFH LV REKEEZFERALET, TV
wIOToaT7IVRE ANZOY) =TI TdVILEZEZTLTVWEWTNA R TT—E ST 1 v I DEL
EREMGETAEAR VIR EDMDY T U TEENSFRETIDICRILEET, R—bMIE. Ty h7
#—LICIEC T, Ry RT—=OR Ty dRHREDODWVWL DHDREDVWITNNMCERBETET 9,

IRTOR—EDTFIAINEFTRY N T—=OR— P EARBRINDELSIC. TVYSToa7o VR %ERETD
CrEHRELET, CORTICLD, 2y FT—UBBEIRR—MNOREEMRTILICAEDET, F

oo RBRHIOT WOR—F. TVYSToa7 5V ABEEDNBMICHE > TLWRVWRAIN—RE, BH—HEN
BRI —HbRRINET, £loo ANZIVY)—TTOVITEI3R—FOENDERTETHRVAD. £L
DR—bZITOVITEIANLET. 774N EDR—FDRETRY NT—U2EORESEEEHZ N
TEET,

=N A= PYyTVVIRAyFZEMTBEEIF. ANZVTYV ) —DOREISHODEREZTh -
TLEES W, BT 2EENT ) w2 T2aT7 S5 R2FR— b LTVWRWVEERFISIENIUETT, 0D
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Bridge Protocol Data Unit (BPDU; 7' w2 7O RJILT—R2A=Zw k) A—FRiE. BIOREL VLT
TIAIETCITYDR— b TAR—TIUIB>TVWET, XY M T—TRDI—TFZ[IET Z70HIC. ZDA
VR —T T4 RALETBPDUDRIDRA v FHSREINLIFZE. COMEIIR— b2 vy FEUVLE
ER

Cisco Nexus A1 v FABLUVRAYF BT, BEE—F (lconfigty ) hEXODIYY RERTL. T
TAILEDR—=bZATOBPDU H—RBEDTITAILEDANZ VTV ) —F T3 >ERELET,

spanning-tree port type network default
spanning-tree port type edge bpduguard default

VLAN #E&ZLZ9

VLAN OERZR— b EEFICERE S DRIIC. AT YFLEICLAVY2VLAN Z2EEHETINELRHD T, £
7=« VLAN IC&BIZFITTHL<E. SBO NS TN a—FTo 00 #BBICITS5 e TEET,

AYT74Fal—>3>E—F (configt ) BEXRODIOATY R%EHEITL T, Cisco Nexus R1 Vv FAHB KLY
A4 yFBEDLAV2VLAN #EZL. SHBALET,

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan_ id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

TOEAR— b EEER— bOFRAZHRELTT

L4 2VLAN [C&FIZEID Y TRIBEEREIC. IRNTOI VA —T A XICHBAEZRET DI . 7OEY
AV b TN a—TFTa I OBMAICERIBEE T,

B4y FOEBHE—R (configt) M'5. FlexPod Express D AIRIEEHDRDAR— FRBEE AL £
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34

description

AFF A220-A eOc

AFF A220-B eOc

UCS-Server-A: MLOM port 0

UCS-Server-B: MLOM port 0

vPC peer-link 3172P-B 1/25

vPC peer-link 3172P-B 1/26

AFF A220-A e(OM

UCS Server A: CIMC

Cisco Nexus X1 v F B

T—NELVAML—VDBEBAVE—T 1 XA %K

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34

description

AFF A220-A e0d

AFF A220-B e0d

UCS-Server-A: MLOM port 1

UCS-Server-B: MLOM port 1

vPC peer-link 3172P-A 1/25

vPC peer-link 3172P-A 1/26

AFF A220-B e0M

UCS Server B: CIMC

ELEXY

H—NEXL—DDEEA U Z—T A ATHERATS VLAN [F. BHE. £55H1DEIFTT, £Dfc

H. BEBAUVA—T M AR— 27 I72RR— b LTEELEXFT,. EXTYFOEE VLAN ZE&E L.
ZANZTV )= R= R TFTHETYIICE

"BLEY,

W E— R (configt) M5XODIATY RZAHALT.
/—J_O DX/:E% L\i_a_o

H—NEXA ML —COBRADEEAS VX —T A1 AD



Cisco Nexus X1 wvF A

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Cisco Nexus X-1vF B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

RER—bFrXILO7O-NILEBREZERTLET

RIER—bEFyIL (VPC) ZEARATZE. 2 DDREMA S Cisco Nexus X1 FICYIBMICIER SNz >
%, 3BEDODTNARINITZRE—DR—FbFyRILELTEBTETEI, 3BFEBOT N XICIF. X1V
F. =N, FLEZFOMORY FT—IFNA X%EZFHATETEI, VPCIILA V2 IILFNRERMHLE
To CHUCED., EHEZERP L. /— RETERONSLILNZZEBRICL. REBENIHDNEETZIHESIE
ST74vPEO—RNSVIOVTTEET. TERMEZEERTETET,

VPC ICIZRDF =D H D T

A DDTNARAD2DDT7YTRAMN)—LTNAABTR— b FYvRILEFERATETSELII1CTS

c Z2NZyUYU—=7ORINOT Oy ZHR— OB

=TT U= bRODCERHTS

* FREARBRIRTOT Y T Y UEEEEZERT 5
CUYVIFREBTNAZRDOVWINNCERENREELLBSIC. EEIN-—J T VX Z2RELET
VI LNILOMEESZRELEY

* BUAMORRERELEY
VPC BBE%Z IE L < BRET B B ICIE. 2 DD Cisco Nexus 21w FRITW DO DBt Y 7y %1754
ERHDET, NI Y—NvID mgmt0 BRRZFEARTIHEIE. 1V F—T A RAERINITRLR

ZFEAL. pingZFEALTENSDT7 RLANEETETS 2SR L £ 9 [switch A/B_mgmt0_ip_addr]vrf'
management JY > K

BRE—F (configt) HSRODIVY FZERTL. MADXAYFDVPC IO—NILIERZREL T,



Cisco Nexus X7 F A

vpc domain 1

role priority 10

peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int PolO

description vPC peer-link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<1SCSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Cisco Nexus X1 F B



vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

AbL—=YUR=—bFrRILZRELET

Xy h7YyFRARL—2OY FO—3TIE. Link Aggregation Control Protocol (LACP) Z{ERLTXw k
D—OWT T4 17074 TEETETET, LACPIE. RAyFRITRXIYI—> 3> eOxX >/ OmA
Z{T57-8. LACP DEREZHELET, XYy bT—7IFVvPC AICKREINTWVWBH. A NL—UD50
TOTAT 17071 7Rz reeiCLT. BROYMEBIM vy FICERTETET, FI>FO-3ICIF &R
AYVFADI)IDN2DHBDFET, 7272L. 4 DDV VI ITARTHELCVWC &AMV EZ—T A XTIL—T (
ifgrp) ICBLE 9,

BE—F (configt) HSBIXA Yy FICHLTROOYY RERTL, BALXDI>Z—TTARE.
NetApp AFF O~ FO—ZICEHSINTcAR— bDR— b F v RILIEBREREL X T,

1. ZAYFABLUVRAMIYFB TROOAY > REZEITLT. X bL—=2O0O-FADR—FFvxIL
HHRELED,



int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2 Z4YFALRAYFBTROOAIVRZETLT, A L= O—5 BOR—FF Y RIL%EH
ELEY

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<iSCSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

CDOFERBERIETIE. 9. 000 D MTUDMEHINTWVWET, =il 7FUTr—> 3>

C) DEHICEDVWT, B MTUEZRETIT£Y, FlexPod FERELETREIL MTU g%
RETAECHNEETY, AVAR—Y MEID MTUREDNELL RV, NTy FHEKEE
SNTINSEDNT Y EHEESNE T,

Cisco UCS H—NIZIE 2 R— b DIREA > X —T 21 XAA— K VIC1387 h*'&H D . iSCSI ZfER L7 ESXi &

RL=FTAVIIRATLDT—RAES T v oLV T—MIERAINET, CNEDTIVE—T 1 RIFEH
WMZTTAIA—N—TFTBELSICRESNTVWBS D, BE—) Y IoU EOREMENEBMNEINET, 5D
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VUEREBBDAAYTFICHBESES LT, BB3RTYFHAREIFLLIEGETHEY —N\DERZMET 5
CEHTEXT,

BWE—F (configt) "SXDOATY REZEITLT. S —NICERINTVWBRI Y EZ—T 1 ADKR—k
REZITVWET,

Cisco Nexus X vF A . Cisco UCS % —/\ A ¥ Cisco UCS t/—/\ B O

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit
copy run start

Cisco Nexus X-'vF B . CiscoUCS H—/\ A & XU Cisco UCS tH—/\ B DR

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

COFREIRIETIZ. 9. 000D MTUBMERTNTWVWET, 7=75L. 77U —> 3> 0BHICESWVWT.
W) MTUEZSRETET £, FlexPod FERERESETRIL MTUERRET D EHAEETY, JVR—F
Y RREID MTUREHDNELL BVWE. NT Y EHHEIN. CNS5DNT Y FEBEETIHRELRHD XTI,
ZNE. BREODLEMNBRNT A —I U RICHELF T,

Cisco UCS H—N\ZEM L THERRZIERT BICiF. FLLEMLIEY—ND Ry FASLU B ICERS
NTVWBRRAYFR—bEFEALT. EROOY > REERTLET

BEOXY NID—0A4>TSADT Yy TI>D

ERFEERSRY T =042 T ZIIGLC T FlexPod \RIBZ T 1) 00T 31HD W DHDHERCHEEE
NH D F£9 ., BEFED Cisco Nexus BIENH D551, vPC Z{FEAL T. FlexPod BIEICE XN TUL 3 Cisco

11



Nexus 3172P RA W FZA VT IICT v TV O TR ez MR LET, BEICHLT. 10GbE1>7T7 5

BERE DG EIX 10GbE 7w 1) >, 1GbE 1 > 7 SHREDIZEIEL 1GbE 7y TV OhMERINE T,
FIRDOFIEZEAL T, BEFEOBEBEADT7 Y U2 VPC EZERTEF 9, RENRT LS. ©%F copy

runstart ZRITL TERAM Y FICKREZREL TLIZEL,

ROt 3> [ NetApp Storage Deployment FJE1 (/S—k 1) "

ZY TPy TRNL—CBAFIE N—K1)

CDEUL 3> TlE. NetApp AFF X L —JBAFIRICOWTEHAL X9,

NetApp A FL—2OY FO—F AFF2xx ) —XDA1 VX b—=)L

NetApp Hardware Universe D&

NetApp Hardware Universe (HWU ) 7Z7U4—> 3 >ld. HED ONTAP N—2 3 >V THR—FENTL
BN—RIT7AVER—F2 bV I7 b0z 7AVR—22 2 M ERMELET, ONTAPY 7 b = 7 CIREY
R=brINTVWBRRY ETYTDIRTDR =7 IS4 7 RICEAT 2EBRIEREZIRELE T, £/
JAVR—x>Y bOE#BMDORDRLET,

FRITAZAN—RIT7IAVR—REY TR T7AVR—FZ D AV —)LT S ONTAP D/N—2
aYTHR—bFEINTWBRZEERERLET,

1L IZT7 IR LET "HWU" S RTLREAA R2RRTZ 7T ) r—>a>, > bO—-32T%# 7y

LT, ONTAPY T rI I T DEBEZN=232ERY STV TR —=OT7FSAT7 2 AOE# L=
DEBARTERLE T,

2. Ffld. ARL=ST7 T SAT7VRICAYR—RY bR TBICIE. ANL—SS T LORE D
JwoLET,

O bO—3 AFF2XX > 1) — X DRIIRE M

A RL—= Y R T LOYIEMAIGFR% 5B 9 5 1CIE. NetApp Hardware Universe Z8HB L T 72T W\, X

DtoTarveBRLTLREEV, BHEG. YR-—FENBEBERI-—F. ELUFVR—-—FR-—bs—
T

AkL=oarbrO—7>
DAY FO—SDYEBEMARREFIEICREVNE T "AFFA220 D RF a2 XA "

NetApp ONTAP 9.4

Ty b7y TRIV T 2RITIBRIIC. BN ZaTIHSBRT—7 > — MIBEHREELAL T IZE L,
WMET—I>— b, TERTETEI 'ONTAP 94 YV I b7y b7y THA R

(D)  coszFuaid 2/—RRAYFLRISZEMATEY b7y TENET,

RDKIC, ONTAP 9.4 DA VA b—ILEREDERZRLET,
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U5 A DA
I9S5ZAZ/—RADIPT7RLZR
DIAR/—RFRADRY FYRYD
ISAR)—RADT—rI A
U5 ZAR ) —RD4H]
USAR/—RB®DIPF7RLZR
DZAR/—RBDRY FYRY
DZAR/—RBDT—hrJxA
U5 AR/)—R B D&H
ONTAP 9.4 ® URL
02 AR DE
VIRAREEBIPT7RFLR
JZRAEZBT—hoxA

DI ARZBDHRY FYRAY

RX1 2%

DNS H—/NIP ((BBANTETXY)
NTP % —/VIP (88 AJIRTRE)

J/—RAZRTE
J—FRAZRETBICIF. ROFIEZERITLET,

1. kL=

02 A2 DFHDE
<<var_nodeA_mgmt_ip>>

<<var_nodeA _mgmt_mask>> ZfFEAL £
<<var_nodeA_mgmt_gateway>> ZfERAL X7
<<var_nodeA>> #{FERAL XY
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt _mask>> ZFEHL 9
<<var_nodeB_mgmt_gateway>> ZfEHL XY
<<var_nodeB>> Z{FEH L £7
<<var_url_boot_software>> Z B L T ZE L)
\<<var_clustername> Z{ERL £ 9
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>> ZfERA L 9
<<var_clustermgmt_mask>> Z{ERL £ 9
<<var_domain_name>> Z B L T ZE L)
<<var_dns_server_ip>>

<<var_ntp_server_ip>>

SZTLDOAVY =)L R—MIERLET,. O—F—ADTOYFHRREINE T, It

L. A=Y RT LRV T—=RIL—=FICA>TVWRBEEIF. COXyE—IDNKRRTINTS Cirl-C

F—ZIRLTEHT—FIL-TZRTLET,

Starting AUTOBOOT press Ctrl-C to abort..

2. ORTLET—RTEBLSICLET,

autoboot

3. Ctrl+C ¥—ZILTT— b XZa—%ZRRLZEXT,

ONTAP94 BT —hFLTWBY T rT T 7DN—=23 Y THWEEIE. ROFIEISEH. FILWY T +D
IT7EAVAL=ILLET, T—bLTVWBN=3 A ONTAP 9.4 DIFEIE. FTF>3> 8 Ly &
RLT/—FZz)T—bLET, EDOR. FlIE14 ITEAFT,

4 FHILWY IR T T7RA VA= TRICIE A3y 7 #BRLET

S. Ty I IL—REERITITBICIFY ZANLET
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10.
1.

12.

13.
14.
15.

16.

17.

AU O-RIERTEZRY b T—7 « R—hICeOM ZERLFT
- SICEENTBICIFY ZANLET
- eOMDIP7RL R, 2y bIYRI. BLUVT I AL M TF—h UM ZENENDIFARICATILE T,

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

VI ITERERTEB URLZANDLET,

@ ping ETEER: Web H— NZIEET 3 UEAHD £,
<<var_url_boot_software>>

A-HFEDRAANTNTUVEWEEIE. Enter F—Z#HL X,

HLLAVRM—ILLEEY 7 b0z 7% REDBESCERIZT 74P LTRETBICIEY ZA
HLEY

/—REBE#FHITZICIEY ZAANLET

FLWY IR T7ZAVAR=ILTBREZIC. BIOS LUV TR TREROD— RO T 7—LI9xT7T7 v 7Y
L—RHARITIN, UT—PRELTAO—4S4—ATOV T TELEITZIAEEDLHD T, CNS5DIE
EDfTONIHEE. YXATLDNCOFIBEBRBZZEHHD £T,

Ctr+C F—% L TT— M XZa2—%RRLFT,

[Clean Configuration] T [4] Z#E3R L. [Initialize All Disks] Z3ZERL £9,

TARIZEOICTBICIRY ZANL "Bz Ey LT HLWI 7ML« SXATLZEAV A =)L
LET

TARVEDITRTDT—REZHEETBICIEY ZAALET

L—=bTT 07— OFMEECAERICIE. RSN TUVET 4 X DEE Z+ FITIELCT 90 U EHH
BHADBDET, WELLIRTTEE. AL—JSRTLD T—FLEY, SSD OFEHLICHH B
B RIBICEBENE T, /—FADT« RIDYHALHRE. /—F B OREZRITTEET,

J—RFAZPEAELTVWBRAEIC. /—FBOREZMAIBLET

/—RKBZ®E

/—FBZRETDICIF. ROFIEZERITLE T,

1.

14

A=« XFLOAVY =)L« R—MIEHRLET, O—F—ADTOVTEHRRREINET,
e ARL=USRT LDV T—RIL—=FICA->TVWBHEIF. COXyE—IMNRRTINIS Cirl-C
F—ZBLTEHT-PIL-—TEZRTLET,

Starting AUTOBOOT press Ctrl-C to abort..
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10.
1.

12.

13.
14.
15.

16.

Ctrl+C F—Z# L TT—rXZa—%ZKRRFLZXT,

autoboot

TOY T EHRREFEINIS. Cirl-C F—Z#RL T,

ONTAP94 AT —FrLTWBY T T 7ON—2 30 THRVBEIR. ROFIBISEA. FTLWW T D
TT7ZAVAM=ILLET, T—rLTWVWAN—=U3 D ONTAP 9.4 DIFEIE. 723> 8y zi&E
?RL/_C/_ I\“% U 7\_ I\ L/gij_o %@?&\ %J”E 14 ‘:ﬁ&gﬁg—o

FLWY IR I THEAVRAN=IILTBICIE 773> 72 BRLED,

Ty TTL—RERITTBRICIEY ZANLET

Ao>O—RIERT3XY FT7—2 - R—KhZeOM ZERLEXT

SITSHERTAICIEY ZANLET

eOMDIP7RL R, XY YRV, BLUTITAIN M= b1 ZENENDHEAICATILEF T,

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

VIR TEBRERTEDURLEZASDLE T,

() ping THER Web T — NEIEET BUBABD £ T
<<var url boot software>>

A-HFEDRAANTNTUVEWVNEEIE. Enter F—Z#HL X T,

HLLAYRAM=ILIEY T hoz 7%  REOBEFICERTET 74 EELTREITBICIEY ZA
HLET

J—RZBEEFHTIICIEY ZANLET

FLWIRIITZAYRAM=ILTBLEIIC. BIOSBLUV TR TERA—RDIT7—LIOxT7T7 v 7T
L—RARTIN. UT—rHRELTO—44—ATOY TN TELETZIAEELHBD T, CNS5DIR
ERMTONIIZE. S ATLDNCOFIBLELRZEHHD XTI,

Ctr+C F—ZI LTI —hrXZa—%RRLET,

Clean Configuration & & TF Initialize All Disks DA 7> 3> 4 Z3#RL £ 9,

TARIZEOICTBICIEY ZANL "Bz Ey LT HLWI 7ML« SXATLZEAV A=)
LET

TARIEDIRTDT—FZHETBICIEY ZANLET
W=7 V5— DAL EAERRICIE. RSN TWVWET 1+ A7 D E XA FITIHE LT 90 A EDD

BBENBDET, YLD R T ITEE. AbL—2O T LA T—RLET, SSD OFEALICHD B
RIS KIRICEREINE I,
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/—FADREE LUV TS XXEHE DR

AkL=oarybtO—5A (J—FRA) OOV —J)LAR—hMIEREINTWVWEOYY —ILR— O T L
N5, /J—REY TPy TIROVT R ERTLET, COXTUTRE. /—RKTO ONTAP 9.4 OFE] T —
FRIICRREINE T,

ONTAP 94 Tld/ — RIS X220ty b7y IFIENDLEEECNE L, V75 X2EY k
TYTOAF—REFEBLTIZAZDRID ./ —RZHRETESELDICHBDF LI, System
Manager ZEB LTI TR ZHRELFT,

1. 7O 7 MMIE>T/—RAZEY N T7YFLET

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

2. )—ROBEBAVA—TITARADIP 7RLRICEEILFT,

DZRAZ2DEy b7y lE. CLIZFRALTEITIZECHTEFT, CORFaX2YMTIE. NetApp
System Manager Dty b 7w FHA RZERALIO A2y b7y AICDOWTERAL 9,
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3. USRAERETDICIE. vy Ty THARZ )y I LET,

4. U5 2R4ICIF T\<<var_clustername>> | %, FRET SF/ — FIZIE <<var_nodeA> 1 & T
\<<var_nodeB>> | ZASILFT, ANL—IORTALICERTEZINAT—RZANLET, VT REA
AT TRAYFLRIZZAR] Z2BRLET, VT AIR—ZAS1EVREANILET,

MNetApp OnCommand System Manager

% Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlod meation requa ed befow Lo configus e your (hester

Cluster el Suppon

G sy

Cluster Name |_

Modes
0 Naot sure all nodes have been discovered? Refrash

FhIzEm RSO0 FhIzES
ERNT]
Clester Configuration: Switched Cluster Switchless Cluster

& Ussmame admin

Fassword | |

Canfirm Password | |

Cluster Base License [Diptianal) | |

ﬂ For any gueries related to licenses, contact mysupport.netapp.com

Feature Licenzes (Opuonal) (¢

ﬂ Chuster Base License s mandatory to 3dd Feature Licenses

5. U5 XZ. NFS. ELU iSCSI DHERES AtV RZANTBIEDHTEXT,

6. VSRADERRZETRI AT —RAXAYE—CHRTENE T, CORXT—RIAX =T BEDR

T—RAEYIDEZ I, COTOCRITIEFERIHDD £T,
7.2y hID—0%ERELET
a. [IP Address Range] # 7> 3 > % #IRER L £ 9,
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b. Cluster Management IP Address 7 «+ —JL K T <<var_clustermgmt_ip>> | . Netmask 7 —JL R
IC T\var_clustermgmt_mask>> | ¥ AALFT, £/, Gateway 7 —JLRIC T
<<var_clustermgmt_gateway>> | Y AJIL&E T, AT SHEPort 71 —ILFDZEFERL. /—FA
D eOM ZERLFT

C. /J—FAD/—FREEIPAITICANTNTUVET, /— R B Il \<<var_nodeA_mgmt_ip>> % A
HDLET

d. [DNS Domain Name] 7« —JL KiZ T <<var_domain_name>" | ¥ A#7L £ 9, [DNS Server IP
Address] 7+ —JL RIZ T\<<var_dns_server ip>> ] Y AHILET,

DNS H—/NDIP 7 R L RIFEHANTEET,
€. Primary NTP Server 7+ —JL K |Z T <<var_ntp_server ip>> 1 AL £,

RENTP Y —NZANTHIEHTEET,

8. HR—MEREREL XY,

18

a. AutoSupport A7 7 AT OF OHMERRIBEDHZEIE. 7OF DO URL Z7OF> D URL I
ABILET,

b. 1R MEHMICHERYT S SMTP X—ILIRRAME EX—ILT7RLRZANLET,

BT BICIE. DB EDARY MBHNAXZRET BVEDNHD LI, WITNHDFEZERTE
9,



NetApp OnCommand System Manager

‘ =% Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

0 Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emall Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

9. VS REEBENTT LI=C A RENF5. Manage Your Cluster (VS5 XZDEE) #0Jv oL TR
M=% LET,
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A b =205 X 2B ik

ARL—U ) —RER—RISAZDBENTZTT LIS, ARL—JUSREADOEBREISEC e TEE T,

IRTDART T4 RV =EMELE T
TSRERDINRTDART T4 A7 2FEETBICIE ROAR > FZ2ERITLFET,

disk zerospares

FYVR—=RUTA2 R— b NX—=VF VT %2RELET
1. ucadmin show AY Y RZETLT. IREDE—RER—MDIREDRA TEERLE T,

AFF A220::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF A220 A Oc fc target - - online
AFF A220 A 0d fc target = = online
AFF A220 A Oe fc target = = online
AFF A220 A 0f fc target - - online
AFF A220 B Oc fc target = = online
AFF A220 B 0d fc target = = online
AFF A220 B Oe fc target - - online
AFF A220 B 0f fc target = = online

8 entries were displayed.

2. FRFDR—FDIREDE—RD Tcnay THH. WEDERATH Ttarget | ICRESNTVWEI L ZHE
HBLET. E5THVESIE. XOAYY RZFERLTR— M=V F U T ZEELET,

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -type target

BIOOVYY REFETITBICIE. R—bEATSAVICTIHRERHDEF T, R—rEATSAICTBIC
IE. XOOAYY REETLET,

‘network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down’

C) R=bN=VF VT ZEBLIIGE. BEZEMITBICIF. &/ —FeVT—-+93%
BERDHD FT,
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BIERIEBEA VY —T 114X (LIF) OLBILEE
BB LIF D& ZZEE T 3ICIE. ROFIEZETLET,

1. IREDOEIELIF D& ZRTLET,

network interface show -vserver <<clustername>>

2. VS AXEELIF OLEIZZEEL T,

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 -newname cluster mgmt

3. J—RBODOEIELF D&E2ZTELZET,

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

IS AZEETEBIN-FZRET S

IS AEERA VR —T T4 AT 'auto-revert NTAX—AEZHRELET

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-

revert true

-0y DRy N T—0A Y EZ—T ARy b T7vTT3

B/ —ROY—EXT7OEYHICEN IPvA 7RLXZZDETSICIE. ROOIVRERTLET,
system service-processor network modify —node <<var nodeA>> -address
—-family IPv4 —-enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —node <<var nodeB>> -address

—-family IPv4 -enable true -dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

(D H—EXT7OLYyHYDIPT7RLRIE. /—REEIPTRLIALRALY TRy bRICHBZBE
RHOET,

ONTAP TR L —ST A A—N—ZFFMMCLET

A= 2ANA—N—DEMMIB>TVWECEZHRTBICIF. TN A—N—RTTROIAYV K
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ZRITLET,

1. A= T2 AINF—N—DRT—2 A ZHER

storage failover show

\<<var_nodeA>>" ¥ \<<var_nodeB>> OMANTA I A —N—%RTTEZIHNELHDET, /—RTT
A9 F—N—%ZRITTEEIHEIF. ATV TIIEHFT,
2200/ —RDEELNTITANA—N—2BMLET,

storage failover modify -node <<var nodeA>> -enabled true

TxAINF—N=F FAD/—RTEMICTNL. BAD/ — R TEMIHDFT,
3.2/—RIUFSREDHA AT —R R =ZHER

COFIBEIF. /—RA3DUULEDISRERICITBEBRINEE A

cluster ha show

4 NI TRASEVTAPEBREINTVWBRERIE. ATV T6ICERFT, NTTRISEUTADRES
NTWBHEIE. OV ROERTEICRDODX yE—UHRRREINE T,

High Availability Configured: true

SSHAE—RIF2 /—RISRETOIHIBEMILET,

(D J—RNIDULDISREDIFEIF. COOAVYFZRITLABVTLESEL, 7T
F—N—THEEIRELE T,

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. N—RITT7T7IZAMNELLKRESNTVB L zHRL. BEISLTN—FF—DIPT7RL X%
£E

storage failover hwassist show

I Keep Alive Status: Error: Did not receive hwassist keep alive alerts from partner ] £ WS Xwvt—
B N=RII77IADBRESNTVARVWIEZRLET. N—RFII 77X ZRET BICIE
ROANY RZEHRITLET,
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storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

ONTAP TP vV RIZL—LMTU JO—RF v I MRXAVEERLET

MTU A1 9000 DF—A2 T O—RF v X b RXAVZERTBICIE ROATY RZRITLET,

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

TI7ANLEDTO-RF YA MRXAIDST—2R—bZHIBRLET

10GbE D7 —RKR— ~FISCSI/NFS b S 714 v IICERAINE T, CNEDR—KMITTIHILERXA>
DOHIRT2HENHD T, K— bk ele & eOf IIMEAITNGZWID. TITAIL DR XA D S5HHIRT
BRENBHD XTI,

TO—RFv AP RAAIUDSR-bZHIFRTSICIE KOOV RERTLET,
broadcast-domain remove-ports -broadcast-domain Default -ports

<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

UTA2 R— hTR7O—FHz@EmcLEd

W k7w I TlE. AEBBTNA RTEFR SN TWVWBIITARTO UTA2 R— b To7O—FIHZEEMICTIEEAN
AT 0T R LTHELEY, 7O0—#HlZEMICTSICIE. XOOAY RZERTLET,
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net port modify -node <<var nodeA>> -port elc -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin
Warning: Changing the network port settings will cause a several
interruption in carrier.

Do you want to continue? {yIn}: vy

ONTAP T ifgrp LACP #5XEL £

CDEATDARZ=TTARTIN—TITIIEBDA —F Ry hA 2 F—T A RE LACP ZHR— T3

R

7

24

TYFHNIBRETY, AAMTYFHELSRESNTWVWBR L ZREBLE T,

SREOTOYT T, ROFIRZEITLET,

none

second

none

second

none

second

none

second

none
second

none

second

none

second

none
second



ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp
ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp

<<var nodeA>> -ifgrp ala -distr-func port -mode

add-port -node
add-port -node
<< var nodeB>>

add-port -node
add-port -node

<<var nodeA>> -ifgrp ala -port eOc
<<var nodeA>> -ifgrp ala -port e0d
-ifgrp ala -distr-func port -mode

<<var nodeB>> -ifgrp ala -port eOc
<<var nodeB>> -ifgrp ala -port e0d

NetApp ONTAP TUv VR L—LZHRELEFT

Uy YRITL—L (—ICMTU A ZH 9.

IR—bERET DI IFREZDTIIHSRODIARY FZRITLET,

AFF A220::> network port modify -node node A -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {yln}: vy
AFF A220::> network port modify -node node B -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {yln}: vy

ONTAP T VLAN Z{EF{ L £ ¢

ONTAP T VLAN ZER T B (CId. XDFIEZETL F T,

1. NFSVLAN ;R— FZ1ERL. 7—2JO—RF* v XA MR XA VISEML F 9,

network port vlan create —node <<var nodeA>> -vlan-name aOa-

<<var nfs vlan id>>

network port vlan create —-node <<var nodeB>> -vlan-name alOa-

<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports

<<var nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-

<<var nfs vlan id>>

2. iSCSIVLAN R— rZ1Ef L. T—27O—FRF ¥ AR XA IZEBMLEY,

000 N1 DT L—L) ZfEATSEDICONTAP Ry kT —
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. MGMT-VLAN R— b Z1ERL L £ 9

network port vlan create —node <<var nodeA>> -vlan-name alOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<mgmt vlan id>>

ONTAP T7 U 45— bz 1ERT 3

ONTAP Ot w b7y 77O XT. L= bRV a—LZECTI VT — bHMEENE T, EBMDT T VYT
—bZERTBICIE TIUT =& POV —b=2fRT B/ —F. 7OV T—MIBENB T4 RIE
ZHERLET,

TIVT— BT BICIE. ROOARX Y FZ2ERITLET,

aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>
aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

BRRATOBLEDH 1 DDT 4 AT ZARTELTHRELET (BOBARTVT 1+ ATZFERLTLRTY
) o TARIDRATEHFAZATEIIDBKED 1 DDARTZHEBELTHEL L ZHELFT,

TARIEEARDSHDH T, BMDRX L —IBBBICR ST EEICT IV T —MIT A AV ZEBMTER
ED

T4 XD RT IBFET. 7IVTS— b EER TR CIETEEH AL aggrshow AV RERITL

T 7905 —bDIERRT—2X%FRRLES, laggril _ TnodeAl WA >S4 Il BET. RD
FIBICERBRWVWTL IV,
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ONTAP TRA LY —2%/ELET

RZIDOREHAZREL. VT RZDIALY —2VZRETBICIE. ROARXY RZRITLET,

timezone <<var timezone>>

@ e 2 REREBTIE. RALY—2E T7AXVA/Za2a—3—01 T ALY —2%
DANZRBLIES. Tab F—Z2 8L TEARIEER T S a Y ERRLET,

ONTAP TSNMP #58E L X7
SNMP #RE T BICIF. ZXOFIEZERITLET,

1. BERER AR LD SNMP BERBEHREZFRELF T, R—U D JRIC ' T DEHRIL 'sysLocation' B &
SNMP @ sysContact' ¢ L TRREINFT

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on
2. JE—FRIAMIEKETS SNMP F Sy TZRELFT,

snmp traphost add <<var snmp server fqgdn>>

ONTAP T SNMPv1 #38E L F 9
SNMPV1 ZE&ET BICIE. AT a7 CMENBZHES— LYy DT L—2TFAMNIT—RZRE
LEd,

snmp community add ro <<var_ snmp community>>

@ [ snmp community delete all | AV > RIFEEICFEAL T IV, fOBERBRICOAZI 2=
TARARNIIDMERTNTVWRHE. COOATYRIFENSEHIBRLES,

ONTAP T SNMPV3 #38E L F 9

SNMPv3 Tld. SREERDI—HYZEEE S URTE T INEDDHD £9, SNMPVv3 ZEKET B ICidF. XDFIE
ZRITLETD,

1. T'securitysnmpusers ] AX Y FERTLT. TV IDEXRRLET,
2. Tmpv3user ] EWSHRIOI—HZERLET,
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security login create -username snmpv3user -authmethod usm -application
snmp

3 EETIBZIVTA4TA4DIVIYIDEAAL. BBEEFOMIILELT TmD5 1 Z&IRLF T,
4. FOVTERRERINES. SBAETORIILDONRT—RELTRIESXFDNNAT—REZANLET,
S. FS5A4N>—7OraLELT Tesy &&RLET,

6. 7OV T rHRREINS. TIZAN—TORINDNZIT—RELTRIE8 XFD/NRT—RZ AN
L&,

ONTAP T AutoSupport HTTPS #8REL 7
NetApp AutoSupport Y —JLIZ. HR— FEEERE HTTPSBETX Y 7w FICEEL £, AutoSupport
HRETDICIE. ROOATY REETLET,

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

Storage Virtual Machine % {Ef{
- 7 5 Storage Virtual Machine (SVM) Z{ERRT 2ICIE. RDFIEZHITLF T,

1. vservercreate ANV REETLET

vserver create —-vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. NetApp VSC D> T35 SVM 7I U= IR MIT—2T7 V75— rZEBMLEFT,

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. NFS £ iSCSI #%% L C. XEHADX L —>7OR)L%E SVM DO SHIBRL 9,

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. 4>7Z SYMTNFS ORI ZEBMCLTEITLET,

‘nfs create -vserver Infra-SVM -udp disabled®

3. NetApp NFS VAAI 754514 >®dD TVMvStorage | /INTX—R%EAICLET, RIC. NFSHREINT
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WB el £9,

‘vserver nfs modify -vserver Infra-SVM -vstorage enabled®
“vserver nfs show °

@ O > Rid. Storage Virtual Machine DAAFI I — /N IFIENTWETed. AV RS
>Tld Tvserver | DIICEEBEINE T,

ONTAP T NFSVv3 Z#58EL 7

RDKIC. COREZTT I BDICHELREFEREZRLET,

54 ( Detail ) FFimME
ESXiRXAMADNFSIP 7KL X <<var_esxi_hostA_nfs_ip>>
ESXiRAKBDNFSIP 7KL X <<var_esxi_hostB_nfs_ip>> ZE&ML X

SVM ICNFS ZBET3ICIF. ZOOATY REZEITLET,

1. 7—_\\7 2‘_“/ l\o)Iaxl—J—{’_ I\,-J-(\’U 9—‘:% ESXl ’-.T_\Z I\%@)[/—}L%«E}ﬂzbi-a-o

2. BT 2K ESXi RA ML —ILZEIDETE Y, ERAMIFHBDOIL—ILA 2TV IIBHBD ET,

B0 ESXi RXFDIL—IL1>T v I RIF1. 2BEBDESXi KRR DIL—ILA>TYvIRE2DES
ICDET,

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3 ITHRR— RIS —%AD TS SYMIL— R 23— LICEIDETET,

volume modify -vserver Infra-SVM -volume rootvol -policy default

T RR—FRYS—IE. vSphere DY F 7w FTERICA VA R=ILTEELSITEIRLT:
() BACEBNICAEIAET, 122 F—ILLAWEARE. CiscoUCS C 21— H—/3
EEBIT 5L FICTY R~ U S—IL—LEERT BRBNBD £,

ONTAP TiSCSI—EXZfERLFT

iISCSI H—EXZEN T BICIF. ROFIEZEITLE T,
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1. SVM TiSCSIH—ERXRZERLEFT, £/-. TOIAYY RTIFISCSI H—E DB TN, SVM D
iISCSIIQN 'EREINFE T, ISCSINFBEINTWVWBR e EEELE T,

iscsi create -vserver Infra-SVM

iscsi show
ONTAP TSVM /L— bt R a—LOBREEI S —%EM
1. 4275 SYMIL— bR a—LOBREREEI -8R a—L%EE/—RIZIEBRLE T,

volume create -vserver Infra Vserver —-volume rootvol m0l —-aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —-volume rootvol m02 —-aggregate

aggrl nodeB -size 1GB —-type DP
2. )= brR)a—LDIZ—FRZE 15D CCICEFHI BRI TR a—ILEERLFT,

job schedule interval create -name 15min -minutes 15

3. 25—V IBREERN

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4 ISV IUBRREMEAL L. NI ZREBLE Y,

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

ONTAP T HTTPS 7Vt XZRET S
A= bO-—3ADEXaTRTILIAZRET BIIE. ROFIEZERITLET,

T EBREIR Y RICTIERTBICIE. HERLAILZE EIF TSI,

set -privilege diag
Do you want to continue? {yln}: vy
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2. BEIZ. BEELIAEN I TICHFEELE T, ROOAT Y FZRTL CAREERIEL F9,

security certificate show

3. RRINTULABE SVM DFFFAZEDHELIZ. SYM D DNS FQDN £ —HT3MRERHDXT, 4 DDT
7 4)L FEERAZEZHIBRL T, REEEOECERIBE X -IKRREICET BRI Z2NELNHD £,

FERREZ ER T B RIICHABRYINICR > 1-FEBAE ZHIR T2 C C Z#E L £ 9, [ securitycertificate delete
1 ARV RZEITLT, HRVNOIAAEZHIRLET, AOOAYY RTld. 7=z FEALT. 77
# ) ~DFEAE ZEIRL THIBRL £,

al

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4 BEBLIHAEZEERLTAYAM—ILTRICIE. ZOOAY Y REZ1EROOIATY RELTEITLE
T AVTTSYMETTARZSYM DY —/\FERAZZ AL E T, CNH5DATY ROEITICIRIIDK
S, A7MEEEFEALTLLIETL,

security certificate create [TAB]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abcl@netapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

S. MDFIBTHER/INT X—XDEZEIF T 5I1CIE. T securitycertificate show | AY Y RERTLE T,

6. 1EpR L 7-REEFAZ % ' — server-enabled true' & & Uf- client-enabled false' /N5 X —XZFER L TEZICL
FIXRTHTZFERAL T,

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

7. SSL L HTTPS 7Vt RZREL THMICL. HTTP 7R ZEMICLF T,
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system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {yl|n}: y
system services firewall policy delete -policy mgmt -service http

-vserver <<var clustername>>

C) NEDOATVRO—ET, IVFINEFEELEVWCEEZERIIT—XvE—JHhREN
FIH. CNISEBEEOEETHORIEDLHD £H A,

8. admin #ERLANJLICUN—FLTEY b7y T%=EHRL. SVM % Web TERTE3LSICLET,

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -enabled
true

ONTAP T NetApp FlexVol R 2 —LEERLET

NetApp FlexVol K1) a—LZER T BICIE. R a—L%. Y1 X BLXOR) a—LDBEFEETZTIVT
—rZANLET, 2 DD VMware T—R AL FPR) 2a—LE 1 DOY—NT—hrRUa—LZERLF
ED

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB -state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

ONTAP TE®RBIFZAMCLET
BYRRY 2 — LATEEHRZBMICTZICIF. ROARY RZEITLET,

volume efficiency on -vserver Infra-SVM -volume infra datastore 1

volume efficiency on -vserver Infra-SVM -volume esxi boot
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ONTAP T LUN Z{ER L £ ¢

2207 — bk LUN ZERRT B ICId. ROOAYY FZRITLET,

lun create -vserver
15GB -ostype vmware
lun create -vserver

15GB -ostype vmware

Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
-space-reserve disabled
Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
-space-reserve disabled

(D Cisco UCS C > ) = XY —NZEMT 2BEIE. BIMDT — b LUN Z1ER T 3HBEDHD £

ER

ONTAP |Z iSCSI LIF = {ER{

RDOKIC. COREZTT I 3DICHBELREFERZRLET,

55 ( Detail ) FFHRME

AL —2/—FR AiSCSI LIFO1A <<var_nodeA iscsi_lif01a_ip>>
ARL—Y/—FA®DISCSILIFOIA =y T —2 < <<var_nodeA iscsi_lif01la _mask>> o) w2 L %
Ry El

AL —2/—R AISCSILIFO1B <<var_nodeA_iscsi_lif01b_ip>>
ARL—2/—RA®DISCSILIFOIB Ry T —2 < <<var_nodeA iscsi_lif01b_mask>> 27w oL XY
Y

AL —2/—FK BiSCSILIFO1A <<var_nodeB iscsi_lif01a_ip>>

AML—=Y /=R BIiSCSILIFO1A %y kT —2U TR <<var_nodeB_iscsi_lif01a_mask>> Z:#RL £9

7

AL —2/—R BiSCSILIFO1B <<var_nodeB_iscsi_lif01b_ip>>

ZkL—/— K BiSCSILIFO1B % k7—# TR <<var_nodeB_iscsi_lif01b_mask>> %22 w2 LE T

7

1. &8 /)—RIZ2D2FD. 4 DDIiSCSILIF #ERL X,
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up —-failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0Olb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

ONTAP [C NFS LIF #{ER L £ 9

RDRIC. COREZTT I B1DICHEBELRIBHRZTRLET,

5t#0 ( Detail ) SFiEfE

ARL—2/—KANFSLIFO1IP <<var_nodeA nfs_lif 01_ip>>
ARL—Y/—RANFSLIFO1 D%y R T—2U<TRX  <<var_nodeA nfs_lif 01_mask>> #BBL TS
7 L

ZRL—2/—KB®ONFSLIFO2IP <<var_nodeB_nfs_lif_02_ip>>

AML—=Y/—=KB®DNFSLIF02 %y T —2U<TRX <<var_nodeB_nfs_lif 02_mask>> Zz&RBL T

7

LY

1. NFS LIF ZERL L £
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network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
—-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<

var nodeA nfs 1if 01 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

1> 75 SVM EIEE %1l

RDRIC. COREZTT I BDICHBERBERZTLET,

548 ( Detail ) FHHME

vsmgmt IP <<var_svm_mgmt_ip>> ZEIML £7
vsmgmt 2y kD=0 R Y <<var_SVM_mgmt_mask>> Z{FHL X9
vsmgmt 7 7 I)IL T —bD A <<var_SVM_mgmt_gateway>> Z{FB L £ 9

1275 SYM BEES LU SYM BIERIBEA VA —TJ 1M REZEERY N —JI2EBMT 3I1CIE. ROFIE
ERITLET,

1. RDIAT >V R%EETLED,

network interface create -vserver Infra-SVvM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM —address
<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide —-firewall-policy mgmt —auto-

revert true

@ C_TIEEISSYMEREIPIF. AL—COSRABEBIPERICYT Ty FRICH S
BEHAHDET,

2. SVM BEA V2 —T A RONBANDT VLR %2557 74 MIL— b ZERL £ T,

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>
network route show

3. SVM @ vsadmin Z—HD/NXAT—REHFREL. 2—HFoOvI=ERLE T,

35



security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"RDRAFTwT . CiscoUCSC >)—XSwoH—/NEAFE"

CiscoUCSC > U —XZ v oH—NEAFIE
Z Tld. FlexPod Express #{ CEA$ % CiscoUCSC U —XXZ>YR7OV5 Y
7# NERET B TODFMEFIRICDOWTEHRAL X I,

Cisco Integrated Management Server @ Cisco UCS C &) — XXX RO H—N
DRty b7y TZRITLEY

CiscoUCSC o) —XXAZ>R7OYH—NDCIMC A >R —T 1 AD{EBtEY b 7w TZ{TSICIE. R
DFIEZETLET,

RDFKIC. CiscoUCSC I —XRZ>R7O>H—/NZICCIMC 2R E T3 -HICHEBERIEHREZRL F
ER

58 ( Detail ) FHHME

CIMCIP 7 KL X \<CIMC_IP>>

CIMC #7x%w k< RY \<CIMC_netmask>>
CMCTF7AINNTFr—FrDxA \<CIMC_Gateway>> D LD ICEDEXT

() CoRETERINATLSCIMC A—Ya i CIMC3.13 (g) TF,

IARTOHF—N

1. CiscoKVM (F—R—FK. ETH. BLUVTTR) R2JIL (F—=NIZHR) . Y—/N\BIED KVM R
—M_HwﬁUia“o VGAEZR Y USBF—R—R%ZE. KVM R>FIILOXIST BHR— MR L *
ER

2. = N\DERZAN. CIMCREZRIBTZHNESHHERTZ IOV T IHRRREINLS F8 F—Z2HL
9,
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a 10.61.185.215 - K¥M Console [_ (O] x|
File View Macros Tools Power BootDevice Virtual Media Help

I
CISCO

Copyright (0

10.61.185.215 || admin || 1.2 fps || 15.049 KBis ||S)
. CIMCR&EA—T+A VT4 T. RDAT>a>zH/RELET,
c XY RIT—=UA VR —TTARAA—K (NIC) E—F:
" 5 [X]
P (R=>wvY)
" IPv4 : [X]
* DHCP A" B®MICHE>TWE T & ]
* CIMC IP : \<CIMC_IP>>
" LT w IR [H TRy b 1 \<CIMC_netmask>>
* — kx4 . \<CIMC_gateway>>
° VLAN (Advanced) : VLAN ZF¥>JZEMICTBHERE. TTDEXICLFT,
" NIC OEM
&L [X]
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NIC redundancy

YLAN [Ady

-F1F—Z#RL T, EOMOREZRTLET,

c HBIONT 7 !
* lRX b4 1 \<ESXi_host_name>>
" BIFYDNS : ]
" THHEEROT 74N A T7OFFICLED,
° F7#J)LbI—Y (basic)
" T 7FILED/INZRT—R : \<admin_password>>
* XX 77— R T\<admin_password>> | ZBAAILET
s R—bro7ONTa i TFI7AIINMEXFERLE T,
R—=bTFOT7F7AL VT LIEEFFRICLED,



FactorybDefaults

Default User{Basic)

Fort Properties

Admin Mode Operatlon Mode
AT ]
FLill
Fart Profiles

5. F10 ¥—%Z#L. CIMCA>AR—T A ABREZHFREFLZF T,
6. REZRFLIS. Esc F—ZWLTHRTLFT,

CiscoUCSC > J—XH—/\DiSCSI 7— rZRELFT
Z O FlexPod Express M Tld. iSCSI 7— M Z VIC1387 AMERATNE T,

RDFKIC. iSCSI T— FDREICHERBHRETLE I

(D) #E07x> M ESXIAR LI~ EOBRERLET.

il ( Detail ) FHHME

ESXi RR M1 = T—2 D5 <<var_UCS_initiator_name_a>> ZE&R L T 2T W
ESXi 'R X b iSCSI-A IP <<var_esxi_host iscsia_ip>>

ESXi RA KiSCSI- %y hT—0UTRY <<var_esxi_host_iscsia_mask>> ZIEEL £
ESXiRR MISCSIADT 74N —bD A <<var_esxi_host_iscsia_gateway>> #iEE L £ 9
ESXi RXA b= IT—% B DA <<var_UCS_initiator_name_b>> Z&R L T fZE W
ESXi "X b iSCSI-B IP <<var_esxi_host_iSCSIb_ip>>

ESXi RX F®DiSCSI-B %y k=0T RY <<var_esxi_host_iSCSIb_mask>> #iEEL £ 7
ESXi KX ~iSCSI-B ¥ — koo <<var_esxi_host_iSCSIb_gateway>> #8E L X9
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5 ( Detail ) SHiflfiE
7 KL R iSCSI_lif01a

IP 77 kL X iSCSI_lif02a

IP 77 L X iSCSI_lif01b

IP 77 kL X iSCSI_lif02b

1>77Z SVMIQN

FCBER DRE
T—MEDEREEITIICIE. ROFIEEERITLET,

1. CIMCAYA—T A ADT SO T4 > RIT, [Server (F—/N\) 2T&I Uy L. [BIOS (
BIOS) 1ZERL£7,

2. Configure Boot Order (EEBNBEFDHE) #20)vo L. OKZIU)w oI LF T,

it ntegrated Wanagement Controller
B=x =

ith / Cornpute / BIOS

Chassis i BICS Remate Management Troubleshooting Power Policies FPID Catalog
Summary - B . . B
Enter BIOS Setup | Clear BIOS CMOS- | Restore Manufacturing Custom Settings | Restore Defaulis
Inventony
Configure BIOS Caonfigure Boat Crder Configure BIOS Profile
Sensors

BIOS Properties

Power Management

Running Version C220M53 1 3400613181103
Faults and Loys i
UEFI Secure Boot ||

Actual Boot Mode  Lefi

Compute
Configured Boot Mode v
Networkmg > Last Configured Boot Order Source  EBIOS
Configured One time boot device ¥
Storage * .
i} | Save Changes
Adlrmin r
¥ Configured Boot Devices Actual Boot Devices
Basic UJEFL: Built-in EF| Shell (MonPolicyTarget)
Avanted LEFI: PXE IP4 Intel(R) Ethermet Cantraller X650 (NonPolicyTarget)

LIEFL: FXE IP4 Intel(R) Ethernet Contraller X550 (MonPolicyTarget)

LIEFL Cigeo vikWhi-mapped vDYD1 .24 (MonPolicyTarget)

B [EBTNARADEBM]DFDTNAREZ )y I L. [FHERE]XTICBEILT. XOTNA X%EK
LE¥d,

CAREX T4 TEEMLEFY
* %1 © KVM-CD-DVD
s IJTEAT D KVM Yy DVD
- REE B
- JERE 1.
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°iSCSI 7—hrZEBML X7,
* %80 . iSCSI-A
“REE LB
s AN 2.
* 20w k © mLOM
"AR—hk:0

° AddiSCSIBoot 2w L%,
* &80 . iSCSI-B

" JER 3.
* A0w b+ . mLOM
TAR—k
4. Add Device z7 w2 L%,
S EEOREFE]ZVUY UL, [HALZ]Z20VvILEY,

Configured Boot Level:  Advanced
Basic Advanced
Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add FXE Boot
Add SAN Boot Name Type Order State
Ku'h-MAPPED-DWD WIEDIA, 1 Enabled
Add USE [ iscoka Iscs| 2 Enabled
Add Virtual Media .
|| isCElB ISCSI 3 Enabled
Add PCHStorage
Add UEFISHELL
Add 5D Card
Add MNyVME
Add Local CDD
Reset Values Close

6. F—NZUT—hFLT. HFHILWI—HFEFTIT—HFLFT,

RAID OY rO—S%EMICT S (FEIT 355G

CY—XH—NICRAID O FO—SHRBEHINTVLWRERIZ. XOFIEZERTLET. SANEBEHLSD
J—FTIERAD O FO—FEIMREHD FHA. BEICGL T, H—/\H5 RAID JI» FO—ZZYIEMIC
BmOATeHTEXT,

1. CIMC OERIDFTEF—>3>RAVTBIOS Z0 ) w I LET,
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2. [Configure BIOS] %#3&IRL £,
3. FICX-O—JLL T [PCle Slot:HBA Option ROM] Z&RRL £,
4. (ENEMICH > TLWARWEEIE. disabled ICEREL £95

BIOS

Remote Management Troubleshooting Power Policies PID Catalog
[lie} Server Management Security Processor Memory PoweriPerformance
Hote: Defaultvalues are shown in hald

Rehoot Host Immediately:

Intel VT for directed [0: | Enabled ¥

Intel WVTD ATS support: | Enabled ¥

LOM Port 1 OptionRom: | Enabled T

Pcie Slot 1 OptionRom: | Disahbled v

MLOM OptionRom: | Enabled L

Front NVME 1 OptionRom: | Enabled v

MRAID Link Speed: | Auto r

PCle Slot 1 Link Speed: | Auto v

Front NVME 1 Link Speed: | Auto L

VGA Priority: | Onboard v

P_SATA OptionROM: | LSI SWW RAID T

USB Port Rear: | Enabled L

USB Port Internal: | Enabled L

IPY6 PXE Support: | Disabled v

iSCSI 7 — ~AIC Cisco VIC1387 ZREL X7
WU TFOBEFIEIL.

iSCSIVNIC Z{ER L &7

1.[8&mM]z2o") vy LTWIC ZEBELE T,

2. [AddVNIC] o> 3> T, ROBREEZANDLEFT,
° &80 ¢ iscsi-vNIC-A
° MTU © 9000
° F7#JL bk VLAN
°VLAN €E— R : k3527
° Enable PXE boot: F v ¥

\<<var iscsi vlan a>
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Cisco VIC 1387 T iSCSI 7— bz {ER T 3155

Legacy USB Support:
Intel VTD coherency support:
All Onboard LOM Ports:
LOM Port 2 OptionRom:
Pcie Slot 2 OptionRom:
MRAID OptionRom:

Front NVME 2 OptionRom:
MLOM Link Speed:

PCle Slot 2 Link Speed:
Front NVME 2 Link Speed:
.2 SATA OptionROM:
USB Port Front:

USB Port KVM:

USB Port:M.2 Storage:

DFIETT,

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled



» vNIC Properties

¥ General
Hame: VLAN Mode: | Trunk v
CDN: | WIC-MLOM-ISCSl-whIC-A Rate Limit: (8 OFF
MTU: | 9000 {1500 - 5000) O (7]
Uplink Port: | O Al Channel Number: (1 - 1000y
MAC Address: () Auta PClLink: 0 om-1
@® | 706554 CO 56 ED Enable NVGRE: | |
i Enable VXLAN: ||
Class of Service: 0O (0-6) —
Advanced Filter: ||
Trust Host CoS:
Port Profile:
PCl Order: | 4 0-5)
Enable PXE Boot:
Default VLAN: (O None Enable vio: [ |
® | 3439 [7] Enable aRFS: ||
Enable Uplink Failover:
Failback Timeout: 0 -600)

3. [AddVNIC]ZZUwo L. [OK|ZZ)v I LEFT,

4. Zo7OER%EODERLT. 2FBD VWNIC ZBML£J,
a. vNIC (C Tiscsi-vnic-B 1 WS &FIZFITE T,
b. VLAN & LT T <<var _iscsi_vlan_b>> ] ¥ AHLFT,
C TPy IUYUR—r% M1 IZRELE T,

5. @ vNIC [iSCSI-vNIC-A] ZFRL £ 9



|ﬁ [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces VRIC S vHEAS
¥ wMICS * vNIC Properties
ethi
ath r SCSIBootProperties
ISCS-wMIC-A
F General
ISC5-VMIC-B
* Initiator

* Primary Target

» Secondary Target

> usNIC

6. iSCSI Boot Properties (iSCSI & 7O/NT«) T. 12 I—2DFMAEANLE T,
° | . <<var_ucsa_initiator_name_a>>
°|IP 77 kL X <<var_esxi_hosta_iscsia_ip>>
o HJRw kT RY I <<var_esxi_hosta_iscsia_mask>>

° =k . <<var_esxi_hosta_iscsia_gateway>>
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Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target

1. 754V E—7y FOFElzANLET,
°name . 1> 77 SVM D IQN S
cIP7ERFLXIISCSLIf0Ola®dIP 7KL X
> J—KLUN : 0

8. EhYAUE—7y FOFEMEASILET,

° name :1>7% SVM D IQN S
°cIP7RLX: riSCSI_IifOZaJ DIP7RLXR
° J—KLUN : 0

AL —2 ION BHEZEUS T BICIE 'vserveriscsishow Y Y REERITLET

() Z UNIC @D IQN &% AT ERBERLTLIEE VL TNED T 7AILIEH E TREICHD F
ERS
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ﬁ ."r fAdapter Card Refresh | Host Power | Launch kMW | Fing | CIMC Reboot | Locator LED | 9
MLOM [ vNICs

General External Ethernet Interfaces wiNICs vHBAS

- VHICS » Initiator
ethd i
¥ Primary Target
eth1
iS0SIy Mame: | ign.1992-08.corm.netapp:sn. 7esB0f73a51 | (0 - 233) chars Boot LUN: | O
iSCSky IP Address: | 172.21.246.16 CHAP Name:
TCP Port 320 CHAP Secret:

v Secondary Target

Mame: | ign.1992-08.com.netapp:sn.7eSB0f73a51 | (0 - 233) chars Boot LUN: | O
IP Address: | 172.21.246.18 CHAP Name:
TCP Port 3260 CHAP Secret:

Unconfigure iSCSI Boot

9. isCSI DFREZV )Y I LET,

10. vNIC [iSCSI-VNIC-B] %3&3#R L. [Host Ethernet Interfaces] 2> 3 > D _E&RIC#H B [iSCSI Boot] R4¥ > %
1)y LEY,

N Co7OtXZ#0DiIRL T SCSI-WNIC-B' ZREL XY
12 A ZoT—20FME AN LET,
° ffl : \<<var ucsa initiator name b>
°IP7FLX:\<<var esxi HostB iSCSIb ip>
o HJxw hYRXY . “<<var_esxi_HostB iSCSIb_mask>>
o ff— kA : <<var_esxi_HostB_iSCSIb_gateway>>
18 7343V 4—7y hOFBEANILFT,
° name : 1 >77% SVM D IQN &=
cIP7RLX: Tiscsi diifoltb1 D IP 7KL X
> J—KLUN : 0
4. th>H) 22—y hOFBZANILET,
° name . 1277 SVM®D IQN =S
cIP7RLX: Tiscsi dlifo2b 1 D IP 7KL X
> J—KLUN : 0
A ML= 1QN ESIE.  Tvserveriscsishow | XY REFEAL TR TEE Y,
(D)  SWCOIONBEBFRRLTLES V. CAB0T 71 LIEBE THBICAD £ T

15. isCSI DFEZI Vv I LET,
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16. 27Ot X%=#EDIRLT. CiscoUCS H—/A\B®iSCSI J—rEHBELEFT

ESXi D VNIC ZEREL X

1. CIMCAYA—T A RTZIH D4 >RIT. [Inventory] o w2 L. BEID~RA > T [Cisco VIC

adapters]| Zz27 1) v oI LE T,

2. [ 7ATHRH—K]T. [CiscoUCSVIC 1387] Z3&RL. TDTD VNIC Z:EIRL ET,

A/ Adapter Card

MLOM [ vNICs
General External Ethernet Interfaces whICs vHEAS
¥ VNICS Host Ethernet Interfaces
Bl Add vNIC
eth1
ISCSly Name CDHN MAC Address
[falet=]mN | | ethO WIC-WILO . 70:69:54:C0:95:49
|| ethl WIC-WLO. F0:69:54: CO:05: 44,

ISCSkv..  WIC-MLOL.

IZCERv..  WIC-MLO...

F0:63:54, 009340
70:69:54:CO95.4E

3. eth0 Z3#R L. Properties #21) w2 LET,
4. MTU % 9000 ICEXEL £, [Save Changes] 27U w o L%,

Refresh | Host Power | Launch KM | Fing | CIMC Feboot | Locat

MTU
1500
1500
9000
2000

usHIC

Uplink Port
]

1
]

CoS

]

1]
]

VLAN
MNOME
HNOME
3438
3440

Selected 0

VLAN Mode
TRUMK
TRUNK
TRUMK
TRUNK
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5.

48

N/ ;’Adapter Card Refresh | Host Power | Launch Ky
MLOM f vNICs

General External Ethernet Interfaces wiNICs vHEAS

HName:
¥ wNICS
S CDN: | “IC-MLOM-ethd
eth1 MTU: | 9000) | {1500 - 9000
Teletz]Rn Uplink Port: | O b 4
505y MAC Address: () Auto

(®) | FO:ESEACO:S3:45
Class of Service: | 0 (0-6)
Trust Host CoS: ||
PCl Order: | O - &)

Default VLAN: ® Nane

O L7

eth1 ICDWTFIE3 & 4 %#EDIRL. etht DTy T IR—ED T1] ICHREINTWVWDZ & %R
LEY,

Il'l [ | Adapter Card MLOM [ vNICs

General E:xternal Ethernet Interfaces wMNICs vHEAS
v WNICs Host Ethernet Interfaces
Btho Add vNIC
ethi
SO S ICA Name CDH MAC Address MTU usNIC  Uplink Port
ISCSyMIC-B [ ] ethO WIC-MLO FO:ES:EA CO:95:49 9000 a 0
I:I eth WIC-MLO. J0BFAA CO9E: 44 5000 0 1
I:I ISCEkv.. WIC-MLO. . J0BFAA CO9E:40 5000 0 0
[ | iSCSkv.  WIC-MLO. . FO:E9:5A CO:D54E 2000 a 1

@ CDFEIF. FHID CiscoUCS H—/N/—KR . BLUVEREITENMTY % Cisco UCS H—
N —RZEICEDIRITHRELHD X9,



KDt 3> . T NetApp AFF Storage Deployment FJE1 (/S—k2) "

NetApp AFF X fL—BAFIE (N—k 2)
ONTAPSAN 77— X L =Dty N7V

iSCSl igroup Z{ERL L £

igroup Z1ERT B 1CIE. ROFIEERITLET,

CDOFIBEICIE. —/\HEEH 5 ISCSI 1 =T —2D IQN "B ETT,

1. OSXZEE/ — RO SSHEFEFGHA S, ROOAYV RZRITLET, COFIBTERIN 3 DD igroup
HRRT BICIE. igroupshow IX Y REEITLET,

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware —-initiator <<var vm host infra a iSCSI-A vNIC IQN>>,
<<var vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware -initiator <<var vm host infra b iSCSI-A vNIC IQN>>,
<<var vm host infra b iSCSI-B vNIC IQN>>

() CoOFEE. CiscoUCSC S U—XH—NEBINT B L FICRTTZBENBD £7,

7—F LUN Z igroup ICYYEYILET
7— Kk LUN Z igroup ICY W E YT T 3ICIE. 77 RXRZEIR SSHEFERASXDIAY Y RERITLE T,

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A -igroup
VM-Host-Infra- A —-lun-id O
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- B —-igroup
VM-Host-Infra- B —-lun-id 0

() COFEE CiscoUCSC L U—XH—/ BT B L & CRTTEUENBD %7

"KM T w7 VMware vSphere 6.7 Deployment F/[E, "

VMware vSphere 6.7 D& A F|&

—Dto>a>TIE. FlexPod Express #akiC VMware ESXi 6.7 #1 > A b—ILT 3 F
IBICDOWTEREAL £ 9. UTFICEEH T DEAFIEIE. gI0ETI> 3 > THALIIREE
BEICHRAEIAZAEINHDTT,
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CDLOIBEBEIC VMware ESXi Z#1 VX b—JL$BICIF. EHROAELHD £, TDFJEIE. Cisco UCS
CoU—ZAH—NACIMC AR —T A ADREKYM OV —)LEREXT ¢ Pie=EBLT. UE—
YR M=ILAXT 4 7H=FELODT—NICIVYEYTLET,

C) CDOFJEIL. Cisco UCS H—/NA B KU CiscoUCS H—/N\ B ICX L TEITTIMELRHD F
s

T ZARICEMTS ./ —RICHLTZIDFIEEZERZT L TELRELRHD T,
%_isco UCSC ) —XXRAZ>VR7O>H—NDOCIMC A > —J AR ICOJ14>LF

WIS, CiscoUCSC I —XZA>R7OYH—NDCIMC A >&Z—J A RcOT A>3 B3FIEICDL
THBALE T, REKVM ZETTBICIFCIMC A A —T A RCOQTA VT RIHENHD FT, Chick
D, BEZIXVE—MTaT7EFEBLI-ARL—FTA VIS RATLDA VA M= ILZ BB TEET,

IARTDRI -

1. Web 75 7#IZ#& L. CiscoUCSC > —XDCIMCA YR —TTAADIP7RLAZANLET,
COFIETIFCIMCGUI 7T =2 a>zEHLET,

2 EBO—YHReILTUIRIILEFERLT. CIMCUlICOAY 1> LET,
B XA AZa—T. Y—N—2TEERLET,
4. Launch KVM Console #27 ') w 2o L%,

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Remote Management Traubleshaooting Power Policies PID Catalog

5. R KVM J>V —ILh 5. [Virtual Media]( IREEX T« 7 ) X T %EIRL £,
6. [CD/DVD DXy 71 Z&RL £9,

@ RO [REBTNARDT I T4 716120 ) v I TBRENHDET, 7OV T MHRT
INeH. [COEYSareTITANDS | Z&ER

7. VMware ESXi6.7 1> A =D ISO A X—J T 71 )L =B L T, [ 1 Z2V) v LET, Map
Device #z2Jw o LEXT,

8. BRAZa—Z#ERL. PXATLOERBRA (I—-ILFT—F) ZBRLET, BLWEIUYILZF
ERS

VMware ESXi #1 > A—IJLLET
UTFIC. ERABMICVMware ESXi Z#1 XA =)L B3 FIBICDOWTEHBAL £9,

ESXi 6.7 Cisco NRAALA A=A O—RLET

1. ICBB L £ 7 "VMware vSphere DA Y O— KER—I" AR E L 1SO DIFE.
2. Cisco Custom Image for ESXi 6.7 GA Install CD D##(Z4 % Go to Downloads #2J w27 L %79,
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3.

ESXi 6.7 GAlnstall CD (ISO) F® Cisco Custom Image %47 >O—KR L %9,

IRTDHER

1.
2.

SRTFLPEHTBRE. VMware ESXi 1 Y A F—ILXTF 4 7RI VICL>TRETNhE T,
REINBAZa—H5 VMware ESXi 1 > A —S5%FIRLE T,

AV b=3PO-—FEhFET, CNUTIIEIHPHDDET,

CAVAR=Z0OO0—RMET L5, Enter ¥—%LTA YR =ILEEITLE T,
CIVRIA—YISAE AN ZFRATLER. BRELTFM F—ZH LTI RAb=ILZHITLE Y,
CESXiDA VA R=ILT 14 AT LTERE LT NetApp LUN %38IRL. Enter ¥F—%##LTA VX b=l

ZHATLET,

. HETAFY  LUN C-Mode (o GOHAIFEHSAINRRSGEINY . .. 15 . B0 Gl

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cont fmme

BRF—R—FLAT7T ~2FERL. Enter F—Z#HLFE T,
IW—=bNRT—RZADLTHEEL. Enter ¥F—Z#LE I,

BEDON—T4>3aryhRUa—LDSHEIBREINTVS 2RI EENRTEINE T, FI1 F—Z#L
TAYAP=ILZRHITLE T, ESXi DA VX b—ILRICH—NHUT—-FLET,

VMware ESXi "X NEEBX Y N —0% v c 7y LET

TFIC. VMware ESXi "X CCCICEEXR Y FT—20 % BMT2FIEICOVWTEHALE I,

IRTDHER

1.

o > w0 DN

B—NDOVT—rDNTT LS. RF-ZHLTORTLZAREIIRAASTEZF T a>EANILE
ERS

AYAL=ITOELRTAALIEAT A V& E root NAT—REFRLTOJA >V LET,
Configure Management Network (BIEXw T —JDKRE) 7T a xR IRLE T,
(XY hD—=OT7HA TR ZERL. Enter ¥F—Z#HL X7,

vSwitchO ICfEA 9 5 R— b ZEIRL £9, Enter ¥F—Z#HL X9,
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@ CIMC @ eth0 & & T eth1 (SRS 38— F&5BIRL £ 9%

Hetuork Adoptors

Device Mame Harduare Label (HAC Address) Status
[¥] vnnich SlotID:ALON. .. (.. .d0:da:2c) Connected (...)
[X]1 vmnicl ot ( 3
[ 1 vnnic2 ‘SlotID:MLOM... (...dB:da:30) Connected ]
[ ] vonic3 SlotID:HLON . ., € . di:da:31) Connected
D> View Detalls <Space> Toagle Selected <Enter» 0K <(Esch Cancel

- VLAN (#7F>3Y) Z&RL. Enter ¥—%#HL X7,
- VLAN ID T\<mgmt_vlan_id> | ZASILX T, Enter ¥F—Z#HL X9,

. Configure Management Network (BIEXY T —JDF&KE) XZa—h'5. IPv4 Configuration ( IPv4
HE) ZERLTEBAVZ—TJITA1RADIPT7RLRZHRELE T, Enter F—%IHL T,

. KENF —%{EM L T [Set Static IPv4 address](&#8Y IPv4 7 RL XDEE ) /N1 1 L. AR—Z/N\N—

10.
1.
12.
13.
14.
15.

16.
17.
18.
19.
20.
21.
22.
23.
24,
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ZEALTIDA T a>vzBERLE T,

VMware ESXi /R X ; T\<ESXi_host_mgmt_ip>> | ZEBIET37=HDIP 7RLXZAALET,
VMware ESXi 78 X b T\<ESXi_host_mgmt_netmask>>." | DY TRy FYXIEASILET
VMware ESXi 7R X b T\<ESXi_host mgmt_gateway>' | OTF 7 A b — T4 Z AN LET,

Enter ¥—%# L T. IPEREDEFEEZRELZXI,
IPV6 SREAXAZa—%#FK R~ LFT,

IPv6 ZBMICT 3 (BEFHHDRE) A>3 0% FREFRL T IPV6 ZEMICT BICIE. AR—IAN—%

FRALEY, Enter F—%HLF Y,
DNS MEXIBET A A Za—%ERKLET,
IP7RLRIEFHTEDYE TSNS/, DNSTBEROFHM TANTIHENRHD £,
754U DNS H—N1\DIP 7 RL X% AHL ZE J[nameserver iplo
(&) £HhYFUDNSH—NDIPTRLRZAALET,
VMware ESXi R X %D FQDN Z# AFJL £ T : [esxi_host fgdn]o
Enter ¥—%Z##LT. DNS REDEEZHEL X7,
Esc ¥—%#LT. BEXY M I—JODREF IAXZa—%Z8TLET,
YF—ZHLTEEZHEEL. Y —N—ZzHBEHL £,
Esc ¥F—%Z#LT. VMware >V —/Ih50JT7 T LET,



ESXi "X M EHTE
B ESXi FR M EZRETBICIE. RORDIBEHRMNINETT,

@ ( Detail ) &
ESXi R+

ESXi RZA FEIEIP

ESXi RX MEEY XY

ESXi "X FEEBTS—bU A

ESXi 7R X kD NFS IP

ESXi RX D NFS ¥ R¥

ESXi RARDNFS7—bho A
ESXi 7R X k vMotion IP

ESXi 7R X k@ vMotion ¥ X ¥

ESXi R X k@ vMotion #— ko 1
ESXi "X b iSCSI-AIP

ESXi /KRR ~iSCSI-ANY X ¥

ESXi RR ~iSCSI-A— koA
ESXi "X k iSCSI-B IP

ESXi 7R X | iSCSI-B ¥ X ¥

ESXi "R ~iSCSIB— koA

ESXi RX ~icOF 1> LEd

1. Web 7SIHTRIAMDEEIP 7L RZHEF T,

2 root 7THIYREAYRM=ILTOVRTIEEL/NRAT—REFEHRAL T,

ER

ESXi/hRX McOd1> L&

3. VMware Customer Experience Improvement Program (CBI§ 2 ERE% H5iA < 123V BYIRGE %R

L7cb. [OKZ2U v I LET,

iSCSI 7—hZRELET
1L B[y bT7—0 1 &2BRLET,
2. A8l [Virtual Switches] % 7 %##IRL £ 95
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| Navaator - || €. tesesxiaclonetapp.com - Notworking

* [ Host Portgroups | Virtual switches i
Manage
Maonitor 23 Add standard virtual switch
(%1 Virtual Machines | 0 Name
E storage | 3 VSwitch0

! © Networking (= iScsiBootvSwitch

=B vSwitchi
& jScsiDooty Switch

Enra nodarmrk o

iScsiBootvSwitch #27 ')w 2 L £,
REDIRE | ZFRLEY
- MTU % 9000 ICEEL. [RE]1ZZVYILET,

- EROFES =2 3 >RA VT Networking (Ry bT—2) &2 1)w o LT, Virtual Switches (1?82
1yF) RTICZRDET,

. Add Standard Virtual Switch #2J w2 L %9,

vSwitch #IC T iScsiBootvSwitch -B 1 £ WS &aEIZ T £ T,
° MTU % 9000 ICEREL £,
c T INII A DA T TH 5 vmnic3 EEIRL T,
cEmMEIVYILETD,

o o &

o N

C DR TIE. vmnic2 & vmnic3 A iSCSI 7 — b ICEARAINE T, ESXi RX ~IZ NIC
(D BIENMCHHBH5EIE. vmnic BEHLWBRZZeHHD X, iSCSI T— MMIFERTN
TW3 NIC ZHEEE 9 BICId. CIMC @ iSCSIVNIC £ MAC 7 KL X% ESXi @
vmnic ICFREL £ 9,
9. ARDRA > T. [VMkernel NICs] # 7%= FEIRL £9,
10. Add VMkernel NIC Z#3&IRL £ ¢,

cFHLWR—FJIL—TF%E LT, TiScsiBootPG-B' | Z3EEL 95
° R XA v FICxF LT, iScsiBootvSwitch -B Z#EIRL £9,

° VLAN ID (2 T\<iSCSIb_vlan_id> 1 £ ASIL %9,

° MTU % 9000 ICEEL £9,

° IPv4 REZEBRELE T,

© BHVEREZTEIRLE I,

> 7RLZR& LT MN\<var_hosta iSCSIb_ip>> 1 Y AHLZET,

° Subnet Mask ICI& [ \<<var_hosta_iSCSIb_mask>> | Y AL %9,
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° Create z27'Jv oV LEXY,

¥ Add VMkernel NIC

Portgroup

Mew port group

Virtual switch

VLAN |D

MTU

IP wersion

* |Pvd settings

Configuration

Address

Subnet mask

TCRAF stack

Services

Mew port group v
iScsiBootPG-B
iScsilBootvSwitch-B b4

IPvd only v

') DHCP '™ Siatic

|1?2.21.1s4.53 |

|255.255.255.n |

| Default TCPIIP stack v

] vMotion [ Provisioning ! Fault tolerance logging

[l Management || Replication || NFC replication

Create || Cancel

@ I iScsiBootPG-A | T MTU % 9000 |- E L+ 7

iISCSIVILFNRAZBELET

ESXi KRR FTIiSCSI RILFNRZHRET BICIF. ROFIEZRITLE T,

1. EAlOFES—> 3> RA 2T Storage (RhL—2) #FIRLET, 7HTE2EZI ) v I LET,

2.iSCSIV 7 bz T7 7R TR%ZERL.

Configure iSCSI (iSCSI MF&E) #VJwv I L£9,

L
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3.

56

vmware ESXi

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame =
_ = Storage & vmhbal
|| ~ @ Networking ¥ vmhbai
v Switeh0 & vmhba2
iScsiBootv Switch #8 vmhba3
More networks... & ymhbatd

Model iISC3Sl Software Adapter

Driver iscsi_vmk

[BMNE—7 Y ] T [BNZ—T Y hDEM]ZI7UyILET,



4 Configure iSCS! - vmhbat4

1ISCSI enabled

» Name & alias

v CHAP authentication

¥ Mutual CHAFP authentication

v Advanced setlings

Network port hindings

' Disabled '® Enabled
iqn. 1992-08 com cisco ucsaiscsia

Do not use CHAP v

Do not use CHAP hd

Click to expand

8 Add port binding

ViMkernel NIC ~  Portgroup IPv4 address -
Mo port bindings

el R & Aad static targst (Q s |
Target | Address ~ | Port ~

iqn.1992-08.com.netapp:sn.09591199033811e78eb... 1722118334 3260
Dynamic targets 23 Add dynamic target (Qse |
Address ~ | Port L

No dynamic targets
Save configuration || Cancel

4. 1P 7RL R Tiscsi_dlifolal] #Z AL F T,

° |P 77 R L X 'iISCSI_Iif01b’iSCSI_if02a’'iSCSI_lif02b' Ti#EORL £7
° [Save Configuration]| #2 ) wv 2o L%,

Dynamic targets

B8 Add dynamictarget £ Remoe :
Address v
1722118333

1722118334

1722118433

17221184 34

Port

3260
3260
3260
3260

@ iSCSILIFD IP 7 RL RIE. Ry b7 wFUS5XAZT I network interface show | AXY > K%
£179 %H. OnCommand D System Manager ® Network Interfaces X 7 THEER TET £ 9,

ESXi KRR hZEE

1L ERAOFETF—2a>RAVT, [*y bT—T | ZBIRLFT,

2. ySwitch0 Z3&RL £,
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vmware ESXi

| Navigator &
+ [ Host I

rool@17221.18164 ~ | Help ~ | [(eEEEEI

(= ¥Swilch)

= Adduplink  ## Editsettings | (@ Refresh | 4 Actions

Manage
Mamitor = vSwitcho
Type: Standard v Switch
51 Virtual Machines [ 0 e
Port groups: 2
~ H storage | 1] Upiinks 2

~ [ datastore1

Monitor - vSwitch Details
More storage... MTU
~£3 Networking Forts

Link dizscovery
iScsiBootv Switch

More networks... Attached Vs

Eeacon interval

1500
7802 (7787 available)

Listen / Cisco discovery protocol
(CDP}

0 (0 active)
1

|  NIC teaming policy

REDREEZERLET,
MTU % 9000 ICEZEL 7,
NICF—=>J%=REBREL.

R— b IL—FE VMkernel NIC ZREL F ¢

1L EROFETSF =23 >oRAVT. [Ry bT—=D [ E&ERLET,
2. Port Groups 2 7 =RV 1) v o LEd,

vmware ESXi

I Navigator

| ~ vSwitch topology

£3 VM Network
WVLANID: O

€3 Management Network
WVLAN ID: 3437
~ Vikernel ports (1)
B vmk0: 172211

~ [g Host

Manage

Manitor

(53 Virtual Machines
H storage
£ Networking
= iScsiBootv Switch
v Switchd
More networks...

MName

€3 VM Network
€9 Management Network
€9 iScsiBootPG

oo |

S —

i Physical adapters
® vmnic1, 10000 Mb. .
™ vmnicO, 10000 Mb._

vmnicO & vmnict DA T I T4 TICRESINTWBR e #ERELEF T,

3. [VM Network] #H52 1) w2 L. [Edit] Z3#RL £9, VLANID % [ <<var_vm_traffic_vlan>> | I[CZEL

4.
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£9.
[Add Port Group] Z27 1) w2 LE 9,

o IR— k' )L—FIC T MGMT-Network | ¥ WS £&ETZ T £7,
° VLAN ID {Z T\ <mgmt_vlan>> 1 EAALZET,
° vSwitch0 DMEBIRENTWB ZE ZRERL T T L,



cBMEIUYILET,
3. [VMkernel NICs] # 7z 2 ) v L%,

vmware ESXi
| 2 Navigator

ﬂlﬁﬁﬁﬂ%ﬁ@m@m&%ﬂﬂmf

Fort groups Virtual switches Physical NICs | VMEernel NICs
Manage
Wonitar W@ Add VMkernel NIC 7 Editsetings | (3 Refresh |
E:l‘.ﬁrmalh'ta{:hines Mama ~ | Porgroup w | TCP/P stack b
E storage EE vmkD €3 Management Network == Default TCPIP stack
£ Networking B vk €3 iScsiBootPG == Defauli TCPIP stack

I8 iScsiBootv Switch

6. Add VMkernel NIC Z3#3RL 7,
C[FHLWR—=FIIL—TZHERLET,
° IR— k' )L—"FIC T NFS-Network | WS &HIZEFITE T,
° VLANID £ LT M\<nfs_vian_id> 1 EAHILET,
° MTU %Z 9000 ICEEL £9,
* IPv4 REZEBHELF I,
c BHREZTEIRLE T,
° 7RLZR¥& LT MN<<var_hosta_nfs_ip>> ] CAHILET,
c [H Ty kYR Z]IC T\<<var_hosta_nfs_mask>> ] ¥ AHLZT,
°Create 27w L&Ed, .
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7. ZOF|E=#EDiIRL T,
8. Add VMkernel NIC = &R L £9

60

o o

a o

¥4 Add VMkernel NIC

Fortaroup

Mew port group

Virtual switch

VLAN ID

MTU

IP version

= |Pvd settings

Configuration

Address

Subnet mask

TCPIIF stack

Mew port group

MFS-Metwark

vawitcho

IPv4 anly

S DHCFP ® Siafic

|1?221182ﬁ3 |

|2552552550 |

Default TCPAP stack

vMotion VMkernel R— b Z1ERE L £ 9,

[(FILWR— T IIL—TF 1 ZB8RLE T,

R— K~ JIL—"IC vMotion £ WS EFIZ(FITE T,
VLAN ID (Z T\<VMotion_vian_id>> | £ AAL £,
MTU %Z 9000 ICEEL £,

IPv4 BREZRFAL X I

FIREZEIRLF T,

7 RL R LT TI<<var_hosta_VMotion_ip>>1 Y AL ZET,

Subnet Mask (Zl& T \<<var_hosta_vMotion mask>> | £ AL £79,

IPv4 DERFERIC vMotion F v IRy V AHNBEREINTVWB e 2R L £,

Create || Cancel

'é.



¥4 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID 1441
NTU 5000
IF version IPv4 only v
= |Pvd setlings
Configuration ) DHCP '® Static
Address 1722118563 |
Subnet mask |255.255.255.n |
TCFIP stack Default TCP/IP stack v
Senvices 3 E
# yiMotion ! Provisioning ! Fault tolerance logging
) Management U Replication ! NFC replication
| Create || Cancel |

ESXi v 7= DREICIE. 1LY ATHA TN TV BHEEIC VMware vSphere
(i)  Distributed Switch &R T 35 L OHENSHBD £T. £ORABMHE BT UENG
315 51F. FlexPod Express TRE R b7 — N R—rENET,
RIDT—RALT2EIT b

BHICR IV TB3T—2RMT7IE. RIS VHED infra_datastore 1 7—2 XA 7. REIS VDI Ty
771D infra_swap T—X A TP T,

1. EROFETF =23 oRAVT[A ML= 127Uy I L, [HILWT—R2ILT7 127V v I LFET,
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L
II- W = i - - o - = - - >
| 75 Navigator || 2 uesesxia cienetapp.com - Storage
~ [ Host | Datastores | Adapters Devices
Manage
Manitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1
Al Z —

2. XUV ENFS T—R2RMTZBERLET,

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMFS datastore

Increase the size of an existing VIMFS datastore

Mount NFS dalasiore

Create a new datastore by mounting a remote NFS volume

| Back | Mext |:- Finish || Cancel |

3. JrIZ. Provide NFS Mount Details (NFS ¥ > hDEFHDRME) R—JITRDIBEHREAILEF T,

° &8 . 'infra_datastore 1'
° NFS ##—/\:\<<var nodeA nfs 1lif>
o #%F ! /infra_datastor_1

°NFS3MERETNTVWB I =ML £ T,

4 720V v I LET, [RADZRT | RAVICRRVDRTHRREINET,

S. BILFIET infra_swap T—R AL 7ZYTV FLET,
° &0 : infra_swap
° NFS ##—/\:\<<var nodeA nfs lif>

o #7%5 :infra_swap
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°NFS3MERETNTWB e =zHEEL £ 7,

NTP ZREL XY

ESXi "X FD NTP #FRETZICIE. XOFIEEEITLET,

1. EROFES =23 RAVT, [BE)1ZIVvILET, AADORAIVT[VRTL]Z&ERL. [
B Zzo Vv o LEY,.

rool@17221.18163 ~ | Help ~ | ((eR=EEl

vmware' ESXi

B Bavigaton | [ uesesxia.cie.netapp.com - Manage
| ~ [ Host | System Hardware Licensing Packages Services Security & users
i Monitor Advanced settings & Editseftings | (3 Refresh | £ Actions

= — Autostart . —

{51 Virtual Machines )EJ Current date and fime Thursday, March 09, 2017, 05:53:04 UTC

= Swap
H storage [ 3] NTP client status Enabled
) — Time & date
vg Networking h
‘ B vEwiicad NTP service status Stopped
iScsiBootv Switch NTP servers None
More networks...

2. Use Network Time Protocol (NTP 754 7> b2 B®MICTS) ZFRLE I,

B NTPH—EXRDREZ— 7 v FRUS—¥2 LT, Startand Stop With Host Z#ERL £7,
4 NTPH—Ne LT M<<var_ntp>> | EANLET. BEONTP H—NZRETETFT,
S [RE1ZEVIVVILET.

[ Edit time configuration

Specify how the date and time of this host should be set.

) Manually configure the date and time on this host
=

® Lise Network Time Protocol (enable NTF clignt)

NTF service startup policy Start and stop with host v

NTF servers 10.61[184.251

e
Separate servers with commas, e.g. 10.31.21.2, fe00:2200

Save || Cancel

A

BB DRV T T 7AINDIGFRZ2RELET
CCTld RERSYORT Yy FT 71 IILDIGFh%Z#%ENT 2FIRICOWVWTEHAL I,

1. EAlOFETSF—> a3 R4 VT, [BE)1ZI7)vILFET. BREIDORAVTIRATLEERL. XTY
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TZ0VvILET,

T Navigator " | [J ucsesxia.cie.netapp.com -Manage
~ [g Host | System Hardware Licensing Packages Services Sacurit
Manitar Advanced settings # Editsettings | (@ Refresh
Autostart
1 Virtual Machines [ 0 Ednicd L
— Swap
H storage 3 : Catastore Mo
- ; Time & date
~ 3 Networking | 5]
@ vSwitcho Host cache Yes
&= iScsiBootvSwitch Local swap Yes
More networks...

2. REDHREERIV VY ILET. T—RANTDF T 3 >h 5 infra_swap ZEIRLE T,

'. [ Edit swap configuration
Enabled ® ves @ No
Datastore infra_swap "
Local swap enabled ® vaz 0 Mo
Host cache enabled ® vas () No
Save || Cancel

. [REFE1ZVIVILET .

NetApp NFS Plug-in 1.0.20 for VMware VAAl z 1 > X b—)LL F T

NetApp NFS Plug-in 1.0.20 for VMware VAAI =1 > X k=L § 3 (ZIF. ROFIEZRTLET,

1. XOAY Y REAALT. VAAIRBMICHE>TWBRZ e #EELET,.

esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove
esxcfg-advcefg -g /DataMover/HardwareAcceleratedInit

VAAI BB RIGE. RDE S BHIDRTEINE T,
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~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is 1

2. VAAI BAERICHE > TULWEWSEIX. OO REAAILTVAAI ZBRICLET.

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

CNSDIARY FOBAIFRDEED T,

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1
~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Value of HardwareAcceleratedMove is 1

3. NetApp NFS Plug-in for VMware VAAl #4 > O— R L £,
a [TV IVEALFT "V IR TAT O RER—=2,
b. FIcX-@A—JLLT. NetApp NFS Plug-in for VMware VAAI Z 2 1) w2 L £7
C.ESXi 72wV b7 #—LZFERLEXT,

d BFOTSSTA>DATSA VN RIL (zip) Fhldgd>SA4 NV RIL (vib) #H4o>O—R
LEd,

4. ESXCLI ZERALT. ESXiRRAMIFSTA AV A M=ILLET,
S.ESXiRR hZEUT—FLZET,

astorel/NetApplNasP lugin.vib

"JRODF|E : VMware vCenter Server6.7 1 > XA L—JLL F "

VMware vCenter Server 6.7 7z > X +r—J)L 93

DU 3> TlE. FlexPod ¥ IC VMware vCenter Server 6.7 #1 > X =)L T3
SHMAFIBICOWTERBLET,
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@ FlexPod Express Tl&. VMware vCenter Server Appliance (VCSA) %ZEBL X9,

VMware vCenter Server Appliance #X2 U > O—RL XY

1. VCSAZA T YO—RLZET., ESXi KX FDEIEEFIC Get vCenter Server 7 A% ) w2 LT &
IYO—RUDIICTIEALET,

I | (@ &
Manage | (5] GetvCenter Server
Monitor — ucses)
:I J Version:
(51 Virtual Machines 0 - State:
£ storage 5 ‘ Upfime:

+ &3 Networking

2. yvCSA % VMware -1 kD54 O—KRLEY,

@ -~ > X b—)LAJgEZR Microsoft Windows vCenter Server hAtF7R— kT E IH. VMware
TIFEFHLWEAIC VCSA ZHER L X7,

ISO M X—=%&IYIVMLET,

VCSA -ui-installer >win32 7« L2 U IC#EIL £J, installerexe 24 TILIU v I LET,
[TYRb=IL]ZIVYILET

[IFLDIC]R=DT[RN]ZIVYILET,

IVRI—HYS1ERZHICARLET,

EBRR&Z1 7 LT, Embedded Platform Services Controller Z3&RL £ 7,

© N o o ~ W
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1 Introduction

[

End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller
© vCenter Server with an Embedded Platform
sServices Controller

External Platform Services Controller

() Platform Services Controller

() wCenter Server (Requires External Platform
sServices Controller)

Appliance

Platform Services
Controller

v Center
Server

Appliance

Platform Services
Controller

Appliance

vCenter
Server

CANCEL BACK NEXT

@ MEIZHLC Ty FlexPod Express ERED—ERE LT AE Sy b7 x+—LH—EX O
vhO—-ZOEADBYR—FINET,

0. 7FISAT7VREARXR—T YW N T BALTZESXIiRARDIP 7RLR, XU root I—H4% & root /¥

AT—FZANLFET,
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target

1 Introduction

) Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
2 End user license agreement ; . )
onwhich the appliance will be deployed.

3 Select deployment type

ESXi hest or vCenter Server name 172.21.246.25 @
4 Appliance deployment target

HTTRS port 443
5 Setup appliance WM

User name root @
& Select deployment size

Password ~— sssssseas

7 Select datastore
8 Configure network settings

9 Ready to complete stage 1

CANCEL BACK NEXT

10. VCSAZ VM LT TVCSA ] ICASIL. VCSAICERTBIL—bF « NRT—REHRELF T,
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Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

select deployment size

Select datastore

Configure network settings

Ready to complete stage 1

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

N BRICRDBELILEAY A X ZERLTIESE L,

1

Introduction

End user license agreement

select deployment type

Appliance deployment target

Set up appliance WM

Select deployment size

Select datastore

Configure netwark settings

Ready to complete stage 1

1iger\.rcsa|

ANz )T LET,

Select deployment size

CANCEL BACK NEXT

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
small
Medium
Large

X-Large

vLPUs | Memeory (GB}
2 ylo]
4 16
g 24
16 32
24 48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

oo

400

100

2000

1co
100
4C00
jlololele}

35000

CANCEL BACK NEXT
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12. infra_datastore 1 T—X XA M7 ZFEIRLE T, INEIUVILET,

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening

% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported

re_1

6 Select deployment size infra_swap NFS 100 GB 599,99 GB 10.95 MB Supported

7 Select datastore 2 tems

& Configure network settings @

9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. Configure network settings (v b7 —IREDHRE) R—J TROIEHRZAIIL. Next (RN) &7
Jy o LET,

a. MGMT - Network (v b7 —2) Z&#RLFT,
b. vVCSA I Y% FQDN £7IE IPZANLE T,
C ERITBZIP7RLAZANALET,

d FRTZIH Ty bYRIZANLET,

e TN —bDTAZASILET,

. DNS H—NEAHDLET,

14 TZF7—J1 ZRTI2EEHNTEHL) R—IT. AALLERENPELWCEZHRLFT, BT %
Ty I LET,
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! vCenter Server Appliance Installer

Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

1 Introduction
IP versich

2 End user license agreement
IP assignment
3 Select deployment type
FGOMN
4 Appliance deployment target
IP address
5 Setup appliance VM
Suknet mask or prefix length

£ Select deployment size

Default gateway
7 Select datastore

DMS servers
& Configure network settings

Common Ports

9 Ready to complete stage 1
HTTP

HTTPS

Configure network settings

IPvd

static

tigervcsa.cie.netapp.com

172.21.246.41

255.2565.255.0

172.21.2461

10.61.154.25110.61.154 252

80

443

IS[=] E3

CANCEL BACK NEXT

VCSADA VA b—ILENET, COTAOERICIFHADHID T,

5. 27—V 1HRTITBRE BFTLEIEERT XY E—OHRRINET,

16.

—V2DREERIBLET

[RF—2 2 DIBNY R—OT. D) #0)woLET,

MeefiT) 22w I LTRT
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17.

18.

19.
20.
21.

Install - Stade 2: Set Up vCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2
4 Configure CEIP o
5  Ready to complete T\

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

NTP H—/NDF7RL R LT MN<<var ntp id>> 1 CASILET, BERONTPIP 7PRLAEANTEE
XS

vCenter Server High Availability (HA ; &elfAMY) ZERT3EEIF. SSH 77 XAEMICHE->TW
BCTEHERLTLLIETL,

SSO RXA &, KRT—R, $LUY A MRERELE T, INEIUYILET,
%1C vSphere.local R X1 VD SANBZIHZEIE. CNESDEZSEICLTLEETL,

HEIZHL T, VMware IR EARY—IT I ARV IVRATATSLIZBMLE T, RNZ2I Vv I LET,
REDBBZHRELE T, [T 127w IT3h. [RE | REV2EALTREZRELE T,

AVRAL=ILORBEIC. 1Y M—IILEZ—BHELEFIIRT TEIRVWIEETIAvE—SHRTRIN
9, [OK| 22w o LTHEAITLET,

TIIAT Y ADFENKATENE T CNICIFEADHDD FT,
Ty TPy THERBICRETLECEZR T XAy E—IDKRTENET,

A4V Xb—Sh vCenter Server ICT VR TB=OICIRETZ) >V UIE0 )y IREETY,

"RDFE : VMware vCenter Server 6.7 ¥ vSphere 75 XX 1) VB ELET, "
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VMware vCenter Server 6.7 & XU vSphere 75 X&) V7%
===

SXAE 9 D
VMware vCenter Server 6.7 & U vSphere 75 X2 1) VI %BET BICIE. ROF/E
ZEITLET,

1. https://\<<FQDN Z 7z|& IP of vCenter >> /vsphere-client/ |I_#&L £ 7,

2. vSphere Client D&z 7 ) v o LE T,

3. VCSADt Y 7w IO XATAA LI —44% mailto : administrator@vspehre.loca |
[administrator@vsphere.loca 1] £ SSO NXT—REFEALTOII > LET,

4. vCenter &% 52 1) w2 L. New Datacenter Z3&IR L £,
S. T—=REIUA—D&REIZASIL. [OK|ZZUv I LET,

vSphere 75 X2 &E{EFLET

vSphere 7 5 2 X ZEHT B ICIE. XOFIE%EHRITLE T,
1L HULKIERLTET—2 > 2—%%KF21) w2 L. [New Cluster] Z3&RL £,
2. US22DAFEAILET,

3. Frxv IRy R%FICLTDR & vSphere HAZBMICL £,
4 OKlZVUwoILET,
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https://<<FQDN
mailto:administrator@vspehre.loca
mailto:administrator@vsphere.loca

New Cluster FlexPod

Mame Tiger3

Location FlexPod

> DRS M Turn oM

» wEiphere HA

EVC | Disable

ESXi RA ME2 IS XZITEM
1. 9528%521) w2 L. AddHost (KX ~DEM) ZFIRLEFT,
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vmware* vSphere Web Client #=

| Navigator i”ﬁyaﬂm.ﬂ

“.4 Back |i_| Getting Start...
[e]l@ 8 8 |
'v;;_‘_;UCSA—B.press.cie.netapp.cnm [|

I:j

— By HexPod

'q‘j_j ] Actions - FlexPod Express
% Add Host..
@, Move Hosts into Cluster...

L] U S S—

T

2 ESXiRRA RIS ARIEBMT BICIE. XOFIEZETLET,
. RARDIP £7IEFQDN Z AL £ T, "KnNzZIZ D) wILET,
b. root I—HRKENIXT—REZASILEFT, INEZIVYILEFT,

C.Yes%®21)wo LT, KX FDIAE%® VMware fEBAEZEH —NICK > TEL INHREICES X
E I

d. [Host Summary] R—> T [Nexti 27U wv o L£Y,
e ERO+T7AAVET)wI LT, vSphere RAKMITAIEVRX%ZEMLET,

)

() coFER BECHLTHLTRETEET,

L[N 1Z22)y o LT QIR IVE-REEMDOEXIC
9 VM DB R=I T[N 27Uy I LET,

h. [Ready to Complete] R—%HEERLET, [RD | REVEFERLTEEEITON. [TT 1 ZH=IRL
£9,

3. CiscoUCS KRR F BIZH L TFIE1 & 2 Z# D3R L % I FlexPod HBICH R FZEBMT 35HEIF. D
FIEZ XTI IHENHD F I,

ESXi "X MCOAT7H >V T%=FBELET

1. SSH AL TERB IPESXi RX MIEHL. 2—H4AIC Trooty EANILT. root /NXXT—R%EAN
LE¥9,

2. kAT RERITLET,

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

3. BRAT Y REANT S . T Verified the configured netdump serveris running | £WS X vt —IHFK
TINET,
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FlexPod Express ICR X FZBINT 25HEIE. COTOLRZTT T2HELNHD X7,
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