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kafka fg vol0l -aggregate kafka aggr -size 3500GB -state online -policy
kafka policy -security-style unix -unix-permissions 0777 -junction-path
/kafka fg vol0l -type RW -is-preserve-unlink-enabled true

[Job 32] Job succeeded: Successful
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shantanuBshantanc-ma ~ % telnet 172.38.0.160 9892

mac-@ ~ % telnet 172.
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kafka-reassign-partitions --bootstrap
-server=172.30.0.160:9092,172.30.0.172:9092,172.30.0.188:9092,172.30.
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/tmp/topics.json --generate
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—execute
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shantanu@shantanc-mac-8@ ~ % telnet 172.30.0.160 9097
Trying 172.30.0.160...

Connected to 172.30.90.160.

Escape character is "A]°

A [

Connection closed by foreign host.

shantanu®shantanc-mac-8 ~ % telnet

Trying 172.30.0.198...

telnet: connect to address 172.30.9.198: Connection refused
telnet: Unable to connect to remote host
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broker.id=1

advertised. listeners=PLAINTEXT://172.30.0.185:9092
log.dirs=/mnt/data-1
zookeeper.connect=172.30.0.13:2181,172.30.0.108:2181,172.30.0.253:2181
num.replica. fetchers=8

message.max.bytes=10485760
replica.fetch.max.bytes=10485760
num.network.threads=8

default.replication. factor=3|

replica. lag.time.max.ms=100000000

replica. fetch.max.bytes=1048576

replica. fetch.wait.max.ms=500

num.replica. fetchers=1
replica.high.watermark.checkpoint.interval.ms=5000
fetch.purgatory.purge.interval.requests=1000
producer.purgatory.purge.interval.requests=1000
replica.socket.timeout.ms=30000
replica.socket.receive.buffer.bytes=65536

* *OpenMessaging N> F<Y—2 (OMB) 7—2 O— R, *UTOIEERMNMREIINE LI, UFISHERR
TENTVWSEBEEERZREL LT

name: 4 producer / 4 consumers on 1 topic
topics: 1

partitionsPerTopic: 100

messageSize: 1024

payloadFile: "payload/payload-1Kb.data"
subscriptionsPerTopic: 1
consumerPerSubscription: 4
producersPerTopic: 4

producerRate: 40000
consumerBacklogSizeGB: @
testDurationMinutes: 5

10



T A b DA ER
1.2 D08EUULII ZAZ—PMER TN, ENENHBEORYFI—T VS RE— AT +—LDEY ~%
¥ LT,
° JZ AR —1NFS RX—XD Kafka 7 5 XX —,
° P53 RXARX—2DAS X—M Kaftka 7 5 XA X —,
2. OpenMessaging AY Y REFEALT. FI X EZ—TCREKOT7—o7O—-RHArUH—-—EhFLT

sudo bin/benchmark --drivers driver-kafka/kafka-group-all.yaml
workloads/l1-topic-100-partitions-1kb.yaml

3. ERKRDKEIL 4 BIDORETEMIN. CPU FEHSRIL Grafana TiafRINE Lco £EERIIIDLAIL
ICERESNE LT

> 10,000
> 40,000
> 80,000
> 100,000

EHE
Kafka TNetApp NFS A b L —CZFERT D L. EIC2 DOFRAHD £,

* *CPUEAXRZHN I DD 1HIETET XY, *AKODT—o0O— R TOLAEMA CPU EHAXR(IX. DAS SSD
CHE L TNFS OANMMEL . EIRITEMRZENMEVZEIE 5% EREHNTVIHEIE 32% T,

*EERDNRVSEED CPURAROR )T MDA 3 DD 1 ISHEDLET, *FREESD. £ERNENBIC
DNT. CPU ERARDEBMIZLMEICHRBLE LT, 2L, DAS 2R ¥ % Katka 7O—7H—D CPU
EARIE. BVWERKDIZFED 31% NSFBWEMERDIZED 70% cEF L. 39% EML E L7 27
L. NFSXRhL—Y Ny I T2 RTIE. CPU ERAZRIZ 26% D5 38% ICEFR L. 12% ML F L7
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F7z. 100,000 FDO Xy E—2Tld. DASIENFS 75 X2 —4&DH CPU ERENECHRD FT,




JO—A—DEHEHIRL

HENetApp NFS A L —2#EAT 3 &, Katfka T7O—H—DEIEIEL BB ehbohD £L7. Kafka
PJSARZ—TTO—Hh—H oSy all=EmEe. CO7O0—A—ERL7O—A—ID #FD2EERJO—71
—ICEZHBAONE T, COTAMNT—X%EERTITDE. DASR—IXD Katka 75 AEZ—DHE. VF7AAX

—IFFL<EMSNIEEERTO—H—LTT—2Z2BEET 570, BE’IDB I ehbhb EL .

NetApp NFS X—2Z D Kafka 7 T A X —DiFE. BB -7O—A—IEUgi0o07 T« LI ) ET—

BHmAWOKT B, EENIFZMIESBD FT,

BROty Ty

RDOI:IE. NAS ZfER LT Kafka 7 5 X2 —DREEEZRL TLWE T,

PATA A N el N D Sl S RIBRTE

71775323 * BB Ex%3 - t2.small
* J7AO—A—%—/\— x 3 —i3en.2xlarge
* 1 x Grafana — ¢5n.2xlarge

*4x FO7a2—H—/aA>>a—<
— —cbn.2xlarge

*1x N\wv 27w Kafka /— K —i3en.2xlarge

IARTD/ —REDARL =TT OXT LA RHELS.7 L%
NetApp Cloud Volumes ONTAP-{ > XX >V X VTN —RA VAR R —M5.2xLarge

KDEIE. NASR—XD Kafka 75 ARZ—D7—FT70F v ZnRLTVWET,
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! AWS Cloud
E Privaile subnat
'Y ap2
two mounts for each broker g .- —
. EEE =0 R D ms.2xlarge o=n
g | 3 n i
£ mﬂc__».-_'l‘e_m_______‘_‘_‘_‘_- E@% B _i 250GE each
B o S -
canfiuent kafka cluster, ==
i3an 2xlirge =) . _{‘3'\ > D —l
Producer/Consmer swirm \_'_T_’ L e, _.
¥
OPENMESSAGING CLIENTS J e,
[T ]

14

SHELET, *EAY—N—LTRITINS 3/ — KD Zookeeper 7> H > TILEHZT3 /— KD
Kafka 7 2 AR —, &70—H—ICl&. EALIF ZN L TNetApp CVO 1 VY ARV A EDE—R) 22— L
AD2DDNFSTY IV RAVEHHD ET,

BZ#R. Prometheus & Grafana O AEHED 2 DD/ — K, 7—I0—RZ4EMTD7-HIC. TD
Kafka 7 5 ARZ—ICR L TERS S HETE D3 /—R 95 XA2—2FBLET,

AL =T, *M Y RAVAICR T FENT-6 DD 250 GB GP2 AWS-EBS /R a—L%=HFODE—/ —
K M NetApp Cloud Volumes ONTAPf > XXV R, TNHEDAR) a—Lidk. ERHDOLIFEZNLTE DD
NFS R a—L¥ L TKaftka 75 XZ—|CRFATNET,

*TO—ND—DERCDOT R F—ATHERAIRELRHE—DERIF Katka 7O—H—TY, Katka 70—7
—ICIFRDEREDBIRESNE LTze D “replicalag.time.mx.msHFED ./ — KA ISR U X bHSHIBRET 1
BPREZRET RO BWMEICREINETE T, AR/ —REIEELR/ —RZYIDBERZHE. €070
—A—IDHISR UR O SBRATNAEVELSICTIHENHD £T,



broker.id=1

advertised. listeners=PLAINTEXT://172.30.0.185:9892
log.dirs=/mnt/data-1
zookeeper.connect=172.30.0.13:2181,172.30.0.108:2181,172.30.6.253:2181
num.replica. fetchers=8

message. max. bytes=10485768

replica, fetch.max.bytes=18485760

num.network. threads=8

default.replication. factor=3

replica, lag. time.max.ms=188800800

replica, fetch.max.bytes=1048576

replica. fetch.wait.max.ms=500

num, replica, fetchers=1
replica.high.watermark.checkpoint. interval.ms=5808
fetch.purgatory.purge.interval. requests=190@9
producer.purgatory.purge.interval, requests=1008
replica.socket. timeout.ms=300080

replica. socket. receive.buffer.bytes=65536

T A N DHEHR
1.2 D08LLIEI S AEZ—PER SN FE LT
°EC2R—RADEMT T RAE—,
° NetApp NFS R—2DERYT TR HE—,
2. 5t Kafka 75 X2 =D/ — R EA—DERT. XXV /\A Kafka / —RH 1 DIE SN E LT,
B BUSRA—=THVFILrEYIIMER SN, J7O—H—TCIZW1M0GB DT —2HANINE LT

° EC2 R—ADIS5XZ—, Kafka7O—H—F—4F 1 L& kUlE /mnt/data-2 (ROET
I&. cluster1 @ Broker-1 [£iH=])o

> * NetApp NFS R— XDV S XA —, *Katka7 OA—H—T—2 T4 LT LFUIINFSRA > MMITT YV
FENET /mnt/dataCRDETIE. cluster2 @ Broker-1 [HixmAK])o

[root#ip-172-30-0-185 /]# df -hT [root®ip-172-30-9-133 /]F of -hT
fz6. I m

Filesystem Type Size Used Avoil UseX Mounted on Filesystem ype Size Used Avall UseX Mounted on

devirpfs devimpfs 316 0 316 O /dev devtmpfs devispfs 316 0 316 O Jdev

tmpfs trpfs ne 0 3G 9 /dev/she trpfs tepfs 16 ® 3G N fdev/shm

tmpfs trpfs 316 65 316 1N Jrun tmpfs tepfs 36 2 36 1K Srun

tmpfs tmpfs 3G 8 3G 9% /sys/Fsicgroup tmpfs topfs 36 @ 3G @ ssys/isicgroup

JSdew/mmednlpZ xfs 106G 3,16 7.86 31% / shev/mmednlpz  xfs 106 3.6 7.86 315/
/dev/mmelnl xfs 237 176 2.3 1% /ent/date-1

tmpfs tmpfs 6.26 8 6.26 0% Jrunfuser/1000 Adev/mme2nl f: 23T 176 23T 1N /ent/date-2

[root#ip-172-38-0-185 /]2 trpfs s 6.20 26 % Srunuser/1000

top 2 2 6.
172.30.8.18: Kofka nfse 35T 1996 3.4T HMVMI
[root®ip-172-30-0-139 /18

4. £S5 XRX—T. Broker-1 BT ch. £BL 77 O0—h—obBE7OINA NI HA—CNF LT

S. JO—H—"KTLEE JO-ND—DIPT7RLIADBREYNA TJO—-H—OtAHVHZU IPLLTEID
HToNE LT Thid. Kafka 75 XZ—ADTO—A—DRDOLSICHAESNDTcHOBET LT

HPTRLZAEENRELALTO—HA—IPEIXZYNA JO—A—ICBEDETTELIC&>TE
hETHENET,
c*JO—A—ID*CNIEAZUNA TO—H—TRESINZE LT server.properties,
6. IPHEODYTEND . XAV N1 TO—H—T Katka b —EXD BRI N E L7

7. LIFsK LT Y= N—0OJZBUELT. VS RE—KNDE#/ —FTT—HZBRITZDICHD o Tchy
MeFzvoILELT
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R
Kafka 7O—H—DEIEIZIZIZ O BERICAEDFE L. BEIRELLTO—NH— /—ROEIEICH D BEF

&

I$. Kafka 75 X4 —TDAS SSD #EHIT3BE LB L T. NetApp NFSHEEX ML —C % ERAT %15

BOADKBICEHREINZI eI DEL 1TBORE YT T—RDIBE. DASR—IXDTS5AX—

D

AN BERIE 48 D TL =D, NetApp-NFS R—X D Kafka 7 5 X2 —DiHEIE 5 DK T LT

EC2R—XADISREA—TIEFHLWIO—H— /—RKRT1M0GBDT—XEZBEEEITIDIC10 9D FL
7o NFSR—=ZXDIZRA—TIE3DTUANUERTLE L £/, OJ T EC2D/N—FT0 >3

>
A

DAY a—~X—F7tEy N0 THZ—H NFS U SRE—TIFI>>a—I— 77y bHURIDOT
—A—DBEEEINTVWE e HEERELF L .

[2022-10-31 09:39:17,747] INFO [LogLoader partition=test-topic-51R3EWs-
0000-55, dir=/mnt/kafka-data/broker2] Reloading from producer snapshot and
rebuilding producer state from offset 583999 (kafka.log.UnifiedLog$)
[2022-10-31 08:55:55,170] INFO [LogLoader partition=test-topic-gbVsEZg-
0000-8, dir=/mnt/data-1] Loading producer state till offset 0 with message
format version 2 (kafka.log.UnifiedLog$)

DASR—IXDYI ZAH—

1

-y O Ty J—RI%08:55:53,730 ICRtRE N F LT

[2022-10-31 ©8:55:53,661] INFO Setting -D jdk.tls.rejectClientInitiatedRenegotia
[2022-10-31 08:55:53,727] INFO Registered signal handlers for TERM, INT, HUP (or
[2022-10-31 08:55:53,730] INFO starting (kafka.server.KafkaServer)

[2022-10-31 08:55:53,730] INFO Connecting to zookeeper on 172.30.0.17:2181,172.3l
[2027-10-31 AR:85R+KY 7881 TNFN [7nnKeenerflient Kafka <erverl Tnitializinn a new

T b WM

2. F— 2 EBRTOE X3 09:05:24,860 [T T LE LT 110GB OF—Z DIRIZIFHK 10 FHHD £ L

TCO

[2822-10-31 @9:;05:24,860] INFO [ReplicaFetcherManager on broker 1] Removed fetcher for
partitions HashSet(test-topic-qbVsEZg-8080-95, test-topic-qbVsEZg-@0800-5,
test-topic-qbVsEZg-80@80-41, test-topic-qbVsEZg-0080-23, test-topic-qbVsEZg-0000-11,
test-topic-qbVsEZg-@@80-47, test-topic-qbVsEZg-@8@0-83, test-topic-gqbVsEZg-9008-35,
test-topic-qbVsEZg-@@88-89, test-topic-qbVsEZg-0000-71, gggg-tupic-quEEZQ-BHBE-Ea,|
test-topic-qbVsEZg-@88@80-29, test-topic-gbVsEZg-00808-59, test-topic-qbVsEZg-0080-77,
test-topic-qbVsEZg-0000-65, test-topic-qbVsEZg-0808-17)
(kafka.server.ReplicaFetcherManager)

NFSR—IDYU T AH

1.
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o e

[2022-10-31
[2022-10-31
[2022-10-31
[2022-10-31
[2022-18-31
[2022-10-31
[2022-10-31
[20272-18-321

S~ AW

I R |

©9:39:17,142]
©9:39:17,211]
09:39:17,213]
©9:39:17,214]
©9:39:17,238]
©9:39:17,244]

©9:39:17,244]
na-30:17 244l

INFO
INFO
INFO
INFO
INFO
INFO

INFO
TNFA

PN M M R ENME R RAMA R W J e TR T R R Mg 7 WA M W M M f A

Setting -D jdk.tls. rEJectCllentInltlatedRenegot1at1
Registered signal handlers for TERM, INT, HUP (org.
starting (kafka.server.KafkaServer)

Connecting to zookeeper on 172.30.0.22:2181,172.30.
[ZooKeeperClient Kafka server] Initializing a new s
Client environment:zookeeper.version=3.6.3—6401leda

Client environment:host.name=ip-172-30-0-110.ec2.in
flient envirnnment:iava_versinn=11_08.17 (nrn_anarhe

2. F—RBIER7OLRF 09:42:29,115 IC T LF L7, 110GB OF— X DAIRICIF 3 D FL

TCO

[2022-10-31 39:42:25[115] INFO {Groupﬂetad;taﬁanager brokerId=1] Finished loading offsets

and group metadata from

__consumer_offsets-20 in 28478 milliseconds for epoch 3, of which

28478 milliseconds was spent in the scheduler.
(kafka.coordinator.group.GroupMetadataManager)

K1TBDT—2ZBCTO—HA—ICRHLTT R b ZRDERL X LTH DAS DIFEIZHK 48 5. NFS D
BRI I DHDD X LT BERIFRDIT S TITRENTUVE T,

50 minutes

40 minutes

30 mimites

20 minutes

10 minutes

0 minutes

2L =R

Time Taken for broker Recovery

DAS Based Cluster

MFS Based Cluster

e ——

110GE

1100Ge

Data loaded on the broker

Kafka 7S5 XX —DX kL —2EIENetApp ONTAPEZ B L TFOEY 3= d N1z, ONTAPOIART
DAL —TihRiEEeEFETEE LIze ZNUE. Cloud Volumes ONTAPTOE Y 3 =>4 T M7= NFS X
FL—2%FERLTCKatka VS5 XA —TREDT—REERTAEICE>TTRAMEINE L ONTAP @
BeElc kD, ZAR—ZADBKMEBICHIB SN EDRbHbHh D £ L7,

BEOty rTYS

RDFEIF. NAS ZfEA L Tc Katka 7 5 XX —DRGEEHZRLTWVWE T,
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TSy RITA—=LAVER—FT b+
77757323

IRTD/ —REDARL—FT 4 2T S RT L

NetApp Cloud Volumes ONTAP-1 > X & > X

3

RIGRGE

K

* BB Bx3 - t2.small
* JO—AhH—%—/\— x 3 -i3en.2xlarge

* 1 x Grafana — ¢5n.2xlarge

‘4x FOFa—HY—/aA>a1—<
— —cb5n.2xlarge *

RHELS8.7LA[%
BHB—/—RA>VXZ>V A -M5.2xLarge

RDEIF. NAS R—XD Kafka 7V 5 RARX—D7—F T I Fv2RmLTWVWET,

two maunts for each broker

Zookeeper [ ] 12.small

monifofing

r
(& £
o =L
- o

‘-_‘R—__\_\—nwrlrmnnm tasting %

— g ®
. fiuent katka clust =

con ug:n_ ustar| E:E:g r}g\

ProcucatGonAImar swanm = Ly =

¥
OPENMESSAGING CLIENTS ] 52

m&.2xlarge

w
k=1
153

CEEEETS)

TTTIT

250GE each

EHELEFT, *HERAY—/N\—TXETENSB 3/ — KD Zookeeper 7 >4 > TIL#HZ 1= 3 / — R®D Kafka
V22— ERLE L. ET7O—A—ICIE. A LIF Z/ L TNetApp CVO 1 Y RZ Y X EDE—R

)a—LAND2DDNFSIYIV R R4V HDF LT

* B2 Prometheus & Grafana O AEHEICIZ2 DD/ —REFERALF LT 7—20—REZERT S
7e®IC. D Katka 75 X Z—ICR L TEREEEDTRELBHD 3 /—F 75 22—%ZFHALF LT

CHARNL=T, M VRAVRICR TV EENT 6 DD 250 GB GP2 AWS-EBS R ) a—L%xEfRBATE—/
— R ®DNetApp Cloud Volumes ONTAPf > XX > RZEHA L F Lo TNHDRY 2—LlE. EHOD LIF
ZNLT6 DDNFSA)a—Lt L TKatka 7 XZ—ICRBINE LT

* B, *CDT R T—RATHEMAIRELERIF. Katka 7O—H—TL 7
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EEiE7OrTa—t—@TcA TSNS, TOT72——3BVWRIL—Ty hEERTETDILSICHED F
Lo KDDIC. AL —C%RIFOAVEa—FTa Y FBICK>TRIES N E LT,

T X b DFHEHR

1. LEROMKT Katka ¥ S 22—H7OEYa=>Tah&E L.

2. 5 RXAZ—TlF. OpenMessaging N> FI—2 V—)LZFERALTH 350GB DTF—EhERINFEL
Tc:o

3. 7—2o0—RP5ET L7%. ONTAP System Manager & CLI ZfEH L TR b L —I=RFEAHDUIET N
Fl7o

R

OMBY—I)LZERLTERINET—XTldE. A ML—UWTREA1.70:1 Te AR— D 33% S n
FlLlco ORISR T LIS, ERINTT—RICE>TERINHIERIAR—XIF 4203GB T. T—4 %
FF T3 -DIFERINTIEIR— X% 281.7 GB TL 7=

VMDISK Set Media Cost
263 GiB 644 GiB
LISED AND RESERVED AVAILABLE

0% 10% 20% 30% A40% 50% B0% TO% B0% 30% 100%

1.7 to 1 Data Reduction
420 GiB logical used

LA L

agerl
263 GiB 644 GiB
USED AND RESERVED AVAILABLE
0% 5% 50% T5% 100%

1.7 to 1 Data Reduction
420 GiB logical used

IOPS: 3 | Latency: 1.00 ms

Throughput: 0.22 MB/s

0 Bytes
53Bucket
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shantanuCV0instancenew: :> df -h -S

Warning: The "-S" parameter is deprecated and may be removed in a future release. To show the efficiency ratio use "aggr show-efficiency"”
command.

Filesystem used total-saved %total -saved deduplicated %deduplicated compressed %compressed Vserver

/vol/vole/ 7319MB % % @% shantanuCv0instancenew-@1
/vol/kafka_vol/ 281GB 33% 33% 0% svm_shantanuCVOinstancenew
/val/svm_shantanuCV0instancenew_root/

660KB 0% 0%

0% svm_shantanuCVOinstancenew
3 entries were displayed.

Name of the Aggregate:
Node where Aggregate Resides: shantanuCVOinstancenew-@1
Total Storage Efficiency Ratio: 1.70:1
Total Data Reduction Efficiency Ratio Without Snapshots: 1.70:1
Total Data Reduction Efficiency Ratio without snapshots and flexclones: 1.70:1
Logical Space Used for ALl Volumes: 420.3GB
Physical Space Used for ALl Volumes: 281.7GB

AWS TD/\NT #—<I > ADKEE ¥ FREE

NetApp NFS ICX¥ T > FENTc A ML —CBZFD Katka VS XX —DINT #—<X >V R
ZAWS VTSI RTRYFIY—VLELTce ROFI—TDBUCDODVWTIE. RDEI
3 CaPAL X9

NetApp Cloud Volumes ONTAPZ £ L 7= AWS 7 7 R T®D Kafka (G J 4R T &
BE—/—F)

NetApp Cloud Volumes ONTAP (HA R77) Z12& L 7= Katka VS XA EZ—D/NT #—<X >V A%Z AWS IS5 RT
RYFI—VLFELTce CORYFI—TIZDOVWTIE ROEI> 3 > THIALET,

BROtwYy TV

RDFEIE. NAS #EH L7 Kafka 75 X2 —DBEEERZRLTVE T,

T2V RITF—LOAVER—V b+ BIERT

H745323 * BIEBx3 - t2.small
* JAO—A—%—/\— x 3 —i3en.2xlarge
* 1 x Grafana — c5n.2xlarge

*4x FOFa—HY—/aA>>a2—<
— —cb5n.2xlarge *

IRTDO/—RLEDARL =TT O XFT L RHEL8.6

NetApp Cloud Volumes ONTAP-{ > XX > R HAR7 A > AR >R -mbdn.12xLarge x 2/ — K &
YOI/ —RA2YRRAV X -mbdn.12xLarge x 1./ —
e

NetApp?Z 5 XA XK' 2—LONTAPtEY 7 v

1. Cloud Volumes ONTAP HART7DIBE. FEXA ML — O bO—-SLEDE 77V — I3 DDARY 2
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—LEZZFE 2220775 —bE=ERRLE LT
D7 —EAIC6 DDR) a—L%=ERLFET,

B —Cloud Volumes ONTAP./ — RiZxt LT, 74

aggr3

EBS Allocated Capacity:  5.05T8 AWS Disk Size:

EBS Used Capacity: 298.21 GB Underlying AWS Capacity:
Volumes: 3 ~ Encryption Type:

kafka_aggr3_vol1 (1T8)
Home Node:

kafka_aggr3_vol2 (1 TB)

278

1278

kafka_nfs_cvo_hat-01

aggr22

EBS Allocated Capacity: 67378 AWS Disk Size: 278
EBS Used Capacity: 280.95 GB Underlying AWS Capacity: 16 TB
Volumes: 3 ~ Encryption Type:

Provisioned IOPS; 80000 kafka_aggra2_vol1 (1 78)
Kafia_aggr3._vol3 (1 TB) Home Node: kafka_nfs_cvo_ha1-02
kafka_aggr22 vol2 (1 TB)
Provisioned IOPS: 20000
AWS Disks: 8 v kafka_aggra2_voi3 (1 78)
State: online
AWS Disks: 8 v
Underlying AWS Tier: Provisioned |OPS SSD (io1)
State: online
Underlying AWS Tier: Provisioned 10PS 55D (io1)
Close
aggr2
EBS Allocated Capacity: 5327B AWS Disk Size: 278
EBS Used Capacity: 209.90 GB Underlying AWS Capacity: 6TB
Volumes: 6 ~ Encryption Type:
kafka_aggr2 vol2 (1 TB)
Home Node: kafka_nfs_cvo_sn-01
kafka_aggr2 vol3 (1 TB)
Provisioned |OPS: 80000
kafka_aggr2_vol4 (1 TB)
AWS Disks: 4 N
State: online
Underlying AWS Tier: Provisioned IOPS SSD (io1)

Close

CEODEBNRY T —I NT =XV RERFT DI HARTEE—/—RFOBEATEERY bT

—JZBMLFLT
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Wg?ﬂ—fﬂﬂwmﬂ_

O ¢ © 4 =
i Information

. Support registration

& 3 @ 8 cloumERIQEr TP COMICVT- B EDUFT B

* Bockmaris ) orace £ hooy computer. £33 stock B ped B3 tody buliiing 100318002 BN hemantha BN paescral  ED
il 53 Storage Classes : a oo

M NetApp BlueXP
B License

- @j kafka_nfs_cvo_ha? sige avatasiiey zone
# Change instance -
Volumes HA Status Cost Replications
v

v

@ Delete *D Write Speed

- Norrmal

¥

¥ Advanced Daita s wrritten directly to disk, reducing the likelhood of data fass in the event of an unplanned system outage
«il

. H]s"t
% Tags ] Dt is bulfersd in memory before it i written to ciak, which provides faster wiite performance. Due to this caching.
there is the petential for data loss in the event of an unplanned system outage.

“ Cancel

< CIFS setup HE s seped
©@ Configuration backups
* Setpassword

£ Advanced allocation

3. ONTAP NVRAM DIOPS AW\ IR D WD T, Cloud Volumes ONTAPJL— k 7R1) 2 —L.®D IOPS
%z 2350 ICEE L £ L7 Cloud Volumes ONTAPDJL—k R a—L T4 XTI DA X147 GB TL
feo RDOONTAPOX Y RIFHARTHRATYIN BILFIENE—/—RICHDBEBHRAINZE T,
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statistics start -object vnvram -instance vnvram
backing store iops -sample-id sample 555
kafka nfs cvo hal::*> statistics show -sample-id
Object: vnvram
Instance: vnvram
Start-time: 1/18/2023 18:03:11
End-time: 1/18/2023 18:03:13
Elapsed-time: 2s
Scope: kafka nfs cvo hal-01
Counter

backing store iops
Object: vnvram
Instance: vnvram
Start-time: 1/18/2023 18:03:11
End-time: 1/18/2023 18:03:13
Elapsed-time: 2s
Scope: kafka nfs cvo hal-02
Counter

backing store iops
2 entries were displayed.
kafka nfs cvo hal::*>

—counter

sample 555
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Volumes (1/1)

Q, Search |
Volume ID = vol-023¢98a39¢599184 | X Clear filters
Name % | Volume ID v | Type ¥ Size v | 10PS ¥ | Throughput ¥
l boot:kafka_nfs_cvo_hal vol-023c9B8a39e599a184 iel 47 GiB Create volume

Modify valume

Create snapshot

Create snapshot lifecycle policy

EC2 » Volumes » wvol-D23c98235e595a184 3 Modify volume

Modify volume .

Modify thie type. size, and performance of an EBS volume. Detach volume

Force detach volume
Volume details Manage auto-enabled 1/O

Manage ta
Volume 10 anagetags

3 wol-023c9823%059% 184 (boot:kafka_nis_cvo_hal)

Volume type Iafa
Pravisioned (0P S50 (ie1) ¥

Size (GiB) tnfo

47

Mirc 4 Gill, Max 16384 Gill. The value munt be an integer
10P5 info

2350

Hin: 100 IOPS, Mas: 2550 1095 fup to 50 KPS per Gl

TOEIE. NAS R—ZX D Kaftka V5 A Z—D7—FF I Fv=RLTVWET,

CCRELFET. *BERY—N\—THITEINS 3/ — D Zookeeper 7 > TILE®AT=3 / — R D Kafka
VS5 R2—%FHALFEF LT, F7O0—H—ICIE. EBOD LIF Z/ L TCloud Volumes ONTAP-{ > X2 > X
FOBE—DR)a—LAD2DDNFSIYTU L RAV D HD F LT

* B30, Prometheus ¥ Grafana D ASHEICIEZ2 DD/ —REFEALF L, 7—V0O0—RZEKTS
T=®IZ. TD Kafka 75 XX —IZX L TEREHEDRIEERRID 3 /—R 95 X2 —%2FRALE LT

CH*ZRL—=T, A VRABAVRICNT Y FENT-6TB GP3AWS-EBS 7R 2 — L1 D% {EAT- HART D
Cloud Volumes ONTAPA > XXV 2 %ZFEBRLE LTze ZDH. RUa—LIENFS YUY FEEFERLT
Kafka 7O—H—ICT O RR— kSN ZE LT
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OpenMessage\ > F < — 7 &k
1L.NFSONT#—I >V X%Z@AEEIEBICIE. NFSH—/N—Y NFS T7S5A4 7> FEDFR Y b —iEfix 18

RIMRELRHD £, Zhid. nconnect ZFEAL TERTET XTI, XDIAY > FZETTL T nconnect
7 arEFEALTIO—H— /—RICNFS KR a—LEITVNLET,
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[root@ip-172-30-0-121 ~]# cat /etc/fstab
UUID=eaalf38e-de0f-4ed5-a5b5-2fa9db43bb38/xfsdefaults00
/dev/nvmelnl /mnt/data-1 xfs defaults,noatime,nodiscard 0 0
/dev/nvme2nl /mnt/data-2 xfs defaults,noatime,nodiscard 0 0
172.30.0.233:/kafka aggr3 voll /kafka aggr3 voll nfs
defaults, nconnect=16 0 O

172.30.0.233:/kafka aggr3 vol2 /kafka aggr3 vol2 nfs
defaults, nconnect=16 0 O

172.30.0.233:/kafka aggr3 vol3 /kafka aggr3 vol3 nfs
defaults,nconnect=16 0 O

172.30.0.242:/kafka aggr22 voll /kafka aggr22 voll nfs
defaults, nconnect=16 0 O

172.30.0.242:/kafka aggr22 vol2 /kafka aggr22 vol2 nfs
defaults, nconnect=16 0 0

172.30.0.242:/kafka aggr22 vol3 /kafka aggr22 vol3 nfs
defaults,nconnect=16 0 O

[root@Rip-172-30-0-121 ~]# mount -a

[root@ip-172-30-0-121 ~]# df -h

Filesystem Size Used Avail Use% Mounted on
devtmpfs 31G 0 31G 0% /dev

tmpfs 31G 249M 31G 1% /run

tmpfs 31G 0 31G 0% /sys/fs/cgroup
/dev/nvmeOnlp2 106G 2.8G 7.2G 28% /

/dev/nvmelnl 2.3T 248G 2.1T 11% /mnt/data-1
/dev/nvme2nl 2.3T 245G 2.1T 11% /mnt/data-2
172.30.0.233:/kafka _aggr3 voll 1.0T 12G 1013G 2% /kafka aggr3 voll
172.30.0.233:/kafka aggr3 vol2 1.0T 5.5G 1019G % /kafka aggr3 vol2
172.30.0.233:/kafka aggr3 vol3 1.0T 8.9G 1016G % /kafka aggr3 vol3
172.30.0.242:/kafka aggr22 voll 1.0T 7.3G 1017G %

/kafka aggr22 voll
172.30.0.242:/kafka aggr22 vol2 1.0T 6.9G 1018G
/kafka aggr22 vol2
172.30.0.242:/kafka _aggr22 vol3 1.0T 5.9G 1019G
/kafka aggr22 vol3

tmpfs 6.2G 0 6.2G
[root@ip-172-30-0-121 ~1#

'_l
o\°

'_l
o°

(@)
o\

/run/user/1000

2. Cloud Volumes ONTAPTX®w h D — Uiz 2L £9. 'ROONTAPOY Y Rik. E—nDCloud

26

Volumes ONTAP./ — RO 5ERAINE T, B L FIEDCloud Volumes ONTAP HA RFZICHBERINE
ERS

Last login time: 1/20/2023 00:16:29

kafka nfs cvo sn::> network connections active show -service nfs*
-fields remote-host

node cid vserver remote-host



kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01
kafka nfs cvo sn-01

2315762628
2315762629
2315762630
2315762631
2315762632
2315762633
2315762634
2315762635
2315762636
2315762637
2315762639
2315762640
2315762641
2315762642
2315762643
2315762644
2315762645
2315762646
2315762647
2315762648
2315762649
2315762650
2315762651
2315762652
2315762653
2315762656
2315762657
2315762658
2315762659
2315762660
2315762661
2315762662
2315762663
2315762664
2315762665
2315762666
2315762667
2315762668
2315762669
2315762670
2315762671
2315762672
2315762673
2315762674
2315762676

svm_kafka nfs cvo sn
svm kafka nfs cvo sn
svm _kafka nfs cvo sn
svm_kafka nfs cvo sn
svm kafka nfs cvo sn
svm kafka nfs cvo sn
svm_kafka nfs cvo sn
svm_kafka nfs cvo sn
svm kafka nfs cvo sn
svm_kafka nfs cvo sn
svm _kafka nfs cvo sn
svm kafka nfs cvo sn
svm_kafka nfs cvo sn
svm_kafka nfs cvo sn
svm kafka nfs cvo sn
svm_kafka nfs cvo sn
svm _kafka nfs cvo sn
svm _kafka nfs cvo sn
svm_kafka nfs cvo sn
svm_kafka nfs cvo sn
svm_kafka nfs cvo sn
svm kafka nfs cvo sn
svm kafka nfs cvo sn
svm kafka nfs cvo sn
svm_kafka nfs cvo sn
svm kafka nfs cvo sn
svm kafka nfs cvo sn
svm_kafka nfs cvo sn
svm kafka nfs cvo sn
svmm kafka nfs cvo sn
svm_kafka nfs cvo sn
svm kafka nfs cvo sn
svim _kafka nfs cvo sn
svm kafka nfs cvo sn
svm kafka nfs cvo sn
svm_ kafka nfs cvo sn
svm kafka nfs cvo sn
svm kafka nfs cvo sn
svm_kafka nfs cvo sn
svm kafka nfs cvo sn
svm kafka nfs cvo sn
svm_kafka nfs cvo sn
svm kafka nfs cvo sn
svm kafka nfs cvo sn

svm_kafka nfs cvo sn

O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O O o o o o o o o o o o

.223
.223
.121
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kafka nfs cvo sn-01 2315762677 svm kafka nfs cvo sn 172.30.0.223
kafka nfs cvo sn-01 2315762678 svm kafka nfs cvo sn 172.30.0.223
kafka nfs cvo sn-01 2315762679 svm kafka nfs cvo sn 172.30.0.223
48 entries were displayed.

kafka nfs cvo sn::>

3. LI'FDKafkaZz A L £ 9 “server.properties'Cloud Volumes ONTAP HA R7 D §ART®D Katka 7O0—H—

28

To ZOD 'log.dirs 7ONT A IET7AO—A—CCICERD, BOOFONT A IZTO—H—ICHBETT, 7
O—A—1DHE. logdirsEIFXDEED T,

[root@ip-172-30-0-121 ~]# cat /opt/kafka/config/server.properties
broker.id=0

advertised.listeners=PLAINTEXT://172.30.0.121:9092
#log.dirs=/mnt/data-1/dl, /mnt/data-1/d2, /mnt/data-1/d3, /mnt/data-
2/dl, /mnt/data-2/d2, /mnt/data-2/d3

log.dirs=/kafka aggr3 voll/brokerl,/kafka aggr3 vol2/brokerl,/kafka aggr
3 vol3/brokerl, /kafka _aggr22 voll/brokerl,/kafka aggr22 vol2/brokerl,/ka
fka aggr22 vol3/brokerl
zookeeper.connect=172.30.0.12:2181,172.30.0.30:2181,172.30.0.178:2181
num.network.threads=64

num.io.threads=64

socket.send.buffer.bytes=102400

socket.receive.buffer.bytes=102400

socket.request.max.bytes=104857600

num.partitions=1

num.recovery.threads.per.data.dir=1
offsets.topic.replication.factor=1
transaction.state.log.replication.factor=1
transaction.state.log.min.isr=1

replica.fetch.max.bytes=524288000

background.threads=20

num.replica.alter.log.dirs.threads=40

num.replica.fetchers=20

[root@ip-172-30-0-121 ~1#

> JO—h—203FE. log.dirs 7ONT A EIRDEED T,

log.dirs=/kafka aggr3 voll/broker2,/kafka aggr3 vol2/broker2,/kafka a
ggr3 vol3/broker2, /kafka aggr22 voll/broker2, /kafka aggr22 vol2/broke
r2, /kafka aggr22 vol3/broker2

> JO—H—3DFAE. log.dirs TONT A EIZRDEE DT,



log.dirs=/kafka aggr3 voll/broker3, /kafka aggr3 vol2/broker3, /kafka a
ggr3 vol3/broker3, /kafka aggr22 voll/broker3, /kafka aggr22 vol2/broke
r3,/kafka aggr22 vol3/broker3

4. B—mDCloud Volumes ONTAP ./ — RDi5&. Kafka servers.properties Cloud Volumes ONTAP HAR
TDHZFERELTI M. log.dirs’BHE,

° JO—H—1D3FE. log.dirs BIZRDEH DT,

log.dirs=/kafka aggr2 voll/brokerl,/kafka aggr2 vol2/brokerl,/kafka a
ggr2 vol3/brokerl, /kafka aggr2 vold/brokerl, /kafka aggr2 vol5/brokerl
, /kafka aggr2 volé6/brokerl

° JO—A—2M1FE. log.dirsfEIZRDEED T,

log.dirs=/kafka aggr2 voll/broker2,/kafka aggr2 vol2/broker2,/kafka a
ggr2 vol3/broker2, /kafka aggr2 vold/broker2,/kafka aggr2 vol5/broker?2
,/kafka aggr2 volé6/broker2

° JO—H—3DIFE. ‘log.dirs TONTAEIZRDEED TT,

log.dirs=/kafka aggr2 voll/broker3,/kafka aggr2 vol2/broker3,/kafka a
ggr2 vol3/broker3, /kafka aggr2 vol4/broker3, /kafka aggr2 vol5/broker3
, /kafka aggr2 volé6/broker3

5. OMB ADT—2H0—RiE RDOTFONT « THEEEINE I, (/opt/benchmark/workloads/1-
topic-100-partitions-1lkb.yaml) o

topics: 4
partitionsPerTopic: 100
messageSize: 32768
useRandomizedPayloads: true
randomBytesRatio: 0.5
randomizedPayloadPoolSize: 100
subscriptionsPerTopic: 1
consumerPerSubscription: 80
producersPerTopic: 40
producerRate: 1000000
consumerBacklogSizeGB: 0
testDurationMinutes: 5

Z D ‘'messageSize’ 1— AT —AZCICERBZGZEDNHBDET, NTF+—IVATAMTIF K ZERAL

29



30

35 l/TCo

Kafka 7 2 ARX—TO—2o0O—RZ4ERT 37HIC. OMB @ Sync 73 Throughput &L\ 5 2 DDER
R4 N—%=FEHELF LT

cEHAR ZAN—DTANT A IERINDS yaml 7 71 ILIFRDEED T,
(/opt/benchmark/driver- kafka/kafka-sync.yaml) -

name: Kafka
driverClass:
io.openmessaging.benchmark.driver.kafka.KafkaBenchmarkDriver
# Kafka client-specific configuration
replicationFactor: 3
topicConfig: |

min.insync.replicas=2

flush.messages=1

flush.ms=0

commonConfig: |

bootstrap.servers=172.30.0.121:9092,172.30.0.72:9092,172.30.0.223:909
2
producerConfig: |
acks=all
linger.ms=1
batch.size=1048576
consumerConfig: |
auto.offset.reset=earliest
enable.auto.commit=false
max.partition.fetch.bytes=10485760

c AN=TY R RESAN—DTOANT 1 ICERAENS yaml 7 7 A ILIFRDEE D TT,
(/opt/benchmark/driver- kafka/kafka-throughput.yaml)



name: Kafka
driverClass:
io.openmessaging.benchmark.driver.kafka.KafkaBenchmarkDriver
# Kafka client-specific configuration
replicationFactor: 3
topicConfig: |
min.insync.replicas=2
commonConfig: |

bootstrap.servers=172.30.0.121:9092,172.30.0.72:9092,172.30.0.223:909
2

default.api.timeout.ms=1200000
request.timeout.ms=1200000
producerConfig: |
acks=all
linger.ms=1
batch.size=1048576
consumerConfig: |
auto.offset.reset=earliest
enable.auto.commit=false
max.partition.fetch.bytes=10485760

T X N DFHER
1. FEEDOMARRICHE > T Terraform & Ansible R L T Kafka 7 2 X 2—hp 7O a=>JEcnExElL

7=o Terraform I&. Kafka 75X Z—DAWS 1 VXAV 2% FERBLTA VISR NS OF v 2IBET 3
7-®ICFEAIN. Ansible IFEN S EIC Kafka V5 XX —%EELF T,

2. FEEOT—oO0—RERCEPHR A N\ZERLT. OMB 7—2O—RAMUH—CE LT

Sudo bin/benchmark —-drivers driver-kafka/kafka- sync.yaml workloads/1-
topic-100-partitions-1kb.yaml

S ELT7—2O0—-REBEOXIL—Ty bk RSAN—THOT—o0O0—RRMIHA—CNF LT

sudo bin/benchmark -drivers driver-kafka/kafka-throughput.yaml
workloads/1l-topic-100-partitions-1kb.yaml

S

NFS L TEITEINTWB Katka 1 VXXV ADINT A —IVRERYFI—I 920D —0U0—R%=45%
BT B7DIC. 2 DDERBBRATORIAN—DMERINE LT RIAN—RBDEWE. O T75v>a
JO/NT+4 T,
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Cloud Volumes ONTAP HA R7 DIEE:

*Sync RZAN—ICE>T—EBLTEREINBZEFTRIL—T Y ki ~1236 MBps,
* ZN—=TY b RSAN—IZHLTERINEFTHRIL—TFY b E—2JKF ~1412 MBps.

B —@Cloud Volumes ONTAP ./ — RDIBEE:

*Sync RZAN—ICL>T—EBLTERINBZEEFTRIL—T Y ki~ 1962MBps,
C A=Y R RTAN=ICE>TERINDIEFHRIL—T Y : E—TKH#Y 1660 MBps

Sync RZAN—=IF. OIDT1 RVICEEFIC TSy adN3O—BLEAIN—TFy N eERTEET
H. Throughput RS /N\N—I&. OFH—ELTT XAZICAIY FEINB=HRIL—TY FON—X bEE
BLZEY,

CN5DRIL—TFy BT, IBESN-AWS BRICH L TERINE T, EDBEVWNT =TIV IBHD
e T VARAVABRATH#Rr—=)IL7 v FLTEBICHAEL. AIL—Ty b MEZALIEZ N TE
9, BHRIL—Ty bELIFEHL— NI OTF2—HY—L—braA>>a—<T— L—FOEADIEA
EHhtETY,

CVO — HA Pair : Throughput driver CVO - HA Pair : Sync driver
(Higher is better) (Higher is better)
1600 1400 1263
adbp 1340 1412 1236
1200
1200
E 1000 é o
g & B00
= a00 670 706 670 706 = 51 &4 612 562
@ 600 @ &00
2 400 £ 400
200 200
o [}
Praducer Rate Consumer rate Total rate Producer Rate Consumer rabe Taotal rate
WEC2 - Throughput = CVD - HA - Throughtput WEC2- sync driver  ® CVO - HA - Sync
CVO - Single Node : Throughput driver CVO - Single Node : Sync driver
(Higher is better) (Higher is better)
1800 1660 2500
1800
1962
1400 1340 2000
2 1200 ;}“"; —
£ 1000 830 830 g 1263
T 800 670 570 : 981 981
L w 1000 .
3 = 652 612
400 500
200
a i}
Producer Rate Consumer rate Total rate Producer Rate Consumer rabe Total rate
WEC2-Throughput VO - SN - Throughput [ mEc2-syncdriver mcvo-sN-sYNC

AN=TY b ELRBEPARFESAN-—DRIFI—I2RTIBEEF BITRA—CDRIL—Ty b ZFEER
LTS,
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Performance

:
Hour Day Week Month Year
Latency 2.99 ms
4
2
o L A
19:00 19:15 15:30 19:45
IoPS 32.16k
75k
S0k
25k
0
18:00 19:15 18:30 19:45
Throughput 1,906.55 MB/s
ak
2k
0
19:00 19:15 19:30 19:45

AWS FSx ONTAPD /N7 # —< > A DR ¥ t&R:E

NetApp NFS ICXY U > FENFcA L —YB%ZFD Katka V5 XX —D/INT #—X >R

% AWS FSXONTAPTARYFIY—2I L EF Lo ROFI—TDHICDODWVTIE. XD
a3 TEELE I,
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AWS FSx ONTAP T® Apache Kafka

FYybT—=0 T74IL P RXTL(NFS) IF. KEDT—RZHFREFETIEHICLLFERAINTVWSERY FT—2
T774I OXTLTY, IFEALCDEMTIE. Apache Katka BEDRA NI —I2F 7V =3 itk >
TT—32DBERTNBZECHBATVWET, CN5O0T7—270—RIZIE. RT—ZEUTFq. BLAT.

RIDA L —IKBEZRACBRERT —FBDIAAT —F TV F Vv HBRETY, UT7INEA LDZAEEIC
L. EANGRERZRMET ZICIF. BUICHKGTINIEMELRI VTS A IF Y HIBETTY,

Kafka |55t E. POSIX #BHD T 7 1)L SR T LTEEL. 7 71 JLIREDMIBICIE T 7 1)L & AT LI
FELEITHNFSVE 771 P AT LICT—E2%RET 358, Kalka 7JO—HA—NFS V5147 > bk

I XFS® Ext4 BEDO—HIL 771N S AT LEIEBRBBZHFETT 71 ILIREEZBIRT 23BN HD %
To —MAHIELTIE. 9 RE—%2LRLTN—Ts>a>xBEDODHTITBETFICKatka T7O—H—
MR T B ER &% > 7= NFS Silly DEZEIZEELREIFSNET, COFBICTLT 378, NetApp (FHA—7
V=D LinuxNFS 751047 h%EH L. IRE RHELS.7. RHEL9.1 T—HRABEINTEH . IRIED FSx
ONTAPU IJ—XT#%3ONTAP 9.12.1 5 HR—rSINTWVWBREEEMZ £ L7

Amazon FSx ONTAP |&. V5T R TREICBEIN. RT—FJILTEMEELNFS 77 1L AT L%
RMMLEY, FSxXONTAPL® Katka T—XIE. KEDT—AEMIEBL., 74—k FLSVRAEHERT 51
DICHARTE X T, NFSIE. BEERERT—XtY FOEFRRA ML —VBRBET—2REXZRHELET,

CNSDEEERIEICE D AWS OEERkIE. AWS O Ea—T 4 Y JH—EXTKatka 7—o0—RF%&EE
TIBLEICFSXONTAPZERTE S LDICBDET, CNSDFRIFRDEEND TY, *CPU FERAEKRZHI
LT IO R ZEEL 9, *Katka TO—N—DEERBIEESNE Y, *ERECHELE. X
T—ZEUTAENT A= VR *RIULFTRASEU TV —2OufAMY, * 7—21R&,

AWS FSx ONTAPD /N7 #+ —< > A DIIE ¥ #&R:E

NetApp NFS ICY UV b TR ML —CBEF D Katka 7 5 AR —DINT +#—<I VX% AWS 75T R TR
VFI—=ULFELIe RYFI—=TDFNCDODVTIE. ROEI> a3V THEALEY,

AWS FSx ONTAPT® Kafka

AWS FSx ONTAP%Z##E, L 7= Katka 75 XA —DAWS VST R TDONT #—I VA ERVFI—ILFL
Teo CDORUYFI—2TICDWTIE. KOS 3> THELE T,
BEOEY TV S

RDEIE. AWS FSx ONTAPZfER L7z Kafka 7 5 XA 2 —DRIFEMZTR L TLWE T,

Ty b T7A—LOAVER—T bk RIRHRTE

7177323 * BIEEx3 - t2.small
* 7AO—A—%—/\— x 3 —i3en.2xlarge
* 1 x Grafana — ¢5n.2xlarge

*4x FO7a2—H—/aA>>a2—<X
— —cb5n.2xlarge *

IRTD/ —RFEDARL =TT SRT L RHEL8.6

AWS FSx ONTAP AGB/#MD R JL—"Fw k£ 160000 IOPSZHR =< )L
FAZ
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NetApp FSx ONTAPtE v k7w

1. RFIDT X TIE. 2TB DBEE L 2GB/AD ZJL—Tv T 40000 IOP @ FSx ONTAP 7 71 JLY R T s
ZER L & L7z

[root@ip-172-31-33-69 ~]# aws fsx create-file-system --region us-east-2
--storage-capacity 2048 --subnet-ids <desired subnet 1> subnet-<desired
subnet 2> --file-system-type ONTAP --ontap-configuration
DeploymentType=MULTI AZ HA 1, ThroughputCapacity=2048, PreferredSubnetId=<
desired primary subnet>, FsxAdminPassword=<new

password>, DiskIopsConfiguration="{Mode=USER PROVISIONED, Iops=40000"}

ZOFTIE. AWSCLI Z/NLTFSXxONTAPZ T 7O4 L TWF T, HEBICHL T, BEICAHLETIY
VREIBICARZATIAATEINELHD £, THIC. FSx ONTAP [FAWS OV YV —ILH 5B A LY
BIETEZH. AXVRTA ATV AELAD, KDBEHIMODEEBILTNIEEAIIIRIIV %
RETEET,

RE¥aX> bk FSXONTAPTIE. TRk U= 3> (US-East-1) D 2GBAM RIL—Fw rDT 71 )L ¥R
T L TEMPIRER R A IOPS 1Z 80,000 iops T9o FSXONTAPZ 71 LY R T LDEETRA IOPS I
160,000 IOPS THH. TNZHRIRTBICIF 4GB DRI —Ty FORBANMBETY, HIZDWVWTIE.
CORFaAXYFODEBETHBELET,

FSx ONTAP D/X7T # —< > ZERROFMIC DUV TIE. AWSFSXONTAP D RFa X > bz TEBLL T
LYs https://docs.aws.amazon.com/fsx/latest/ ONTAPGuide/performance.html o

FSx [lcreate-file-system) DFFMAIT Y R4 UEBXICDOWTIE. UMTEBRBLTLETL,
https://docs.aws.amazon.com/cli/latest/reference/fsx/create-file-system.html

e ZIE. KMS F—HEE SN TV RWZRICERINE T 7 4L D AWS FSx Y A2 —F —TIE7R
<. BEDKMS F—ZEETETE I,

2. FSXONTAP 7 7 ALY RT LEERT D EEIC. ROESICT 7ML AT LR LIE. JSON DR
D{ET lLifeCycle] XT—4 2N TAVAILABLE] ICEHZ ETHEELE T,

[root@ip-172-31-33-69 ~]# aws fsx describe-file-systems --region us-
east-1 --file-system-ids fs-02ff04bab5cellcic

3. fsxadmin 21— —T FSx ONTAP SSH (CO4 1 > L TENIGIHREEEL £, Fsxadmin (. {EREFD
FSXONTAPZ7 7M1 ILS AT LDT 7 A bOEBEBETHTU Y M TY, fsxadmin D/NAT—RlF. XT v
T1TRTLIELSIC AWS OV Y —ILEIEAWS CLI 2R L TRIICT 71 ILY R T LEER L=
EEICRESNINRAT—RTY,
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/performance.html
https://docs.aws.amazon.com/cli/latest/reference/fsx/create-file-system.html

[root@ip-172-31-33-69 ~]# ssh fsxadmin@198.19.250.244

The authenticity of host '198.19.250.244 (198.19.250.244)"' can't be
established.

ED25519 key fingerprint is

SHA256 :mgCyRXJfWRc2d/jOjFbMBsUcYOW xoIky0ltHVVDL/Y.

This key is not known by any other names

Are you sure you want to continue connecting (yes/no/[fingerprint])? yes
Warning: Permanently added '198.19.250.244' (ED25519) to the list of
known hosts.

(fsxadmin@198.19.250.244) Password:

This is your first recorded login.

4. BIRIBRHASBRIES NS, FSXONTAP 7 7 ALV AT LEICZA ML —SREBY S Y ERRLE T,

[root@ip-172-31-33-69 ~]# aws fsx —--region us-east-1 create-storage-
virtual-machine --name svmkafkatest --file-system-id fs-
02ff04bab5cellc7c

AL —=JMRETT Y (SVYM) (. FSXONTAPR ) 2 —LRDT—2%ZBEBE LIV T IR T 37-HDIHE
BOEEBERBREIYRRA Y M @A INT 7ML T—N—THDH. FSx ONTAPYILF T
T hERETRELE T,

O. 7744 AL —IUREBIYI U EEBR LIS, $TLKIEB SN FSx ONTAPZ 71 LY X7 LAl SSH
TEHL. UTOHY YT AV RZFERLTAML—JREYI VICR) a—L%ERLE T, Bk
ICe COREEARIC6 DDRY) a—LZERLET, FAEBEDRIEICEDWVWT, 774 FOERER (8)
UT%#iFdT3L. Katka DNNT+#—T XA EL T,

FsxId02ff04babbcellc7c::*> volume create -volume kafkafsxNl -state
online -policy default -unix-permissions ---rwxr-xr-x -junction-active
true -type RW -snapshot-policy none -junction-path /kafkafsxNl -aggr
-list aggrl

6. TAFDEDICARY) 2a—LISBMOBENREBICEDE T, R a—LDOYA X% 2TB ICHRL. P v
oo ay NAICRTIVELED,

FsxId02ff04bab5cellc7c: :*> volume size -volume kafkafsxNl -new-size +2TB
vol size: Volume "svmkafkatest:kafkafsxN1" size set to 2.10t.

FsxId02ff04bab5cellc7c: :*> volume size -volume kafkafsxN2 -new-size +2TB
vol size: Volume "svmkafkatest:kafkafsxN2" size set to 2.10t.

FsxId02ff04bab5cellc7c: :*> volume size -volume kafkafsxN3 -new-size +2TB
vol size: Volume "svmkafkatest:kafkafsxN3" size set to 2.10t.
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FsxId02ff04bab5cellc7c: :*> volume size -volume kafkafsxN4

vol size: Volume "svmkafkatest:kafkafsxN4" size set to 2.1

FsxId02ff04bab5cellc7c: :*> volume size -volume kafkafsxN5

vol size: Volume "svmkafkatest:kafkafsxN5" size set to 2.1

FsxId02ff04bab5cellc7c: :*> volume size -volume kafkafsxN6

vol size: Volume "svmkafkatest:kafkafsxN6" size set to 2.1

FsxId02ff04bab5cellc7c::*> volume show -vserver svmkafkate
Vserver Volume Aggregate State Type
Available Used$%
svimkafkatest

kafkafsxN1 = online RW 2
1.99TB 0%
svimkafkatest

kafkafsxN2 = online RW 2
1.99TB 0%
svimkafkatest

kafkafsxN3 = online RW 2
1.99TB 0%
svimkafkatest

kafkafsxN4 = online RW 2
1.99TB 0%
svimkafkatest

kafkafsxN5 = online RW 2
1.99TB 0%
svimkafkatest

kafkafsxN6 = online RW 2
1.99TB 0%
svimkafkatest

svmkafkatest root

aggrl online RW

968.1MB 0%
7 entries were displayed.

FsxId02ff04bab5cellc7c: :*> volume
-path /kafkafsxN1

mount -volume kafkafsxN1

FsxId02ff04bab5cellc7c: :*> volume mount -volume kafkafsxN2
-path /kafkafsxN2

FsxId02ff04bab5cellc7c: :*> volume mount -volume kafkafsxN3

-new-size +2TB
0t.

-new-size +2TB
0t.

-new-size +2TB
0t.

st

Size

-volume *

.10TB

.10TB

.10TB

.10TB

.10TB

.10TB

1GB

-junction

-junction

-junction
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-path /kafkafsxN3

FsxId02ff04bab5cellc7c::*> volume mount -volume kafkafsxN4 -junction
-path /kafkafsxN4

FsxId02ff04bab5cellc7c::*> volume mount -volume kafkafsxN5 -junction
-path /kafkafsxN5

FsxId02ff04bab5cellc7c::*> volume mount -volume kafkafsxN6 -junction
-path /kafkafsxN6

FSx ONTAPTld. R a—L%E>> 7O a=Z>JTEEd, COFITIE. HER) 2 —LDEEA
BT 7ML AT LOEHBEZBITVWAEH, MO a =Y JBHR) a—LAEDOY
VRS BICIE. T7MIIN AT LAOEHBREZIRTZDUELHD XTI, CNICDVWTIIRDFIET
AL 9,

TIC NI =X VREBREZTIHICALETESZ-HIC. FSXONTAPDO R IIL—T v RRE%2GB/#MH
54GB/#C. IOPS%Z160000iC. BRE%5TBICHEEL £ L7,

[root@ip-172-31-33-69 ~]# aws fsx update-file-system --region us-east-1
--storage-capacity 5120 --ontap-configuration
'ThroughputCapacity=4096,DiskIopsConfiguration={Mode=USER PROVISIONED, Io
ps=160000}"' --file-system-id fs-02ff04bab5cellcic

FSx lupdate-file-system] DFMAE AT RS54 VEBXICDOWTIE. UTFEBBL TS
LYo https://docs.aws.amazon.com/cli/latest/reference/fsx/update-file-system.htmi]]

. FSx ONTAP/RY) 2 — Ald. Kafka7O—H—Dnconnect B LVT 7 #IL b A3 TRV RENE

ERS

ROE L., FSx ONTAPR—Z D Kafka 7 S XA X —DRENET7T—F T I F ¥ ZRLTVWET,
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| © Araann Pix far Nethop DNTAR
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: if ___—__———'rt\-c'f._g Data - D e | ﬂﬂ | FS#‘(“;‘
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SR —
agieer | ggR| = 6 vourres J
Provuce:  Coneuner searm e e’ ek ﬁ
San2dange I
OPENMESSAGING CLIENTS l ' }
£5.2xlarge
L

o

HELET, EAY—/N\—TRITEN3 3/ —R®D Zookeeper 7> > T I %#®AT-3 /—RD
Kafka 7 5 A2 —%FERALEX L7 F7O—H—ICIE. FSXONTAPA VXAV A ED 6 DDARY 12—
LANDBDODDNFSTY IV LRIV EDHD X LT

BEf3, Prometheus ¥ Grafana DEASDHOEICIE2 DD/ —REFEALE LTz, 7—20— RE2ERK
I37HIC. CDKafka V5 AEZ—ICRH L TEREEBDAERRND3 /—R V5 X42—%=FHLE
L/TCO

°c kL=, 2TBARUa—L%E 6DV T LTI FSXONTAPZERALE L. ZD%. RJa—LA
IENFS YUY hEFERBLT Katka 7O—H—ICTZ A R— b ENFE Lo FSXONTAPRY 21— Ly
|, 16 @D nconnect v a> ¥ Katka 7JO0—H—DF 7 #I b AT a>mzEFERLTITRSE
nx9,

o

OpenMessage N> F Y — 7&K,

NetApp Cloud Volumes ONTAPICfER L7cD B UM ZERL & Lz, FFMICOVLWTIE. CB55Z28RLT
< 72T L) - xref:./data-analytics/kafka-nfs-performance-overview-and-validation-in-aws.html#architectural-setup

72 kIR

1. Kafka 7 5 X2 —|&. Terraform ¥ Ansible Z{EH L T. EEROARICK->TFOES 3 =Z>vJ %l
7=o Terraform |&. Kafka 7S5 XZ—DAWS 1 VR A >V 2% AL TAYVISRANSOF v 2IBETS
7=®ICERAIN. Ansible I(FENS5 EIC Kafka V5 A2 —%BERL T,

2 FROT—/0— FEREFESER S AZEALT. OMB 7—oO—RA MU H—SNE LT,

sudo bin/benchmark -drivers driver-kafka/kafka-sync.yaml workloads/1l-

topic-100-partitions-1kb.yaml

S ELT7—O0—-REBEROXIL—Ty bk RSAN—THOT—o0O0—RRMIHA—CNF LT

39



sudo bin/benchmark -drivers driver-kafka/kafka-throughput.yaml
workloads/1l-topic-100-partitions-1kb.yaml

B]E

NFS ETEfTTNTWB Katka T VY AAVADINT #—IVRAERYFI—IF3H00—o0—-R%E4%
BRI B=DIC. 2 DDERBRZZATORSAN—DERINE LT RZAN—RBDEWI. OFT75v>a
ZO/NT+4 T3,

Kafka L U —> 3 &8 1 LU FSx ONTAPDIZE:

*Sync RZAN—ICE>T—EBLTEREINBZEFTRAIL—Ty b: #3218 MBps. E—U NT #—<X > R:
#9 3652 MBps.

c ZAN—=TFYy bk RZAN=ICE>T—ELTERINZBETRIL—TY M #3679 MBps. E—2 /N7 %
—< > 2: #3908 MBps,

L7 —> 3 %283 5KV FSx ONTAPZ{EMA L /= Kafka DIBE:

*Sync RZAN—IZL>T—EBLTERTNDIEGFHRIL—Fy b: #1252 MBps. E—J N7 +—<X >V R:
#9 1382 MBps.

* ZN=TFY b RIAN—ICE>T—EBLTEREINZ G RIL—TFY b 71218 MBps. E—2 /N7 #
—~ > : #1328 MBps.

Kafka LU —> 3> 77948 — 3 Tld. FSXONTAPCiAED B LUVETAHREN I EREELEFL
7= Kafka L U —> 3> 77982 — 1 Tld. FSXONTAPTCHRARD E LI UVEZFAAIREN 1B TH D 1=
O, MADKETERARIL—TFY b 4GB/MICRETET X LT

Sync RZAN—=IF. OFD T4 RVICEEFIC TSy adN3O—BLAINL—TFy hEeERTEET
D Throughput RS/ /N—lF. OFHW—ELTTs RAZICAZIY FEINBZTHRIL—TFY FON—R EE
BLZEY,

CN5DRIL—TFy bEEIZ. IBESNT-AWS BRICH L TERINET. EDBEVWNT =TIV IBHD
Za. TYVARAVZABRAT%H#Rr—=)ILT7 v FLTESICHAEL. AIL—Ty b MEZALIEZ N TE
x93, §HRIL—Ty hELIFEHL— NI OF2—HY—L—braA>>a—<T— L—rOEADIEH

Performance : Kafka RF : 1 Performance : Kafka RF : 3
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B PS¢ for NetApp ONTAP - Throughtput B FSx for NetApp ONTAP - Sync driver W FSx for NetApp ONTAP - Throwghtput B FSx for NetApp DNTAP - Sync driver

MUTDT 571 Kafka LTV r—>3> T 795 — 3D 2GB/M®D FSx ONTAPY 4GB/ DNT #—< > X
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ZERLTVWET, LU= g3 2%83 15, FSXONTAPRX L —S THARD B L UEZTIAAHIREE 3
EETLET. RIL—Fv b RSAN—DEHEEIL 881 MB/HT. 2 GB/H®D FSXONTAPZ7 71 LY X F
LTH) 2.64 GB/# D Kafka IREDFHARND C EFAAFEZRITLET, £low RIL—TFv b RSAN—DE5
REIL 1328 MB/M)T. #7 3.98 GB/#®D Kafka RIEDFHEAID C EZAAHERITLE I, Kafka D/INT +—<
> ZlE. FSXONTAPZIL—Fw MCEDVWTIEEA DX —5TIL T,

Kafka Performance : Throughput driver Kafka Performance : Sync driver
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AFF A900A4 > L S AM/NT #—< > B ¥ §&35F

7L I XTIE. ONTAP 9.12.1RC1 Z=# & L 7=NetApp AFFAQ00X L —< OV
O—S%ERALT. Katka S XX —DINT #—IXVARERT—) V5 %BIFLEL
720 UBIDONTAPE SUAFFEFERLIEBEREINL —S ORI~ 750570 AL
TAMRY REFERLEL

AFF A900 % 5Fffi g 3 7= (. Confluent Kafka 6.2.0 #ERAL X L7 75X 2—ICIE8 D207 O—H— /—

K& 3 DD Zookeeper / — RHAEFNFET, NTA—I VR TFTAMIIF. 5D2DOMBI7—hH— /—R%EE
BALZEXL7
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AS00 with 24 x 1.75 TB
58Ds

100GbhE

Confluent Nodes = Confluent brokers

Grafana I Icunﬂuantmnlmlcentgf

A N L=
NetApp FlexGroups 1 Y ARV X%ZFERALT. OJ 7o LI MJICE—O&RIZERZRMEL. VAN CE

REBRILLE LT, OF EIXU b T—RANDEENX 72X 2RMTS7®IC. NFSv4.1 & pNFS
ZfERALF LT,

D547 MDFa—22T
RBOSAT7YME ROOAT Y R%ZEAL TFlexGroupf Y RA Y A%EII MLE LT

mount -t nfs -o vers=4.1,nconnect=16 172.30.0.121:/kafka volO1l
/data/kafka vol01l

T5IC. max_session slots T 7#IEHS “64°IC "180, CHUE. ONTAPOT 7 #ILEbDEY Y
3> X0 hERE—HLET.

Kafka7 O—Hh—DFa1—=>%

FTAMHRYZATLDRAIN—Ty b ERAILT R30I BEDEFERIL YR T=ILOTFTT#ILk IXT X
—REKIBICEML E LTz IFEA DB TIE. Confluent Kafka DR R b FS T 571 RIS Zex2EH8)
HLET. COFa—=>lF. ARL=JADFKRMIED 110 DRIEETEZEAET 2 HICERAINEL
oo SNBDONTXA—AIF. T7O—H—DAVE2—FTa 2T VY—REXAML—CBHRICEDLETRAET
TE9,
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num.io.threads=96
num.network.threads=96
background.threads=20
num.replica.alter.log.dirs.threads=40
num.replica.fetchers=20
queued.max.requests=2000

T—U0—RJIXL—RDT R NFER
ZN=Ty b RSAN—E bEYIBRICIE. 7578 72 AL OMB #BRZER L% L1

1. FlexGroupf Y XX > X%, AFFU S RXXZ—LETAnsible ZFBEL O s =Yy asnfElLr
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- name: Set up kafka broker processes
hosts: localhost
vars:
ntap hostname: 'hostname'
ntap username: 'user'
ntap password: 'password'

10
size unit: tb

size:
vserver: vsl
state:
https:
export policy: default

present
true

volumes:

- name:

aggr:

path:
tasks:

kafka fg volOl
["aggrl_a", naggr2_an,
/kafka fg volOl

- name: Edit volumes
netapp.ontap.na ontap volume:

state: "{{ state }}I"
name: "{{ item.name }}"
aggr list: "{{ item.aggr }}"

aggr list multiplier: 8
n{{ size }}u

"{{ size unit }}"

size:
size unit:
vserver: "{{ vserver }}"
snapshot policy: none

export policy: default

"{{ item.path

gos _policy group: none

H}

junction path:

wait for completion: True

hostname: "{{ ntap hostname }}"
username: "{{ ntap username }}"
password: "{{ ntap password }}"
https: "{{ https }}"

validate certs: false

connection: local

with items: "{{ volumes }}"

2. ONTAP SVM T pNFS B*E#hICH D F L.

vserver modify -vserver vsl -v4.l-pnfs

44
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"agng_b" ]

"w

enabled -tcp-max-xfer-size 262144



3. 77— 00— FKld. Cloud Volumes ONTAPEBILT7—2 00— R#EHEFERAL T, XIL—Fv bk R4/ —
IC&>ThUA—CNELe TEBREDNT#—TVR]" Filo 7—270—RTIELTUS—23
VR IMMEAIN. O EIXED3DOOE—MNNFS ISR E LT

sudo bin/benchmark --drivers driver-kafka/kafka-throughput.yaml

workloads/1l-topic-100-partitions-1kb.yaml

4. R&IC. NwoOJ=FRALT. HEENRHOAvE—JICBVWOKBENZAET 2 1-ODAEEZTT
LEL7 OMB . BIEDRKEHIOY > a—~Y—%2—FELETI3 TNV IO EBELEFT, O
nickb. NyoOJoEg (7a7a—HY—0HD L7y o). Ny oOJ08H (FEYIRDE
HKEINFcARY FZOAYa2a—T =BV AV a—T—FLDT T —X). BLUERRED 3 D
DEBZTT—IDERINET, (TEBONT =TV REA ML —UDREFADIERFMICOVT
i T ZBRBRLTIZEL,

EBRED/NT +—T VR
AWS (DCloud Volumes ONTAP & AWS @ DAS C [EfkD L& Z 1T 5 7o ®IC. OpenMessaging N> FIX—7T %

fEA L CAFFA900 ZFHlIL £ L7co INTONT =YV RfEIF. TATa—H— LAY a2—-<—
LARILTOD Kafka 7 5 AZ—DZIN—=Tv beRLET,

Confluent Kafka ¥ AFF A900 Z{EB LIcEBREDNT #—Y VX Tld. FOFa—H—r > a—<—
DA T 3.4 GBps XX BFHRIL—T v bHEREINE LT T, Kafka 75 XX —2(KT 340 A
ZHBZ B X vtE—TTY, BrokerTopicMetrics Dt R IL—Fw bz /N4 MMPBEATHRENLT S T,
AFF AQOOW 7 R— F 3 3BNIRELIE/NT A—YVRENS T4 v IO ERRTEE T,

Broker network throughput

chUF. FEYIZCICEEINBZIXAyE—2DE2a—C—HLET, ROIFTIEMEY I TEDRRZ R
LTWETo TRAMLIHERTIF. 4 DO MEYIICOIc>TREY I ZEICHI 90 AHED X vt —IHHESR
cnFElis
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Messages In Per Topic

BOOK ks

500K hofs

Messages/s

200K hofs

Wiofs
16:43 1644 1645 16:46 16247 16:48 1649 16:50 16:51 16:52 16:53

16:54 16:55

m _consumer.offsets == _conflugnt-license = _conflugnt-talemetry-medrics s lesti-loplc-0000000-0tyOqqo test-toplc-0000007-50 whirl

test-1opic-0000002-7TmBtiGg
test-1ople-0000003-uZIX BN

FTEDINT A —XVAEA ML= DRFRDIER

AFFICDOWTlE. NwoO e ERLTOMB THTF X MLE L. Ny oOJ#EElE. Kafka 75X &
— AR EDONYyZOATHERINTVWARB. I>>a—~X—DHY TR TFoarveE—RELELEFT, C
D7T—XTlE. 7OT72—H— brS T4V IDHFHPEEL. OJICOAZIY FETNBIIRY MOERINE
To CHUINYTFUNEBEIATSA o977 —o 70— %F5H&L<IZal—tLET, CNEDT—T 7T
O—T7Tl& A>>a—X—HYITZRoVFarvhmEn. JO—hH—Fvy v ah 5T TICHERIATL
BPEET—AEHRAIWMBIUNELRHD £,

COWBRICEITZR>>a—V— RIIN—TFy rORML—KIRZBE T 2701, 7OF72—H—0AHD
TJ1—ZX%BEL. A0 WRIINTEZEZFAA NS T4 v IDEXIBELE LT, KOt a>ESBL
TLEEW, [TAXHAARICOT—R2E2EDESIERTAINEEFELTLIETL,

CORAEDTOTa——DIHDERD TiE. A0 /N T #—I 2V ADRFEEIHL EIFE2EaVWE—0 XIL—Tv

AR INELAE (FOTa2a—HY— 0> a—~X—DrS 70 v o %NEBTZMOTO—H— VY —IH
IR L TLVRLBE).

Broker network throughput -

25GB/s
20 GB/s
15 GB/s

10 GB/s

0B/s

21:58

== Bytesin == Bytes out




(D CORETIE Xyt—IT8DF—N—A"Y FZHIRL. NFSTYT2U b RA2EADI L
—Y ZN=TYy b ZEKRILTBDHDIC. XyE—2 0 X% 16k ISP LT LT

messageSize: 16384
consumerBacklogSizeGB: 4096

Confluent Katka 7 5 X2 —l3. E—IRDTOF7a2a—%— XJ)L—Tv  4.03GBps ZiERM L £ L7

18:12:23.833 [main] INFO WorkloadGenerator - Pub rate 257759.2 msg/s /
4027.5 MB/s | Pub err 0.0 err/s ..

OMB DB AARY Ny IOTDANERT DL, A>>a—~— rS 70w oIhBEINE L. NvoO
T OEEBICK BRIERIC. TRTDORE Y ZICHTc>T 20 GBps 2#BR B E— 7 HBEXIL—T v EHERH
INEL7 OMBOY T—R2%ZRETDNFS AU a—LADEFHRIL—Tvy ME. #7130 GBps |HADE
aiL/TCo

HAXHAR
Amazon Web Servicesld "t/ 1 X1+ K"Kafka 7 S XX —DH A A_/EL AT —1) > F H,

COHAXIHJEIF. Katka VFRZ—DR L —2 =Ty FEGZRET B -ODOEF LR ZRMBL £
ERS

L7V =3 &8 r = D tcluster DI S AZ—ICERINZENIIL—TFy bOBE. 7JO—H— X b+
L=—UHZETBIXIL—Ty MERODELSICHED X,

t[storage] = t[cluster]/#brokers + t[cluster]/#brokers * (r-1)
= t[cluster]/#brokers * r

ChzE5ICERILTZCENTEEXT,

max (t[cluster]) <= max(t[storage]) * #brokers/r

CORZFERATSE. Katka Ry FEBOZ—XIELIZONTAPFZw b 7+ —LZFIRTEET,

MRORIE. SETERL TV T—2 a3 FEHERDAW00 OFA7OTa2a—H— XIL—Tv hbZRLTULE
ERS

BRRH 7O0Fa2—%—XJ)L—7Fv + (GPps)
3 CRIEfE) 3.4
2 5.1
1 10.2
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