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# alias tp='tridentctl-protect'
appvault-secret.yaml

apiVersion: vl

stringData:

accessKeyID: "<access key id created for a user to access ONTAP S3
bucket>"

secretAccessKey: "corresponding Secret Access Key"
#data:

# base 64 encoded values
# accessKeyID: <base64d access key i1d created for a user to access
ONTAP S3 bucket>
# secretAccessKey: <base 64 Secret Access Key>
kind: Secret
metadata:
name: appvault-secret
namespace: trident-protect

type: Opaque
appvault.yaml

apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:

name: ontap-s3-appvault

namespace: trident-protect



spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: <bucket-name for storing the snapshots and backups>
endpoint: <endpoint IP for S3>
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-secret
providerType: OntapS3

# oc create -f appvault-secret.yaml -n trident-protect
# oc create -f appvault.yaml -n trident-protect

[root@localhost openshift-benchmark]#
[root@localhost openshift-benchmark]# tp get appvault -n trident-protect

fesesscssssse oo Hecccsoms Smseeccoseos fmmmee Simmmeeme +
| NAME | PROVIDER | STATE | AGE | ERROR |
e Fommmmm——m Fommmmmm - E - R +
| ontap-s3-appvault | OntapS3 | Available | 2d2h | |
- mmmmmmmmmmmmm————- Fommmmm———- Fommmmmm———- TR — R +

[root@localhost openshift-benchmark]# _

postgresql 7 S AV A —=ILFBTdDH>TFILyaml T 71 )L

postgres.yaml
apivVersion: apps/vl
kind: Deployment
metadata:

name: postgres
spec:

replicas: 1



selector:
matchLabels:

app:

postgres

template:

metadata:
labels:
app: postgres

spec:

containers:

— name: postgres

image: postgres:14

env:

name: POSTGRES USER

#value: "myuser"

value: "admin"

name: POSTGRES PASSWORD

#value: "mypassword"

value: "adminpass"

name: POSTGRES DB

value: "mydb"

name: PGDATA

value: "/var/lib/postgresgl/data/pgdata"

ports:

containerPort: 5432

volumeMounts:

name: postgres-storage
mountPath: /var/lib/postgresqgl/data

volumes:

- name: postgres-storage

persistentVolumeClaim:

claimName: postgres-pvc

apiVersion: vl

kind: PersistentVolumeClaim

metadata:

name: postgres-pvc

spec:

accessModes:

- ReadWriteOnce

resources:

requests:

storage: 5Gi

apiVersion: vl

kind: Service

metadata:



name: postgres

spec:

selector:
app: postgres

ports:

- protocol: TCP
port: 5432
targetPort: 5432

type: ClusterIP

Now create the Trident protect application CR for the postgres app.
Include the objects in the namespace postgres and create it in the
postgres namespace.

# tp create app postgres-app —--namespaces postgres -n postgres

[root@localhost RedHat]# tp get app -n postgres

= m i e T — T TI— +
| NAME | NAMESPACES | STATE | AGE |
e T T — $--m-- +
| postgres-app | postgres | Ready | 24s |
L — T O ——— $mmmmmm- 4= +

[root@localhost RedHat]# _
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# tp create snapshot postgres-snapl --app postgres-app —--appvault

ontap-s3-appvault -n postgres

Snapshot "postgres-snapl" created.

[root@localhost RedHat]# tp get snapshot -n postgres

e Fommmmmmmeeea- T TR T +
| NAME |  APP REF | STATE | AGE | ERROR |
mmmmm e e $mmmmmmmm—ema- $mmmmmmmmmae 4--mn- e +
| postgres-snapl | postgres-app | Completed | 19s | |
= —mmmmmmmm e Fommmmm e Fommmmm e ----- $ommmmm- +
[root@localhost RedHat]#

[root@localhost DataProtection]# oc get all,pvc,volumesnapshot -n postgres

apps.openshift.io/vl DeploymentConfig is deprecated in v4.14+, unavailable in v4.10000+

kubevirt.io/vl VirtualMachineInstancePresets is now deprecated and will be removed in v2.
READY  STATUS RESTARTS  AGE

pod/postgres-cd9déccb-jFx49 1/1 Running @ 3hd7m

E TYPE CLUSTER-IP EXTERNAL-IP  PORT(S) AGE
service/postgres ClusterIP 172.30.132.112 <none> 5432/TCP  3hd47m

E READY  UP-TO-DATE  AVAILABLE  AGE
deployment.apps/postgres  1/1 1 1 3hdTm
INAME DESIRED CURRENT READY  AGE
replicaset.apps/postgres-cd9decch 1 st 1 3hd7m
AME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAG
ECLASS  VOLUMEATTRIBUTESCLASS  AGE
persistentvolumeclaim/data-postgres-postgresql-@  Bound pvc-9f89514e-3f2c-4lad-b7a3-792cea5@3f08  B8Gi RWO sC-zZon
lea-nas {unset> 4hdem
persistentvolumeclaim/postgres-pvc Bound pvc-951a9918-%edb-48ae-898a-1aedYaa?5dc3 561 RWO sC-zon
ea-nas  <unset> 3hdTm
(NAME READYTO
USE  SOURCEPVC SOURCESNAPSHOTCONTENT  RESTORESIZE ~ SNAPSHOTCLASS SNAPSHOTCONTENT
CREATIONTIME  AGE
volumesnapshot.snapshot.storage.k8s. lo/snapshot-2e94d@dc-cBea-446a-8d47-64bBbee67107-pvc-951a9918-9edb-4Bae-B98a-laed9aa25dc?  true
postgres-pvc 53676K1 trident-snapshotclass  snapcontent-796ea7f8-59a0-493e-bbd8-3a
e76fe9836c  13m 13m
volumesnapshot.snapshot.storage.k8s.io/snapshot-2e94d@4c-cBea-446a-8d47-64b0beet7107-pvc-9f89514e-3f2c-41ad-b7a3-792cea03f00 true
data-postgres-postgresql-8 368K1 trident-snapshotclass  snapcontent-86ad464dd-ffd8-4279-9cf7-88
"Esaﬂﬁ?cﬁﬁl 13m 13m i

2T a—I)LOER XOIAR Y REFRTDI . X+ v FIawy MIEH 1533 ICfEREh. 2 DDR
FwTIoaybheNvITyvITHMREEINE T,

# tp create schedule schedulel --app postgres-app --appvault ontap-s3-
appvault --backup-retention 2 --snapshot-retention 2 --granularity
Daily —--hour 15 --minute 33 --data-mover Restic -n postgres

Schedule "schedulel" created.



[root@localhost DataProtection]# tp get schedule -n postgres

----------- e S VS S s W &
| naME | APP | SCHEDULE | ENABLED | STATE | AGE | ERROR |
dommmme e ommmmmmmmooon Fommmm oo oo oo do-mo- Fommmme- -
| schedulel | postgres-app | Daily:hour=15,min=33 | true | | 17s | |
H--mmmmmme- e e Fommmmmmmm e +----- T +

[root@localhost DataProtection]# _

yaml ZFEREL TR a—ILZERT S

# tp create schedule schedule? --app postgres-app --appvault ontap-s3-
appvault --backup-retention 2 --snapshot-retention 2 --granularity
Daily --hour 15 --minute 33 --data-mover Restic -n postgres --dry-run >

hourly-snapshotschedule.yaml
cat hourly-snapshotschedule.yaml

apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
creationTimestamp: null
name: schedule?2
namespace: postgres
spec:
appVaultRef: ontap-s3-appvault
applicationRef: postgres-app
backupRetention: "2"
dataMover: Restic
dayOfMonth: ""
dayOfWeek: ""
enabled: true
granularity: Hourly

#hour: "15"
minute: "33"
recurrenceRule: ""

snapshotRetention: "2"
status: {}

[root@localhost DataProtection]# tp get schedule -n postgres

e Fommmmmmmm e Fmmm e Fommmmmmm Fommmmm - Fommmm- - -
|  NAME | App | SCHEDULE | ENABLED | STATE | AGE | ERROR |
e F-==E—ases=si== fosc—=—iotoaio=cimious fo=cm=—us Fo==i=== oo Foosiaan +
| schedulel | postgres-app | Daily:hour=15,min=33 | true | | 8d7h | |
| schedule2 | postgres-app | Hourly:min=33 | true | | 8d7h | |
e Fommmmmm e e Fommmm e Fommm - e +
[root@localhost DataProtection]i#
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[root@localhost DataProtection]# tp get snap -n postgres
e e +---mmmm - +------- e -
| NAME | APP REF | STATE | AGE | ERROR |
e e R B F------- - +
| hourly-3flee-20250214183300 | postgres-app | Completed | 19s | |
| postgres-snapl | postgres-app | Completed | 1h25m | |
Hmemmmm e e e e e e e e e e e e e R e Fommmmm - +-----=- +---———- +
[root@localhost DataProtection]# _
R)a—LDRFTy T3y bHERENE T,
root@localhost DataProtection|# oc get volumesnapshots -n postgres
NAME READYTOUSE  SOURCEPVC

CREATIONTIME  AGE
Enapshot-2e94d04c-c8ea-446a-8d47-64bBbeeb7107 -pvc-951a9910-9edb-48ae-898a-1aed9aa25dc3  true

| 59a0-493e-bbd8-3ae76fe9036c  114m 114m
Enapshot-2e94d@4c-c8ea-446a-8d47-64blbee67107 -pvc-9f89514e-3f2c-41ad-b7a3-792cea503f00  true
| ffd8-4279-9cf7-8888a097c001  114m 114m
Enapshot-ce75a274-ecb2-48¢9-aPa5-94c10f8ebcbl-pvc-951a9910-9edb-48ae-898a-1aed9aa25dc3  true
| 7adc-4042-a8¢c9-7606d1103ead  30m 3em
Fnapshot-ce75a274-ecb2-48¢9-aba5-94c10f8ebcbl-pvc-9f89514e-3f2c-4lad-b7a3-792cea503f0@  true
| 3a82-43f6-9868-dcadd2cc@de2  30m 38m

postgres-pvc
data-postgres-postgresql-@
postgres-pvc

data-postgres-postgresql-@

TIVT—=oa zBIRLTT U= a niEkEs I al—hLET

# oc delete deployment/postgres -n postgres
# oc get pod,pvc -n postgres
No resources found in postgres namespace.
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# tp create sir postgres-sir —--snapshot postgres/hourly-3flee-

20250214183300 -n postgres
SnapshotInplaceRestore "postgres-sir" created.

[root@localhost DataProtection]# tp get sir -n postgres

P —— T O —— Focmmmmmmena O PR +
| NAME | APPVAULT | STATE | AGE | ERROR |
- mmmmmmmm e $mmmmmm e 4mmmmmm e - m - +--mm--- +
| postgres-sir | ontap-s3-appvault | Completed | 2m39s | |
- mmmmmmm————— Fmmmmemmm e Hmmmmmmmm e o= -mmm--- +

TV r—o 3> D PVC IR LARIZEREICETINE T,

[root@localhost DataProtection]# oc get pods,pvc -n postgres
READY  STATUS RESTARTS  AGE

[root@localhost DataProtection]#

Jpod/postgres-cd9d6cecb-x85tg  1/1 Running @ 98s

JNAME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE
jpersistentvolumeclaim/data-postgres-postgresql-0  Bound pvc-b2cd67fd-fedd-49b1-9e@6-a53bf7be575e  8Gi RWO SC-zZonea-nas  <unset>
jpersistentvolumeclaim/postgres-pvc Bound pvc-2d549395-0cc6-4529-b2b9-7361bfb14fa8 561 RWO sc-zonea-nas  <unset>

1e5s
105s

RAFv T ay bhSRORMZERICETY S

# tp create snapshotrestore postgres-restore --snapshot
postgres/hourly-3f1ee-20250214183300 --namespace-mapping
postgres:postgres—-restore -n postgres—-restore

SnapshotRestore "postgres-restore" created.

[root@localhost DataProtection]# tp get snapshotrestore -n postgres-restore

TIVT—=2 a3 hFHLVWRRIZERICETRSNIEI A DhDD FT,

[root@localhost DataProtection]#
[root@localhost DataProtection]# oc get pods,pvc -n postgres-restore

NAME READY  STATUS RESTARTS  AGE
pod/postgres-cd9déccb-pfxwd  1/1 Running @ 8d

NAME STATUS  VOLUME CAPACITY  ACCESS MODES
persistentvolumeclaim/data-postgres-postgresql-@ Bound pvc-3dff4ed2-828d-49f9-84e9-4daf75479292  8Gi RWO
persistentvolumeclaim/postgres-pvc Bound pvc-£57321b2-f21f-4eb7-886-4a17f915318b  5Gi RWO

[root@localhost DataProtection]# .

STORAGECLASS
sc-zonea-nas
sc-zonea-nas
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# tp create backup postgres-backupl --app postgres-app —--appvault
ontap-s3-appvault -n postgres
Backup "postgres-backupl" created.

[root@localhost DataProtection]# tp get backup -n postgres

D e dmmmmm e Fommm e mmm - Hmmm +
| NAME | APPREF | STATE | AGE | ERROR |
D dmmmmm e Hmmmmmmmmmme - - Fommmmm- +
| backupl | postgres-app | Completed | 5d12h | |
| daily-feac1-20250222153300 | postgres-app | Completed | 1d1eh | |
| daily-feac1-20250223153300 | postgres-app | Completed | 1@h36m | |
| hourly-3flee-20250224003300 | postgres-app | Completed | 1h36m | |
| hourly-3flee-20250224013300 | postgres-app | Completed | 36m27s | |
| postgres-backupl | postgres-app | Completed | 6m19s | |
= = == mm e Fommmm e Hmmmmmmm e Fommm - Hommmm o +

Ny I T7yTDRTD a— )Lzl

FERDODUZAMIHZBERDONY I Ty TeBEONY I T v T URIICERESIN-RT S a—ILh5
B ENE T,

# tp create schedule schedulel --app postgres-app --appvault ontap-s3-
appvault --backup-retention 2 --snapshot-retention 2 --granularity
Daily —--hour 15 --minute 33 --data-mover Restic -n postgres

Schedule "schedulel" created.

[ root@localhost DataProtection]# tp get schedule -n postgres

- mm—— - Fommmmmm e e Fommmm Fommm--- Fommm-- Fommmm-- +
| NAME | APP | SCHEDULE | ENABLED | STATE | AGE | ERROR |
o mmmmemmne P $mmmmmmmeccceccccc————- O F— TR $-mmmm-- +
| schedulel | postgres-app | Daily:hour=15,min=33 | true | | 9d8h | |
| schedule2 | postgres-app | Hourly:min=33 | true | | 9d8h | |
T Fommmmmm e Fmmmmmm——— - e F-mmmm-- +




NV O Ty TIHhEDIETT

F—REEREIAL—FTBICIF. TTUT—23> 2 PVC EHIBRLE T,

|[root@localhost DataProtection]# oc get pods -n postgres

AME READY  STATUS RESTARTS  AGE
ostgres-cd9déccb-dftkt  1/1 Running @ 11s
[root@localhost DataProtection]# oc get deployment -n postgres
IAME READY  UP-TO-DATE  AVAILABLE AGE

postgres  1/1 1 1 20s
i[root@localhost DataProtection]# oc delete deployment/postgres -n postgres
deployment.apps “postgres” deleted

[root@localhost DataProtection]# oc get pods -n postgres
|::Mresources found in postgres namespace.

[

root@localhost DataProtection]# oc get pvc -n postgres

|[root@localhost DataProtection]# oc delete pvc/data-postgres-postgresql-@ -n postgres
persistentvolumeclaim “data-postgres-postgresql-@" deleted

|[root@localhost DataProtection]# oc delete pvc/postgres-pvc -n postgres
persistentvolumeclaim “"postgres-pvc” deleted

[root@localhost DataProtection]# oc get pvc -n postgres

No resources found in postgres namespace.

[root@localhost DataProtection]# _

E STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUTE
SCLASS  AGE
data-postgres-postgresql-@  Bound pvc-b2cd67fd-fedd-49b1-9eB6-a53bf7be575e  8Gi RWO sc-zonea-nas  <unset>
5d13h
postgres-pvc Bound pvc-2d549395-08cc6-4529-b2b9-7361bfb14fa8  5Gi RWO sc-zonea-nas  <unset>
5d13h

@ U EiZEME (18T #ip create bir postgres-bir --backup postgres/hourly-3f1ee-20250224023300 -n
postgres BackuplnplaceRestore "postgres-bir" HMERE I E L 7o,

[root@localhost DataProtection]# tp get bir -n postgres

B e D R R -
| NAME | APPVAULT | STATE | AGE | ERROR |
o mmm - Fmmmmmm e Fmmmm - R - -
| postgres-bir | ontap-s3-appvault | Completed | 2m19s | |
P es e s s e P e Fmomcmec +

77— 3> PVC IR LCARIZERBICEITREINE T,

[root@localhost DataProtection]# oc get pods -n postgres

NAME READY  STATUS RESTARTS  AGE
postgres-cd9déccb-t857w  1/1 Running @ 10m
[root@localhost DataProtection]# oc get pvc -n postgres
NAME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUT
ESCLASS  AGE
data-postgres-postgresql-@ Bound pvc-0a849c19-16fe-466f-9733-85e82a8b1677  8Gi RWO sc-zonea-nas <unset>
10m
postgres-pvc Bound pvc-ded304ea-02d4-4225-b606-63007666ad66  5Gi RWO sc-zonea-nas  <unset>
10m

ADZEIZERICET FTLVWRABIERZERLET, Nv o7y IHhoHmLVWAEIZERICETLED,
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Wroot@localhost DataProtection]# oc create ns postgres-restore-from-backup
namespace/postgres-restore-from-backup created

lping postgres:postgres-restore-from-backup -n postgres-restore-from-backup
BackupRestore "postgres-restore-from-backup” created.
[root@localhost DataProtection]# oc get backuprestore -n postgres-restore-from-backup

F[rout@localhost DataProtection]# _

NAME STATE ERROR  AGE

postgres-restore-from-backup  Running 37s

[root@localhost DataProtection]# oc get backuprestore -n postgres-restore-from-backup

NAME STATE ERROR  AGE

postgres-restore-from-backup  Running 56s

[root@localhost DataProtection]# oc get backuprestore -n postgres-restore-from-backup

NAME STATE ERROR  AGE

hostgres-restnre-fram-backup Completed 2m52s

[[root@localhost DataProtection]# oc get pods -n postgres-restore-from-backup

FAME READY  STATUS RESTARTS  AGE

postgres-cd9déccb-p659p  1/1 Running @ 2m9s

[root@localhost DataProtection]# oc get pvc -n postgres-restore-from-backup

[NAME STATUS  VOLUME CAPACITY

ESCLASS  AGE

ldata-postgres-postgresql-@  Bound pvc-36df7399-95da-4c67-a621-af9434015bdb  8Gi
2m18s

[postgres-pvc Bound pvc-633de3aa-ad4f9-4f3b-93cc-e9lafbddfed2  5Gi

i 2m18s

[root@localhost DataProtection]# tp create backuprestore postgres-restore-from-backup --backup postgres/postgres-backupl --namespace-map

ACCESS MODES STORAGECLASS  VOLUMEATTRIBUT
RWO sc-zonea-nas  <unset>

RWO sc-zonea-nas . <unset>




FIVr—=2a> DI RAZ—ICERELIIBITIDICIE (VR EZ—BEREERITTS). V—2R
DSRABZA—TNvIT7vT%=ER L. TEDNYIT VT ZRDISIARZ—IETLET, BRITIAAZ
—|CTrident Protect B’ Y XA b—J)LENTWAR & E2RERL X T,

V=R IFZXZ—T. ROMICTRIFIEZRTLET,

‘[root@]ocalhost DataProtection]# tp create backup postgres-backup-clusterl --app postgres-app --appvault ontap-s3-appvault -n postgres
ackup “"postgres-backup-clusterl” created.
Eroot@localhost DataProtection]# tp get backup -n postgres
e e gommmmmmmmmm Hmmm e e +
| NAME | APP REF | STATE | AGE | ERROR
bm == mmm e ae Fmmmmmmmm e S Homm s - +
| backupl | postgres-app | Completed | 5d14h | |
| daily-feac1-2025022215330@ | postgres-app | Completed | 1d12h | |
| daily-feac1-2025022315330@ | postgres-app | Completed | 12h18m | |
| hourly-3flee-28250224023300 | postgres-app | Completed | 1h18m | |
| hourly-3flee-20250224833300 | postgres-app | Completed | 18m26s | |
| postgres-backup-clusterl | postgres-app | Running | 35s |
| postgres-backupl | postgres-app | Completed | 1h48m | |
PR e e i e e e s e L L T T e o e e e +
[roct@localhost DataProtection]# tp get backup -n postgres
etk s i ool i e i S S o anf e e e e e B - +
| NAME | APP REF | STATE | AGE | ERROR |
Hrmmmmmmmmmmmmm e #mmmmmmmmmmmmee #mmmmmmmm e Hmmmmmme- #mmmmmmm +
| backupl | postgres-app | Completed | 5d14h | |
| daily-feac1-20250222153300 | postgres-app | Completed | 1d12h | |
| daily-feac1-20250223153300 | postgres-app | Completed | 12h19m | |
| hourly-3flee-2825022402330@ | postgres-app | Completed | 1h19m | |
| hourly-3flee-28250224033300 | postgres-app | Completed | 19mdls | |
| posts p p | Completed n | |
| postgres-backupl | postgres-app | Completed | 1h49m | |
e e e s o oo oo Fommm s Hommmmee +

V=X IFRZ—=h5. AVTFAIZRRIFAZ—IYIDBEZET, RIC. BRI FXAE— AT

FARDS AppVault ICT VA TEZEZMESR L. FEHRT T XX —H5 AppVault DRBEZEIE L £
ED

[root@localhost DataProtection]# kubectl config use-context default/api-bm-clusterS-min-ocpv-sddc-netapp-com:6443/kube:admin
Bwitched to context "default/api-bm-cluster5-min-ocpv-sddc-netapp-com:6443/kube:admin®.
[root@localhost DataProtection]# tp get appvault -n trident-protect

O TP e g 4mmmme 4mmemaan +
| NAME | PROVIDER | STATE | AGE | ERROR |
e m e Fmmmm e o 4o oo +
| ontap-s3-appvault | OntapS3 | Available | 3déh | |
Hmmmmm e Hmmm e o oo e +

[root@localhost DataProtection]# tp get appvaultcontent ontap-s3-appvault --show-resources backup --show-paths

| ocp-clusteril | bbox | backup | bboxbackupl | 2025-81-17 15:57:49 (UTC) | bbox_68b4f@5f-d5f1-4304-8c69-ad67514
[fe393 /backups/bboxbackupl_3968c945-8ee@-42fe-945¢c-c57bbBa3afef
| ocp-clusteril | postgres-app | backup | backupl | 2025-82-18 13:31:5@ (UTC) | postgres-app_4d798edS-cfa8-49ff-a5b6

-c5e2d89aeb89/backups /backupl_28elbd9a-9b84-4412-8b96-811f9b62e2e3

| ocp-clusterll | postgres-app | backup | daily-feacl-20250222153300 | 2825-82-22 15:34:44 (UTC)
-c5e2dB89aeb89/backups/daily-feacl-28258222153300_23d1386b-0918-456f-aa49-a5865fd48abd

| ocp-clusterll | postgres-app | backup | daily-feacl-20258223153300 | 2825-82-23 15:34:42 (UTC)
-c5e2d89aeb89/backups/daily-feacl-28258223153300 c492ad4d1-38a9-4472-9684-4785c12a206d

| ocp-clusterll | postgres-app | backup | hourly-3flee-20250224833300 | 2825-02-24 83:34:44 (UTC) | postgres-app 4d798edS-cfa8-49ff-a5b6
-c5e2d89aeb89/backups /hourly-3flee-20250224833300 3d09ab81-f6fe-47fa-a699-28006160cdbe |

| ocp-clusterll | postgres-app | backup | hourly-3flee-208250224843300 | 2025-82-24 04:34:47 (UTC) | postgres-app_4d798edS-cfa8-49fF-a5b6
-c5e2d89aeb89/backups /hourly-3flee-20250224043300_66805e4f-7631-48a6-98f7-d34bb8626031 |

| ocp-clusterll | postgres-app | backup | postgres-backup-clusterl | 2025-82-24 ©3:52:36 (UTC) | postgres-app_4d798edS-cfa8-49ff-a5b6
-c5e2d89aeb89/backups/postgres-backup-clusterl_ecBed3f3-5580-4e72-afa8-117a04a@blc3 |

postgres-app_4d798ed5-cfa8-49ff-a5b6

postgres-app_4d798ed5-cfa8-49ff-a5bé

DREDONY 7y T NRZFEALT. UFOOT Y RIZIRYT &SI, backuprestore CR A 72T b

ZERLE T,
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# tp create backuprestore backup-restore-cluster2 --namespace-mapping
postgres:postgres —--appvault ontap-s3-appvault --path postgres-

app 4d798ed5-cfa8-49ff-abb6-c5e2d89%aeb89/backups/postgres-backup-
clusterl ec0ed3f3-5500-4e72-afa8-117a04a0blc3 -n postgres
BackupRestore "backup-restore-cluster2" created.

[root@localhost DataProtection]# tp get backuprestore -n postgres

e e e Fommmmm e e Ho-mmmme- H------- -
‘I NAME | APPVAULT | STATE | AGE | ERROR |
e e e L Fommmmm e T e et -
| backup-restore-cluster2 | ontap-s3-appvault | Completed | 12mdls | |
Ea e e F---mmm - e -

TIVT—=23 Y Ry REPVCHSERT Z XX —IERENIcC Ehhh D FT,

[root@localhost DataProtection]# oc get pods -n postgres

IAME READY  STATUS RESTARTS  AGE
postgres-cd9déccb-21lveq  1/1 Running @ 13m
[root@localhost DataProtection]# oc get pvc -n postgres
NAME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS  VOLUMEATTRIBUT
JESCLASS  AGE
ldata-postgres-postgresql-8@  Bound pvc-872a5182-601b-4848-b410-fef368337d07 8Gi RWO sc-zoneb-san  <unset>
13m
Jpostgres-pvc Bound pvc-caf9fa7l-76a8-4645-9bb5-2ed72e72948b  5Gi RWO sc-zoneb-san  <unset>
13m
[root@localhost DataProtection]#

Trident Protect % fi£f L T Red Hat OpenShift Virtualization
D VM Z{R:€T 3

ATy FoaybeNy o7y FzERLT. OpenShift Virtualization R®D VM % {Rr:&
LEXJd, COFIEICIE. ONTAPS3I AT U ~ AL —T%FER L T AppVault =1
B L. Kubernetes VY —XX AT b, KR 2a—L. REAAXA—JRED VM

T—R%EX v TFv¥$3E&S5ICTrident Protect ZA8BR L. BEICIHLC TTF—42%EETS
BENETENFTT,

OpenShift Virtualization FRIBDIRE Y > ik, OpenShift Container 75w k7 #—LDT—hH—/— R TEIT
SNBAVTF—bENIT TV —23 2T VMDRXET—REXGET 1« RV RELT. TNHMEK
ODNZDWE LD LIBBICEETERLSICTEICHEETT,

OpenShift Virtualization VM®Dk#: 7 + X 27 I&. OpenShift ClusterlZ#iE SNTcONTAPZA L —J & 2 TN
w7y TTEET, "TridentCSI"s TOEI 3> T Trident7OFT 7 M TF—RARY 2 —LESL VM D
2FTwToayheNyvITYvTHONTAPA IS O b AML—JICEREL £ 9

RBEIZIGCTRAFY gy bETEENY I Ty I 5EBRLET,.
Trident Protect (&, OpenShift 7 S XZ—EDF7FVr—23 > VM DR Ty I gy b, Nv o7 v
B, BIPKEEIAZAREICLE T, OpenShift Virtualization VM D35&.  Trident Protect TIRETE 5T

—&Z|ZlE. VM ICEETIT 57z Kubernetes VY —X AT 0 by kR 2 — L. REA AXA—IHEF
nEJ,

14


https://docs.netapp.com/us-en/trident/
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html
https://docs.netapp.com/us-en/trident/trident-protect/learn-about-trident-protect.html

UTFR. CotooarvofITERINTVWAIETHEFAIVR—XXY FON—23 2 TY

* "OpenShift 7 5 XX — 417"

* "Red Hat 't 93 OpenShift Virtualization Operator $2H T > X k—JL & 117 OpenShift
Virtualization"

» "Trident25.02"

* "Trident70O7 2 & 25.02"
* "ONTAP 9.16"

7TV MR ML—EDApp Vaultz (ER T 3

15


https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/installing_on_bare_metal/index
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html/virtualization/getting-started#tours-quick-starts_virt-getting-started
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-installation.html
https://docs.netapp.com/us-en/ontap/

AppVaultZz ERL 9 %

FIVr—2a> FEE VM DR Ty Foay heNv I 7y TRERTBHIIC. RFvTFoayv b
NV I Ty TRFET B7=0ICTrident Protect TH I TV b AL =% BT I2BELRHD T,
CHUENTy b CRZFERLTITONE T, N7y b CRZEHRL THERTET3DIETEEEDNDAHTT,
N b CR &, Trident Protect Tl AppVault EIFIENE T, AppVault 77U ME. A ML=
N7y FDESE Kubernetes 7—2 7O—%RITTY, AppVault CRICIE. NwoT7v . RFv T
3w b, EITiRfE. SnapMirrorL 77— 3 VR EDREBIRETNT v N EB T 37DICHNERIE
BAEENTUVET,

COFITIE. ONTAPS3 AT TV b A ML= LTERTZAEETRLET, ONTAPS3 D
AppVault CR Z{Ef 9 27— 70 —I3XRDEED T, 1.ONTAPI S XAZD SVMICS3 AT ¥
AT H—NEERLET, 24Tz AT H—N—IIN\T v b EERLE T, 3.SVMIC
S3A—H—%ERLET, 7I/EXA F—C>—IL v bk F—%2RE2RFFRICRELTLLETL, 4.
OpenShift T. ONTAP S3 SRiLIEHRZFRET S —2IL v b Z1EFL £, 5. ONTAP S3FHMDAppVault
75U b EERT 3

* ONTAP S3 AICTrident Protect AppVault Z #8935 **

# alias tp='tridentctl-protect'

# cat appvault-secret.yaml
apiVersion: vl
stringData:
accessKeyID: "<access key of S3>"
secretAccessKey: "<secret access key of S3>"
# you can also provide base 64 encoded values instead of string values
#data:
# base 64 encoded values
# accessKeyID: < base 64 encoded access key>
# secretAccessKey: <base 64 encoded secretAccess key>
kind: Secret
metadata:
name: appvault-secret
namespace: trident-protect

type: Opaque

# cat appvault.yaml
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:

name: ontap-s3-appvault

namespace: trident-protect
spec:

providerConfig:

azure:

accountName:

bucketName: ""

16
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endpoint:
gcp:
bucketName:
projectID:
s3:
bucketName: trident-protect
endpoint: <1lif for S3 access>

nmnn

mwn

secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-secret

providerType: OntapS3

# oc create -f appvault-secret.yaml -n trident-protect

# oc create -f appvault.yaml -n trident-protect

[root@localhost VM-DataProtection]# tp get appvault
LT $ommmmmmma- $ommmmmmmma- e T $emmmmm- +
| NAME | PROVIDER | STATE | ERROR | MESSAGE | AGE |
B +-mm - D e Fommmm - +------- -
| ontap-s3-appvault | OntapS3 | Available | | | 8d17h |
- — e m e Fmmmmmm - Fommmmmmmme- TR ¥ S E +
[root@localhost VM-DataProtection]# _

OpenShift Virtualization T VM %= {Ep{ 9 %
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MDRV) =gy bE. To7FL—rEFERLTIYY—=ILH5 VM (BEIZER demo AD demo-
fedora) ZER T 2FFERLTCVWET, IL—F T XVETI7FILEDA ML= 5 REBHMIC
BIRTB37HD. 774 MDA ML= IS ADEYNICRESNTVWBR xR LET, CDOtEY b
Ty ITTlE. TIAHILFDRX ML — U5 X sc-zonea-san T3, BIMDT 4 AV %EERT R
g« AL — U5 X sc-zonea-san Z3ERL. TRmEIELSNIERANL—DREZERAT S FLvy
RYIRZFANCLTLIEET VW, TNUICED. 77X E—RARWX I, AU a—L4L E—RATOY
JICRESINE T,

Trident (. SAN (iSCSI. NVMe/TCP. FC) 7 Aw Y R a—L E—RTRWX 77t
() RE-FEHE—LLET, NASOFTHILEOTIER E—KTT) BTVM DS
AT RATL =23 2RTTI3HENDHBZH5EIE. RWX 7TV E—RABETT,

StorageClasses
Name < Search by
Name Provisioner
(SC B C dent netapp
@ 4 pherevmware

Catalog

Project demo  +
VirtualMachines

Templates VirtualMachines

InstanceTypes

Preferences

Bootable volumes !

MigrationPolicies ; i
B No VirtualMachines found

Checkups
? Click Create VirtualMachine ¢
Migration
Create VirtualMachine
Networking From InstanceType
Le o
= £
Storage From template
With YAML

PersistentVolumes




edora-server-small

v Template info v Storage @

O BootfromCD @
Operating system

Eedora V1 Disk source * @

Workload type Template default

Server (default)

Disk size *
Description i
¢ - 30 + GB «
Template for Fedora Linux 33 VM or newer. A .
PVC with the Fedora disk image must be
Quick create VirtualMachine
VirtualMachine name * Project Public SSH key
demo  Notconf ;L.‘f:f

den*o-fedc-ra|

Start this VirtualMachine after creation

Quick create VirtualMachine l Customize VirtualMachine Cahesl
Catalog
Customize and create VirtualMachine O L
Template: Fadora WM
Owverview YAML Scheduling Environment Network interfaces Disks Scripts Metadata

_ Mount Windows drivers disk

Drive Interface
Dis ti0
Drisk rtio

Create VirtualMachine Cancel

Storage class

19
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Add disk

|di5kl

Disk size *

- 30 + GB =

Type

Disk

Hot plug is enabled only for “Disk” and "Lun” types

Interface *

VirtlO

Hot plug is enabled only for "SCSI" interface

StorageClass

E® sc-zonea-san

Apply optimized StorageProfile settings

Optimizad values Access mode: ReadWrniteMany, Volumea m

s

Pl

lock




Project demo =

A

Overview YAML Scheduling Disks Metadata
Add disk =
Y Filter ~ Search by name Mount Windows drivers disk
Mame 1 Source Size Drve Interface Storage class
Other Drisk wirtio
PV (auto im Disk wirtic
Start this VirtualMachine after creation
Create VirtuaMachine ¥
[root@localhost WM-DataProtection]# oc get vm,pods,pvc -n demo
AME AGE READY
irtualmachine.kubevirt.io/demo-fedora  2mS54s  Running True
AME READY RESTARTS  AGE
od /virt-launcher-demo-fedora-69cts  1/1 @ iies
AME STATUS  VOLUME CAPACITY  ACCESS MODES STORAGECLASS
ersicstentvolumeclaim/demo-fedora Bound pyvc=4B6d9d57 -4a5e-4123-93c1-13878b7b0148  38G1 RWX sc-zonea-san
ersistentvalumeclaim/dv-demo-fedora-fuchsia-shrew-B7  Bound pve-311F3f81-1d25-4a%-bBch-B36bde72f84  30GL R sc-zonea-san

[root@localhost VM-DataProtection]# _

77 ZRRLT B
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VM F® Trident Protect 7 ) Z{Ef{ 3 %

COFITIE. TERZEMICIE 1 DO VM BB 77U DIEREFICHRFIIZERDOIRTD) Y —INg
ENEY,

# alias tp='tridentctl-protect'

# tp create app demo-vm --namespaces demo -n demo --dry-run > app.yaml

# cat app.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:
creationTimestamp: null
name: demo-vm
namespace: demo
spec:
includedNamespaces:
- namespace: demo

# oc create -f app.yaml -n demo

[root@localhost VM-DataProtection]# tp get app -n demo
- - e Fo-mmmm- +----- -
| NAME | NAMESPACES | STATE | AGE |
H-—mmmm - - R $ommm - +----- -
| demo-vm | demo | Ready | 45s |
- ——mmm - R - +----- -
[root@localhost VM-DataProtection]#

NV O Ty TERERLTT7 ) 2RET S
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FOFIVR Ny I T7vT%ERT D

AR L7e 7 7 (demo-vm) DNy 07w T ML EF T, ChillEF. TERBIZEBARADITANTD

Y =ZNgENE T, NvI7vTZ2REFT S AppVault BZEL X7,

# tp create backup demo-vm-backup-on-demand --app demo-vm --appvault

ontap-s3-appvault -n demo
Backup "demo-vm-backup-on-demand" created.

[root@localhost VM-DataProtection]# tp get backup -n demo
e R R e +

| NAME | APP | RECLAIM POLICY | STATE | ERROR | AGE |
e e e Fommmm oo Fommmmmmm e e oo Fommmmmmmmm o e Fommmmm - +

| demo-vm-backup-on-demand | demo-vm | Retain | Completed | | 12m53s |
R Fmmmmm e e Fmmmmm - +-mmmmm- Fmmmmmm +

[root@localhost VM-DataProtection]#

AT a— LIRS TNV I Ty T=ERT D
FREITINVI TV TOREBEREIRELT. NvIT7vTORTTa—IL=2ERLET,

23



24

# tp create schedule backup-schedulel --app demo-vm --appvault ontap-
s3-appvault --granularity Hourly --minute 45 --backup-retention 1 -n
demo --dry-run>backup-schedule-demo-vm.yaml
schedule.protect.trident.netapp.io/backup-schedulel created

#cat backup-schedule-demo-vm.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
creationTimestamp: null
name: backup-schedulel
namespace: demo
spec:
appVaultRef: ontap-s3-appvault
applicationRef: demo-vm
backupRetention: "1"
dayOfMonth: ""
dayOfiWeek: ""
enabled: true
granularity: Hourly

hour- mww
minute: "45"
recurrenceRule: ""

snapshotRetention: "0O"
status: {}
# oc create -f backup-schedule-demo-vm.yaml -n demo

[root@localhost VM-DataProtection]# tp get schedule -n demo

F--mmmmmmmmmm—mm— - - - e e +------- +----- -
| NAME | APP | SCHEDULE | ENABLED | STATE | ERROR | AGE |
e e i e e +------- +----- -
| backup-schedulel | demo-vm | Hourly:min=45 | true | | | 95 |
Hmmmmmm e - ommmmmm e e et Fommmmm- +----- -

[root@localhost VM-DataProtection]# tp get backups -n demo

T Fmmmmm - Fommmm e Fommmmm— Hmmmm e S +
| NAME | APP | RECLAIM POLICY | STATE | ERROR | AGE |
B st ar e s snoaes oo e +
| demo-vm-backup-on-demand | demo-vm | Retain | Completed | | 44m4s |
| hourly-4c094-20250312144500 | demo-vm | Retain | Completed | | 20m34s |
e e o e e - Fomm - +

[root@localhost VM-DataProtection]# _




NV DI Ty TIThsDIETT
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NV O Ty TIHhEDIETT
VM7% 6] C&FiZEMIc8t s %

COfITIE. /Ny 7 v demo-vm-backup-on-demand |Z. fedora VM @ demo-app =2 L /\w I 7 v
IhEFEFNTVET,

£9'. VMZHIBRL. PVC. Ry R VMA T2 o bH&EIZER Tdemo) DSHIBREINTWS L ZHE
L &EJo

|[r‘00t@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo
E AGE  STATUS READY
wirtualmachine.kubevirt.io/demo-fedora 59m Running  True

NAME READY  STATUS RESTARTS  AGE
pod/virt-launcher-demo-fedora-69cts 1/1 Running @ 58m
E STATUS  VOLUME CAPACITY
LASS  VOLUMEATTRIBUTESCLASS  AGE
ersistentvolumeclaim/demo-fedora Bound pvc-406d9d57-4a5e-4123-93¢c1-13078b7b0140 3861
-s5an <unset> 59m
persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-311f2f81-1d25-4a%a-b@cb-836bde702fB4  30Gi
la-san  <unset> 59m

[root@localhost VM-DataProtection]#
[root@localhost VM-DataProtection]# oc delete vm demo-fedora -n demo
fvirtualmachine.kubevirt.io "demo-fedora” deleted
[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo
o resources found in demo namespace.
Fr‘oot@localhost VM-DataProtection]# _

RIS NI TvTAVTL—REFTA TS b ZEERRLE T,
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# tp create bir demo-fedora-restore --backup demo/demo-vm-backup-on-

demand -n demo --dry-run>vm-demo-bir.yaml

# cat vm-demo-bir.yaml
apiVersion: protect.trident.netapp.io/vl
kind: BackupInplaceRestore
metadata:
annotations:
protect.trident.netapp.io/max-parallel-restore-jobs: "25"
creationTimestamp: null
name: demo-fedora-restore
namespace: demo
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/backups/demo-vm-backup-on-demand f6af3513-9739-480e-88c7-
4cca45808a80
appVaultRef: ontap-s3-appvault
resourceFilter: {}
status:
postRestoreExecHooksRunResults: null

mwn

state:

# oc create -f vm-demo-bir.yaml -n demo
backupinplacerestore.protect.trident.netapp.io/demo-fedora-restore

created

[root@localhost VM-DataProtection]# tp get bir -n demo

mmmmmmmmmmmm e Hmmmmmmmmm e Hmmmmmmm Hmmmmmm- $mmmmmmm- +
| NAME | APPVAULT | STATE | ERROR | AGE |
e e e fommmmae fmm=m=a=- +
| demo-fedora-restore | ontap-s3-appvault | Completed | | 28ml17s |
D T $mmmmme———a dommmm $ommmmmn- +
[root@localhost VM-DataProtection]# _

VM. Ry F{ PVCHETRENI L ZHERT S

[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo
AME AGE STATUS READY
irtualmachine. kubevirt. io/demo-fedora 1165  Running  True

READY  STATUS RESTARTS  AGE
odfvirt-launcher-demo-fedora-9kfxh 1/1 Running @ 116s

AME STATUS  VOLLUME CAPACITY  ACCESS MODES  STORAGECLASS
ersistentvolumeclaim/demo-fedora Bound pve-6f69ab2c-285¢-4980-bldd-6cB5baccfide 308G RinlX sC-zonea-san
ersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-81dB2dB2-Taca-A8fc-B8Ff8F-6e99246e63F8 3061 Rl SC-zONea-san
[root@localhost WM-DataProtection]#

VM 7z Rl D 2RI ZEEICETS %
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# tp create br demo2-fedora-restore —--backup demo/hourly-4c094-
20250312154500 --namespace-mapping demo:demo2 -n demo2 --dry-run>vm
—-demo2-br.yaml

# cat vm-demo2-br.yaml
apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
annotations:
protect.trident.netapp.io/max-parallel-restore-jobs: "25"
creationTimestamp: null
name: demo2-fedora-restore
namespace: demo2
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/backups/hourly-4c094-20250312154500 aaal4543-a3fa-41f1-
a04c-44b1664d0£81
appVaultRef: ontap-s3-appvault
namespaceMapping:
- destination: demo2
source: demo
resourceFilter: {}
status:
conditions: null
postRestoreExecHooksRunResults: null
state: ""
# oc create -f vm-demo2-br.yaml -n demo2

[root@localhost VM-DataProtection]# tp get br -n demo2

P S s s e i e o e +
| NAME | APPVAULT | STATE | ERROR | AGE |
e e e e e USSR R — TE +
| demo2-fedora-restore | ontap-s3-appvault | Completed | | 38m52s |
e 4--mmmmmmmm—mm—e—ee- e - Hmmmmm - +

VM. Ry B, LUV PVC 1'% L LWRFIZEME demo2 ICIER TN TWE C e 2R L F7,



[root@localhost WVM-DataProtection]#
[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n damo2
AME AGE STATUS READY

irtualmachine.kubevirt.io/demo-fedora 5SmBs Running True

READY  STATUS RESTARTS  AGE
od/virt-launcher-demo-fedora-cixes 171 Running @ Sm7s

STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS
pvc-4d278ae2-76cc-46F1-bbf8-871ae75%e4a82 38Gi RiX SC-zZonea-san
pvc-9b96d89c-7226-47fc-829b-2ceeBBe7all?  38G1 RX sC-Zonea-san

AME
ersistentvolumeclaim/demo-fedora Bound
ersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound
[reot@localhost WM-DataProtection]#

ATy Toay b EFERALTTZ I ZRET S



AFvFoay hEERT S

AVFIVR ZFwToay ha2ERT2 7TTIVDRF v T ay hEERL. RETIHRELNHS
AppVault Z3EE L £95

# tp create snapshot demo-vm-snapshot-ondemand --app demo-vm --appvault
ontap-s3-appvault -n demo --dry-run
# cat demo-vm-snapshot-on-demand.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Snapshot
metadata:
creationTimestamp: null
name: demo-vm-snapshot-ondemand
namespace: demo
spec:
appVaultRef: ontap-s3-appvault
applicationRef: demo-vm
completionTimeout: Os
volumeSnapshotsCreatedTimeout: Os
volumeSnapshotsReadyToUseTimeout: Os
status:
conditions: null
postSnapshotExecHooksRunResults: null
preSnapshotExecHooksRunResults: null

state:

# oc create -f demo-vm-snapshot-on-demand.yaml

snapshot.protect.trident.netapp.io/demo-vm-snapshot-ondemand created

[root@localhost WM-DataProtection]#
[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo2
E AGE STATUS READY

irtualmachine.kubevirt.io/demo-fedora 5m8s Running True

READY  STATUS RESTARTS  AGE
od/virt-launcher-demo-fedora-c7xcé  1/1 Running @ sm7s

AME STATUS  VOLUME CAPACITY  ACCESS MODES  STORAGECLASS
ersistentvolumeclaim/demo-fedora Bound pvc-4d278ae2-76cc-46f1-bbf8-871ae75e4a82 38Gi1 RX SC-zZonga-san
ersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvec-9b96489c-7226 -4 fc -829b-2ceeBBeTally?  30Gi RhiX Sc-Zonea-san
[root@localhost WM-DataProtection]#

2T Toay bDRTDa—Ix2EHRTE ATy Toay bcDRTPa—IILzEHLET. REFTS
AFTvToay hONECHEIEELE T,
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# tp create Schedule snapshot-schedulel --app demo-vm --appvault ontap-
s3-appvault --granularity Hourly --minute 50 --snapshot-retention 1 -n

demo --dry-run>snapshot-schedule-demo-vm.yaml

# cat snapshot-schedule-demo-vm.yaml
apiVersion: protect.trident.netapp.io/vl
kind: Schedule
metadata:
creationTimestamp: null
name: snapshot-schedulel
namespace: demo
spec:
appVaultRef: ontap-s3-appvault
applicationRef: demo-vm
backupRetention: "0O"
dayOfMonth: ™"
dayOfWeek: ""
enabled: true
granularity: Hourly
hour: ""
minute: "50"
recurrenceRule: ""
snapshotRetention: "1"

status: {}

# oc create -f snapshot-schedule-demo-vm.yaml
schedule.protect.trident.netapp.io/snapshot-schedulel created

[root@localhost VM-DataProtection]# tp get schedule -n demo

e Fommmmmmaa Fommmmmmmmanaaaa fmmmmmmmas fmmammnn gmmmmmaa demmmmna +
| NAME | APP | SCHEDULE | ENABLED | STATE | ERROR | AGE |
b e e e e e s e o +
| backup-schedulel | demo-vm | Hourly:min=45 | true i | | 5d23h |
| snapshot-schedulel | demo-vm | Hourly:min=58 | true i | | 125 |
P o s e o s fo st +

[root@localhost VM-DataProtection]# _

[root@localhost VM-DataProtection]# tp get snapshots -n demo

[l i o o o . e A e e e e e A e e +
| MAME | APP | RECLAIM POLICY | STATE | ERROR | AGE |
fommmmmmm e e mmmmem e meme— === e Fmmmmm e Fomm e e T +
| backup-39b67elc-f875-4045-93df-78634bae9dfb | demo-vm | Delete | Completed | | 6m29s |
| demo-vm-snapshot-ondemand | demo-vm | Delete | Completed | | 21m3@s

| hourly-51839-28258318135000 | demo-vm | Delete | Completed | | 1m29s |
B T $mmmmmmmmeeee———— gmmmmmmmeaaa e . +

[root@localhost VM-DataProtection]#




Aty T gy kHh5DET

32



ATy Foay b 5DET

2Fw I a3y bHSELCERIZERICVM 21875 L £ 9 demo2 &RIZERIHN S VM demo-fedora % HIBR L
£9,

[root@localhost RedHat]# oc get vm,pvc -n demo
NAME AGE  STATUS READY
virtualmachine.kubevirt.io/demo-fedora 28h Running True

NAME STATUS  VOLUME

DRAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-fedora Bound pvc-eBd5f79d-dff9-450d-bele-90ab6880b7at
-zonea-san  <unset> 28h

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-e6f7890a-70c7-4538-9035-5e2e9379511d
-zonea-san  <unset> 28h

[root@localhost RedHat]# oc delete virtualmachine.kubevirt.io/demo-fedora -n demo
virtualmachine.kubevirt.io "demo-fedora” deleted
[root@localhost RedHat]#

VM DRFyFoay bbb bRFyFoayvbaA T L—RETRATo I b EERLE T

# tp create sir demo-fedora-restore-from-snapshot --snapshot demo/demo-

vm-snapshot-ondemand -n demo --dry-run>vm-demo-sir.yaml

# cat vm-demo-sir.yaml
apiVersion: protect.trident.netapp.io/vl
kind: SnapshotInplaceRestore
metadata:
creationTimestamp: null
name: demo-fedora-restore-from-snapshot
namespace: demo
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/snapshots/20250318132959 demo-vm-snapshot-
ondemand e3025972-30c0-4940-828a-47c276d7b034
appVaultRef: ontap-s3-appvault
resourceFilter: {}
status:
conditions: null
postRestoreExecHooksRunResults: null
state: ""

# oc create -f vm-demo-sir.yaml

snapshotinplacerestore.protect.trident.netapp.io/demo-fedora-restore-
from-snapshot created

33



34

[ root@localhost VM-DataProtection]# tp get sir -n demo

e P e ommmmmm e $--mmmm- e -
| NAME | APPVAULT i STATE | ERROR | AGE |
e e Fommm - e e .
| demo-fedora-restore-from-snapshot | ontap-s3-appvault | Completed | | 58ml17s |
= = = e T oo e S -

[ root@localhost VM-DataProtection]# _

VM &£ €D PVC N7 ERAIZEBICERINTVWS CEZREBL £ 9,

[root@localhost RedHat]# oc get vm,pvc -n demo
AME AGE STATUS READY
virtualmachine.kubevirt.io/demo-fedora 5ml7s  Running True

MAME STATUS  VOLUME
ppersistentvolumeclaim/demo-fedora Bound pvc-e2fd18b8-1b97-48Fc-9cbB8-943b378dB5bc
persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-db@85154-879f-45ad-9e62-9656e913d01c
[root@localhost RedHat]#

[root@localhost RedHat]#

ATy 7T ay bhSRORHZEMICVMZETYS %

ey 27y FH 5185t L Tc demo2 &EIZEEAD VM ZHIFRL £,

[root@localhost VM-DataProtection]# oc get vm,pods,pvc -n demo2
E AGE STATUS READY
irtualmachine.kubevirt.io/demo-centos 3ml2s Running True
irtualmachine.kubevirt.io/demo-fedora 3mlls Running True

E READY  STATUS RESTARTS  AGE
od/virt-launcher-demo-centos-w77rr 11 Running @ 3mlls
od/virt-launcher-demo-fedora-wwdtc 1/1 Running © 3mlls

E STATUS  VOLUME CAPACITY  ACCESS MODES
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

ersistentvolumeclaim/demo-centos Bound pvc-7aafdSe2-ddcf-4afb-a259-c68eBlbecbed  30GI RiX
sc-Zonea-san  <unset> 3m26s

ersistentvolumeclaim/demo-fedora Bound pvc-c1f8145a-56ea-42¢c5-abb4-6457b6853elec  308Gi RilX
sc-zZonea-san <unset> 3m25s

ersistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-eB2bbd9B-6762-4473-9bb8-7e98efcb7987  38Gi1 RIX
sc-Zonea-san  <unset> Im28s

ersistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-eel3cfbc-2921-4129-a3214-a8f6b10335cd 3861 RWX
sc-zonea-san  <unset> 3ml6s

[root@localhost VM-DataProtection]# oc delete virtualmachine.kubevirt.io/demo-fedora -n demo2

irtualmachine.kubevirt.io "demo-fedora™ deleted

2Fv Ty bh bRy Foay META T U b 2ERL. GRIERBI v EY I #IRELE
R



# tp create sr demo2-fedora-restore-from-snapshot --snapshot demo/demo-
vm-snapshot-ondemand --namespace-mapping demo:demo2 -n demo2 --dry

—run>vm-demo2-sr.yaml

# cat vm-demo2-sr.yaml
apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
creationTimestamp: null
name: demo2-fedora-restore-from-snapshot
namespace: demo2
spec:
appArchivePath: demo-vm cc8adc7a-0c28-460b-a32f-
0a7b3d353el3/snapshots/20250318132959 demo-vm-snapshot-
ondemand e3025972-30c0-4940-828a-47c276d7b034
appVaultRef: ontap-s3-appvault
namespaceMapping:
- destination: demo2
source: demo
resourceFilter: {}
status:
postRestoreExecHooksRunResults: null
state: ""

# oc create -f vm-demo2-sr.yaml
snapshotrestore.protect.trident.netapp.io/demo2-fedora-restore-from-

snapshot created

[root@localhost VM-DataProtection]# tp get sr -n demo2

e e e e e e e e e e e e e e e e oo oo +
| NAME | APPVAULT | STATE | ERROR | AGE |
= = == e e Fommmmmmmme e Fmmmmmmmm Fommmm - e +
| demo2-fedora-restore-from-snapshot | ontap-s3-appvault | Completed | | 15m22s |
L e fommmmmmmmmmmama———- fmmmmmmmmma fmmmmmma Frmmmmmmm +

~

VM & ED PVC H'% L WLW&RTZER demo2 ICIBTtENTWVWB e zfaR L £9,

[root@localhost RedHat]# oc get vm,pvc -n demo2
AME AGE  STATUS READY
virtualmachine.kubevirt.io/demo-fedora 29h Running True

INAME STATUS VOLUME

JORAGECLASS VOLUMEATTRIBUTESCLASS AGE

lpersistentvolumeclaim/demo-fedora Bound pvc-35dcd9b2-4fca-486c-af9e-596bc5bddcls
-zonea-san <unset> 2%9h

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87  Bound pvc-575a3111-382F-4933-a778-0089falea2af
-zonea-san  <unset> 29h
[root@localhost RedHat]# _
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ZEIERROEEDVMEEIRL TR Ty o3y MNy I 7y TH=ERL. Btd 3

BIDFHITIE. ZBIZERRIC1 DO VM BHD F LT LHIZEBMERENYIT Y FICEHDBIET. £
D VM ICEEMITENTZIARTDIY — AW v TFvEINFE Lico ROFITIZ. BILLBIZRICHID
VM ZEIL. SR EZLIA2—%EFERALTOHFLWVMEBRO7 U Z1ERR L £,

TELHZERICEH LLWM (demo-centos vm) ZERK L £

[root@localhost VM-DataProtection]# oc get wm,pod,pvc -n demo

AME AGE STATUS READY
irtualmachine. kubevirt.io/demo-centos  2md7s  Running True
irtualmachine. kubevirt.io/demo-fedora  8lm Running True

E READY  STATUS RESTARTS  AGE

od/virt-launcher-demo-centos-2ngbg 1/1 Running @ 113s

od/virt-launcher-demo- fedora-9kfxh  1/1 Running @ Blm

AME STATUS  WOLUME CAPACITY  ACCESS MODES  STORAGECLASS
ersistentvolumeclaim/demo-centos Bound pvc-edBfd92b-2109-471d-b395-9877ae5f1fa7  30Gi RiX sc-Zonea-san
ersistentvolumeclaim/demo-fedora Bound pvc-6f65a62c-285c-4980-bBdd-6cB5baccfide 3863 RX sSC-zonea-san
ersistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-3c@1142a-4344-4293-2e67-7d3925c56211 3061 RiX sC-zonea-san
ercistentvelumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvec-B1d82d83-Taca-4@Fc-BF8f-6e99246063F8  38G1 RidX Sc-Zonea-san

[root@localhost WM-DataProtection]# _

demo-centos vm ¥ ZDREIE Y — XU SRIL=[FITD

[root@localhost VM-DataProtection]# oc label vm demo-centos categorys=protect-demo-centos -n demo
brirtualmachine . kubevirt.io/demo-centos labeled

[root@localhost WM-DataProtection]# oc label pvc demo-centos category=protect-demo-centos -n demo
jpersistentvolumeclaim/demo-centos labeled

[root@localhost VM-DataProtection]# oc label pvc dv-demo-centos-lavender-tortoise-34 category=protect-demo-centos -n demo
bersistentualumeclainfdu~demc-centos—lavender—tartoise-34 labeled

[root@localhost VM-DataProtection]# _

demo-centos vm & pvcs ICTRNILDMFESINTWE ez L X

[root@localnost WM-DatsProtection]h oc get vm --show-labsls -n demo
MGE - STATNS  READY  LABELS

bicao. cantos  Ge3ls  Running  Trie  aopedeso-cantos,Category=protact -Gews- Cantos, Kubewlrt . bo/dynanl c- crodent Sals - SUportt riss, vis. kubevirt . 10/ teaplate, nasespaca<openshift, vm, kubawirt 1o/ template. rovis ion=], ve. i

ubeutre. Lo/temnlate. vers lonmdl. 111, um. kisevirt . 1o/ tenplatescentos- streand . server-small

fieno-fedara  BSm  Running  Trie sop-deso-fedors,vs.kubsvirt.do/tenglate, nansspace=openshift, v, kubevirt, foftesplate. revislon=1, v, kubevirt. loftenplate verslon=vd. 3.1, vm. kubevict, ko tesp] ate-fedorn - server—

fsmall

[rost@locathost WM-Datafrotection]s o

[root@localhost W-OotaProtection]f

|root@localhost VWM-DataProtection|f o get pve --dhow-labels -n deso

s STATUS WOLLUME CAPACTTY ACCESS MODES STORAGECLASS VOLUMEAT TRIBUTESCLASS AGE LARELS

fleac - contos Boardd  pyc-dRi497b-0009-4T1d-p395-00Taes LT MOGL R SC-Z0MAA-SAN  CLASEEZ Tmils  app natas: 4a, 358, AR netas
.do/nanaged-byscdi.controller, app. kubernetes 1o part-ofshyperconverged. cluster, app. kubernetes. io/versionsd, 175, appecontainerd zed. data. inporter, categorysprotoct sdeno-centos, instancetype. kubevirt o/ default-instanc
fetype=ul, mediom, instancetype. kubevirt  do/default -preference=centos . streand, kubevirt do/created-by~aba7odSc - 66%a-dedl -aa78 - 207436710254

plems - Fedara Bourd  pec-6f59952c-265¢-A080-b00d-6CBS0accF305  30GI RN to-zoned-sdn  <unsety 6w v kuberretes, io =stor kubernetes
+ho/managed-by ~cdi-conkroller, app. kibernetes - Lo/ par -of=nype ged-Ciuster,app. . Lo fverslan=a, 17, 5, sppeconkaineriged- data- Inporter, nstancetype. kubevirt, o/ defalt- ins tancetype=ul .medlun, Instancetyge.
prunguirt. dofdadault-praferancosfodora, kabeuint . 1o /croated by=TdS184ed - 1240 4256 Safn- Jd1604caB8F

fo - dewo - certos-lavender - tortolse-34  Bound pyc-Ic@1180a 4084 2003 2087743925 56211 3BGL il sc-zonea-san  <unsety Tedls  app kobernetes. bo
\Aafmonaged-by=cdi-controller app. kisernetes. iofpart -af=hypercanverged-cluster app. kubernetes  do/versfon=4.17.5, app inerized-data-importer, category=p d 08, kubevirt, 16/created-by=s5s7bA0c - 69a- de2
1 - 8878 2074367 11284

et - demn_ Fodora Fuchsla- shrau-§T Baund  puc-H1d82d87 - Taca-0BFc-BFEF-EaUSIAEERIEE 30GI R sC-ToPAA-SAN  ClASRE) Bam app. kubarnates 10/ coRpanenTasTarage, Anp, kibarnetes
Ao /managed-by=cdi-controller,app. kubernatas. io/part-of shyperconverged -cluster app. kubernetes . o fwer 175, dnerized-d; importer kubevirt. lo/created- by=Pd5i4e0. 20 1a- 4456 - Bafe- Id1002cA BRdY

[root@localhost \M.DataProtection]# 4

IRNILELIRZ—%2FAL THEDVM (demo-centos) EFRD 7 ) ={ERT %
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# tp create app demo-centos-app --namespaces 'demo (category=protect-
demo-centos) ' -n demo --dry-run>demo-centos—-app.yaml

# cat demo-centos-app.yaml

apiVersion: protect.trident.netapp.io/vl
kind: Application
metadata:

creationTimestamp: null

name: demo-centos—-app

namespace: demo
spec:

includedNamespaces:

- labelSelector:

matchLabels:
category: protect-demo-centos
namespace: demo

status:

conditions: null

# oc create -f demo-centos-app.yaml -n demo

application.protect.trident.netapp.io/demo-centos-app created

[root@localhost VM-DataProtection]# tp get app -n demo
e e F--mm - e -
| NAME | NAMESPACES | STATE | AGE |
e e ettt - - -
| demo-centos-app | demo | Ready | 56s |
| demo-vm | demo | Ready | 4h6m |
[ -mmmmmmmmm e — o e R Fo--m - -

ATV RBLUVRT D a— LR DTNV I Ty TRy T ay bERT A& FIICR
LIcBbDERILTY, Ry T ay RNy I 7y TOERICERINTULS trident-protect 77
JICIZBRIZEORED VM DANEENTWE D, EIHSETT 3 ERHED VM OAHHETIN
F9o UTFIC. Y2 TNDNY I Ty THETRIEDFZRLE T,

NS 27 T ZERLT. BEIZERADFED VM DNy I 7y T=ERLET

BIDFIETIE. SN ELIZ2—%FEBALT. TTRABIZERIC centosvm DAE LT S EVER L £
Lzo SOTTVDNY I Ty T (COBITIEA>TIVR N o7y ) %=ERLET,



# tp create backup demo-centos-backup-on-demand --app demo-centos-app
—-—appvault ontap-s3-appvault -n demo
Backup "demo-centos-backup-on-demand" created.

[ e e e e e e e e S e e e e o e e e T P et B i e e e e +
| NAME APP | RECLAIM POLICY | STATE | ERROR | AGE

e e Fommmm e e Fomm e e mn Fmmmm e +
| demo-centos-backup-on-demand | demo-centos-app | Retain | Completed | | 13m22s

| demo-vm-backup-on-demand | demo-vm | Retain | Completed | | 4h19m |
| hourly-4c094-20250312174500 | demo-vm | Retain | Completed | | 56m17s
[l e e o e B 9 L i o ol e e o . e o e e o e +

$5ED VM % [F U ZRIZERICETTT 2 BHED VM (centos) DNy I 7w Flid. WIndT 37 FUEFERL
TERCNE LTz DNV I Ty T A>T L—R - URANPEREINYITY L - U RTH
EREND . COHED VM DHFMETEINE T, Centos VM ZHIFRL £

[root@localhost RedHat]# oc get vm,pvc -n demo

NAME AGE STATUS READY
wvirtualmachine.kubevirt.io/demo-centos 4m27s Running True
wvirtualmachine.kubevirt.io/demo-fedora 4m27s Running True

NAME STATUS  VOLUME
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-centos Bound pvc-e8faeaf8-fcBc-4d92-96de-c83a335a7al7
sc-zonea-san <unset> 4m33s

persistentvolumeclaim/demo-fedora Bound pvc-e2f418bB-1b97-48Ffc-9cb8-943b37@d85bc
sc-zonea-san  <unset> 4m33s

persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-66eb7996-1420-4513-a67c-2824f08534da
sc-zonea-san  <unset> 4m33s

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-dbB85154-079f-45ad-9e62-9656e913d01c
sc-zonea-san  <unset> 4m32s

[root@localhost RedHat]# oc delete virtualmachine.kubevirt.io/demo-centos -n demo
wirtualmachine.kubevirt.io "demo-centos"” deleted

[root@localhost RedHat]# oc get vm,pvc -n demo

NAME AGE STATUS READY
wirtualmachine.kubevirt.io/demo-fedora Sml7s Running True

NAME STATUS  VOLUME

persistentvolumeclaim/demo-fedora Bound pvc-e2f418b0-1b97-40fc-9cb8-943b370d85bc
persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-db@85154-0879f-45ad-9e62-9656e913d01c
[root@localhost RedHat]#

demo-centos-backup-on-demand D5 /X I 7y FDA > FL—X U T7ZERK L. centos VM H'E
ER SN e zMELF T,

#tp create bir demo-centos-restore --backup demo/demo-centos-backup-on-
demand -n demo

BackupInplaceRestore "demo-centos-restore" created.
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[root@localhost RedHat]# tp get bir -n demo

e e Fommmmmmm e e $ommm - -
| NAME | APPVAULT | STATE | ERROR | AGE |
fo-mc-=scsscscco=acac- e R — P R +
| demo-centos-restore | ontap-s3-appvault | Completed | | 57m9s |
| demo-fedora-restore | ontap-s3-appvault | Completed | | 7d5h |
Bmm i i i I R fmmmmmmmmaan e mmmmam Fommmmim e +

[root@localhost RedHat]# oc get vm,pvc -n demo

NAME AGE  STATUS READY
wvirtualmachine.kubevirt.io/demo-centos 29m Running  True
wvirtualmachine.kubevirt.io/demo-fedora 85m Running  True

NAME STATUS  VOLUME
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-centos Bound pvc-82954bf7-4a7e-4e@c-9a@4-4fal52elbBef
sc-zonea-san  <unset> 29m

persistentvolumeclaim/demo-fedora Bound pvc-e2f418b8-1b97-408Ffc-9cb8-943b370d85bc
sc-zonea-san  <unset> 85m

persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-2a8d4eb5-ed6d-4408-b85d-e218e9a5d4bo
sc-zonea-san  <unset> 29m

persistentvolumeclaim/dv-demo-fedora-fuchsia-shrew-87 Bound pvc-db@85154-079f-45ad-9e62-9656e913d01c
sc-zonea-san  <unset> 85m

[root@localhost RedHat]#

BED VM Z B D%ETZEMICIETT 9 % demo-centos-backup-on-demand 15 B D% #1ZERE (demo3) A D
Ny o7y TETEER L. centos VM HBIER SN C C #RERRL £ 95

# tp create br demo2-centos-restore --backup demo/demo-centos-backup-
on-demand --namespace-mapping demo:demo3 -n demo3
BackupRestore "demoZ2-centos-restore" created.

[root@localhost RedHat]#
[root@localhost RedHat]# tp get br -n demo3

T T Pl e i cccice +
| NAME | APPVAULT | STATE | ERROR | AGE |
e e R e — Gmm oo S ccoce +
| demo2-centos-restore | ontap-s3-appvault | Completed | | 52m57s |
s e e e e —— e e e +

[root@localhost RedHat]#

[root@localhost RedHat]#

[root@localhost RedHat]# oc get vm,pvc -n demo3

NAME AGE  STATUS READY
virtualmachine.kubevirt.io/demo-centos 19m Running True

NAME STATUS  VOLUME
STORAGECLASS  VOLUMEATTRIBUTESCLASS  AGE

persistentvolumeclaim/demo-centos Bound pvc-0alde38f-07de-4e09-8188-14a9a8bb45c2
sc-zonea-san  <unset> 19m

persistentvolumeclaim/dv-demo-centos-lavender-tortoise-34  Bound pvc-d4f9cf2f-264c-4d02-94bf-0db28b427acc
sc-zonea-san  <unset> 19m
[root@localhost RedHat]#
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