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$ git clone https://github.com/aws-samples/rosa-fsx-netapp-ontap.git

b. CloudFormation X X U %&R1T9 3 INIX—REZHMEDEICETHRAT. ULTOIAYYRFZERITLE
ER

$ cd rosa-fsx-netapp-ontap/fsx



$ aws cloudformation create-stack \
-—stack-name ROSA-FSXONTAP \
-—template-body file://./FSxXONTAP.yaml \
--region <region-name> \
--parameters \
ParameterKey=SubnetlID, ParameterValue=[subnetl ID] \
ParameterKey=Subnet2ID, ParameterValue=[subnet2 ID] \
ParameterKey=myVpc, ParameterValue=[VPC ID] \
ParameterKey=FSxONTAPRouteTable, ParameterValue=[routetablel ID,routetable2
_ID] \
ParameterKey=FileSystemName, ParameterValue=ROSA-myFSxONTAP \
ParameterKey=ThroughputCapacity, ParameterValue=1024 \
ParameterKey=FSxAllowedCIDR, ParameterValue=[your allowed CIDR] \
ParameterKey=FsxAdminPassword, ParameterValue=[Define Admin password] \
ParameterKey=SvmAdminPassword, ParameterValue=[Define SVM password] \
-—-capabilities CAPABILITY NAMED IAM

_ Z . region-name: ROSA 7 5 AZ—HMFFO/4/INTWVWE U —3 > EL. subnetl ID: FSxN DB
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#./tridentctl install trident -n trident --node-prep=iscsi
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o Administrator

Home OperatorHub
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& Administrator

Home

Operators

OperatorHub

Installed Operators

@ NetApp Trident 0

Workloads

Networking
Installed operator: ready for use

suﬂage View Operator ew installed Operators in Namespace openshitt-opemtors

Builds
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m Project: openshift-operators «
o Administrator

Home Create TridentOrchestrator
Create by completing the form. Default values may be provided by the Operator authors
Operators
Configure via: Formview @ YAML view
OperatorHub
Installed Operators t|*

Workloads

Networking

1
2
3
4
5
6
7
8

Storage

Builds

Observe

Compute

User Management

Project openshift-operators
o Admnstrator
£ ¥ Operator details
Home @ NetApp Trident
Operators
OperatorHub . g = N ey e - f
Installed Operators .
TridentOrchestrators
Worlloads
Nam -
Networking
Name Kind Status Labels
Storage -
uw

Builds

Observe

[root@localhost RedHat]# oc get pods -n trident

NAME READY  STATUS RESTARTS  AGE
trident-controller-86f89c¢855d-8w2jx 6/6 Running © 38s
trident-node-linux-rnrnn 2/2 Running %] 38s
trident-node-1linux-t9bxj 2/2 Running © 38s
trident-node-1linux-vqvl9 2/2 Running © 38s
[root@localhost RedHat]#




EEEOWITNHODHETTridentx 1 >V X ~—JLF B & iscsidd & Umultipathdty —E X ZBgR L. /etc/multip
ath.conf7 7 1 JLIDRDEREZITD L T ROSAY S RAT—H—/— RHiSCSIBICE/mINE T,

sh-5.1# systemctl status iscsid
e iscsid.service - Open-1SCSI

Loaded:
Active:
TriggeredBy:
Docs:

Main PID:
Status:
Tasks:
Memory:
CPu:
CGroup:

sh-5.14 ||

lcaded (/usr/l1ib/systemd/system/iscsid.service; enahled; preset: disahled)
active (running) since Fri 2825-€3-21 18:28:13 UTC; 3 days agc
» iscsid.socket

man:iscsid(8)

man:iscsiuio(8)

man:iscsiadm(8)

23229 (iscsid)

“"Ready toc process reguests®

1 (limit: 164542€)

3.2

1e9ms

/system.slice/iscsid.service

sh-5.1# systemctl status multipathd
e pultipathd.service - Device-Mapper Multipsth Device Contrcller

Loaded:
Active:
TrigperedBy:
Main PID:
Status:
Tasks:
Memory:

CPu:

CGroup:

lcaded (/usr/lib/systemd/system/multipsthd.service; enabled; preset: enabled)
active (running) since Fri 2825-€3-21 18:28:5€ UTC; 2 days agc

» pultipathd.socket

1565 (multipathd)

myp"

7

62.9¥

33min 51.363s
/system.slice/multipathd.service
Lstcr didiieitaittsiadtd &8 =



sh-5.1#
sh-5.14 cat /etc/multipath.conf
defaults {
find multipaths no
user_friendly names yes

h
blacklist {

]
blacklist_exceptions {
device {
vendor NETAPF
product LUN

3

h
sh-5.14 |}

C.IRTDTridentRy RAERITRETHZ e 2R LET

[root@localhost hcp-testing]#

[root@localhost hcp-testing]l#

[root@localhost hcp-testingl# oc get pods -n trident

NAME READY STATUS RESTARTS
trident-controller-f5f6796f-vd2sk 6/6 Running
trident-node-linux-4svgz 2/2 Running
trident-node-linux-dj9j4 2/2 Running
trident-node-1linux-jlshh 2/2 Running
trident-node-1linux-sqthw 2/2 Running
trident-node-linux-ttj9c 2/2 Running
trident-node-linux-vmjr5 2/2 Running
trident-node-linux-wvqsf 2/2 Running
trident-operator-545869857c-kgc7p 1/1 Running
[root@localhost hcp-testingl# _

DI DI

3. FSx for ONTAP (ONTAP NAS) Z {9 5 & S ICTrident CSI /N U T RZ KT %

Trident/\w 2 T R#BRIE. Trident ICX ML — S XTFT L (ZDIFEIL FSx for ONTAP) L@E T B HE%
BRLET. NWIITVREERTSICIF. VT RZ—BEBELUINFS T—H2 1 U EZ—T 1R EHIC
BRI 323AMNL—JRETS VOERBRZIREL X, Fh7cBiEontap-nas FZA/N—="FSx 771 I)L ¥ X
FTLICZAML—=Y R a—L%EOES 3 =>4 LET,

a.xY. RO yaml ZEAL T SVM SBEEBERDS —T Ly F2fERLE T
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apiVersion: vl
kind: Secret
metadata:

name: backend-fsx-ontap-nas-secret

namespace: trident
type: Opaque
stringData:

username: vsadmin

password: <value provided for Define SVM password as a parameter to the

Cloud Formation Stack>

@ LUFICRT LSS, AWS Secrets Manager h*5 FSxN BICER T 7= SVM /XX T — R %= Hif8

ITBHIELDHTEET
Y L gger - Sedretd
Secrets
o
Secrat nams Dewrption

SYMAATUNS ST

FruAdrmirfassword

WS Sexrety Mansger 3 Secrets 3 HEP-ROSA-FSEOMTAP-SVMAdminPassword

HCP-ROSA-FSXONTAP-SVMAdminPassword
Secret details

0 awifecrmtimaniges

(0 MOP-ROEA-FSXDNTAR SV AGminP awword

0 errcawssetretumanagerut-eat-2-3 1 60881 82657 tecret MR- ROSA- FREOMNTAP-SVMAGmIn®

Agitat

Overview Rotation Werdon Rurplication Tagn

Secret value e

it

worch

0 SvidadminPassword

Last petriewed (UTT)

Outober 5, 2024

[0} Aetioms w

Retrieve secret value |

b RIC. ROOATY Y RZFEAL T, SVMEREBHRD>—27 L v F%ZROSAV S XX —IEBMLET

$ oc apply -f svm secret.yaml

ROAR Y FZFERALT. >—JLy b SATY FERIZERICEMEN L ZREBTET F T,
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$ oc get secrets -n trident

[root@localhost hcp-testingl#

1 trident

ep backend-fsx

|grep backend-fsx-ontap-nas-secret

ontap-nas-secret

CRICC NYIIVR ATz MEERLET #070HIC. 2O0—>L7Gt VRS KIDfsx 71 LY
MUICEEELEd, 7 71J)L backend-ontap-nas.yaml ZH I X9, UT%ZEZT# X £9: managementLIF %

EIE DNS %&I-. dataLIF ZAmazon FSx SVM @ NFS DNS &iZ. svm % SVM &IcEBI ¥z £9, XD T

YREFERALTINYIIV R AT b2 ERLF T,

ROIARY RZFERLTNY I IR ATV b=ERLE T,

$ oc apply -f backend-ontap-nas.yaml

@ UFTDRO)—>o 3w MIERTELSIC. Amazon FSxO2 Y — LA 5EIE DNS 4. NFS
DNS %&. LU SVM &L=ZBYETE X7,

Amazon F5x

w ONTAP

v DpenlfS

Summary

..... 7 2412045 (9 10-0AT11:31:46-04:00
sVl (3 ®

184 5e DEFALLT

ki |
| | 182657; I vt
24 favr
Endpoints Adminiitration Wolumes g
Endpoints
7 Baf fe-05a1 G050 - miazonEis.com 1 B2 19

mi-0Ta733 2412045 103316 beaeTcadd i us-east-2amaonape com 9 198.19.255.182 (¢
sl Swm=07, 304258412045 Fe-D3a S0, CRETET 2 AMAZONINS. L0 1 9 10 229
n )

dRIC ROOAX Y RZEFTLT. NwIIVR AT HBMER TN

— S ADEHCHE>TVWB 2L ET

Iy

TI—XBNAV RSN, RT
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et
EBEL

ND NAME PHASE

ntap ac 35-56be-4719-999d-27b448a50e29 Bound

4.2 L= UZZADERL Trident/N\w I T RABERINTDT. NV IIYRZHFERTZHD
Kubernetes A b L —2 VS X%{EKTE £, A ML= OS5 RIF VT REZ—TERATEZ VY —X F
TS0 RTYd, 7TV =3 IlEBRTEZANL—C0BEZHBESLUDELE T,

a.fsx 7 #JLH —AD 7T 71 )L storage-class-csi-nas.yaml ZFEz2 L £,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: trident-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "ext4d"
allowVolumeExpansion: True

reclaimPolicy: Retain

b.ROSA VS RAA—ICA ML —T U5 X%ER L. trident-csi A AL —2 IS APMER SN & =mERL
x93,

CHUSE DL TridentCSI RZAN—DA > X h—JL¥ FSx for ONTAPZ 7 1)L ¥ AT LADEHNTET L £
Fo TMNT. FSxfor ONTAPD 7 71 )LAR) 2a—L%ZFERLT. B> FILD PostgreSQL R 7— 7 J)L 77
Jr—23>% ROSAICT7AATERLSICHED £ LT,

c. trident-csi A AL —2 VS A EFERAL TER SN PVC LU PV ALWI E EZRESELE T,
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d.7 70— 3D Trident CSI ZFEAL TPV ZERTE 3 e 2R LE T,

[E1

fsx 7 # LA —|ZIRMEINTUL S pve-trident.yaml 7 71 ILZER L TPVC ZERRL £9.

pvc-trident.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 10Gi
storageClassName: trident-csi

You can issue the following commands to create a pvc and verify that it
has been created.

image:redhat-openshift-container-rosa-011.png["TridentZ AL TF Xk pvC
ZERR T 5" ]

iISCSI ZfER T B ICIE. BIRD L DICT—H— /—RTIiSCSI ZHBRIC L. iISCSINY I IV
(D) FERFL—Y 952&fMTZBENBDET. UTIC. B2 TILO yaml 771 LEWVL
SHRLET,
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cat tbc.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: fsxadmin
password: <password for the fsxN filesystem>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-san
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <management 1if of fsxN filesystem>
backendName: backend-tbc-ontap-san
svm: svm FSxNForROSAiSCSI
credentials:
name: backend-tbc-ontap-san-secret

cat sc.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: trident-csi
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

allowVolumeExpansion: true

54> )LD PostgreSQL X 7— c 7L 7V r— 3 T 701493

a. helm Z{EA L T postgresql 1 > XA —ILLET

$ helm install postgresgl bitnami/postgresgl -n postgresqgl —--create

—namespace

14



[root@localhost hcp-testing]# oc get pods -n postgresql
NAME READY STATUS RESTARTS AGE
hostgresql-0  1/1 Running © 29m

t pvc -n pos
CAPACITY

wcp-testing]@

c. PostgreSQLY S 7> b7 7O149 3

14 VX b=)LE N postgresql H—/NN—D/NXT—REZEE T BICIE. ROOAYY REFEALE T,

$ export POSTGRES PASSWORD=S$ (kubectl get secret --namespace postgresql
postgresgl -o jsoata.postgres-password}" | basetd4d -d)

UTDnavY> R%EERAL T postgresql 7514 7> b ZRTL. NAT—REFERALTH—N—ICERLET
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$ kubectl run postgresgl-client --rm --tty -i --restart='Never'
--namespace postgresgl --image docker.io/bitnami/postgresqgl:16.2.0-debian-
11-rl ——env="PGPASSWORD=$POSTGRES_PASSWORD" \

> —-command -- psgl --host postgresgl -U postgres -d postgres -p 5432

ibas "postgres”.
E (ID INT PRIMARY KEY NOT NULL, FIRSTNAME TEXT NOT NULL, LASTNAME TEXT NOT NULL);
: TABLE
erp=# INSERT INTO PERSONS WALUES(1, "John',‘Doe'};
INSERT @ 1

public |
(1 row)

rp=# SELECT * FROM PERSONS;
id | firstname | lastname
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orp=# INSERT INTO PERSONS VALUES(2,'Jane','Scott');
INSERT © 1

erp=# SELECT * from PERSONS;

id | firstname | lastname

1 | John
2 | Jane
(2 rows)

NetApp ONTAP% f&FH L 7= AWS E® Red Hat OpenShift t—
E X

CDRFaX2FTIE. NetApp ONTAP %ZRed Hat OpenShift Service on AWS (ROSA)
THERATBIHEICOVWTEELL X T,

R)a—LRFTyvFawy FDOIER

.77V R)a—LDRFTyTFoay bz2tBld5 COtEI>a>TR. 7F7UICEEMIToNERY 2—

LDORZAT YN RFy T3y bR 2HEZHALET. CNE. 77) T—2OKERROIE
—ICBDEY, 7TV Tr—ary T-EhRONIGE. CORROIE—H5T7—XZEETEXT, *

CDORFTyTTaybid. ONTAP(F VLI RFRIFZIITTR)DOR) a—LERLTT VT — MR
FEINET, LA >T. ONTAPR L —2 77U 7= hHRDNIZE. €D F v T ay b5 7~7
Dir—23y 7—2%ZBETE R TETEEA.

**a. VolumeSnapshotClass Z{ER L. XD =7 = X k% volume-snapshot-class.yaml & L\ 5 7 7 1 JLICR
#LET,

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: fsx-snapclass

driver: csi.trident.netapp.io
deletionPolicy: Delete

LFROYZT A 2EALTR Ty T ay b2ERL T,

[root@localhost hcp-testing]# oc create -f volume-snapshot-class.yaml
volumesnapshotclass.snapshot.storage.k8s.i0/fsx-snapclass created

[root@localhost hcp-testingl# _

17



b RIC. X+ v 7T 3w bZER L £9 VolumeSnapshot Z{ER L T. Postgresql T—2DKRA > b1 V&
1L JE—ZBFL. BIFOPVC DR F v T3y bZERLET, CNUICED. T7MILSRTLDNY
JIVRTIFEALEAR—AEHBLRWVWFSx R+vFoay hHMERECNE T, XDODIY=ZT7 X b%
volume-snapshot.yaml ¥ W5 7 71 JLICRFEL £ 9

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: postgresgl-volume-snap-01
spec:
volumeSnapshotClassName: fsx-snapclass
source:

persistentVolumeClaimName: data-postgresqgl-0

cR)a—LRFv T3y bZERL. ERENICCZRELEY

T—AR—RZHIFRL T, T—RDEXZESIaL— b LET (T XDOIERIETETELIEHTRET 20
BEMUDHODETH. CCTRT—EIRN—XZHIFTZETYIaLl—FLTVLEY)

d.7—FRXR—XZHFRL T, 7—2DEKZ>IaLl—bLET (T—XOEXRIISTITRERATRET S
AREMEDNBD EITH. CCTRT—ER—RZHIRITSZIETIYIaLl—bhLTVEY)

postgres=# \c erp;
psgl (16.2, server 16.4)

ou are now connected to database "erp” as user "postgres".
erp=# SELECT * FROM persons;

id | firstname | lastname

1 | John

2 | Jane
(2 rows)

11" (172.30.103.67), port 5432 failed: FATAL: database "erp" does not exist
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R)a—LRXFy T gy b 5DETT

1.2F T gy bh5DET DI a>TlE. 77 R 2a—LD Trident AFy Foavbhsr7r/
Dy—a > BT 3hAE2HALET,

aXFvroay bhBERYa—-LDIO—->%ERT %

R a—LELUEIOREICETTSICIE. BIELIER Ty T3y hOT—RICEDWTHLL PVC Z1ER
TRIRBELAHDET, CNEITSICIE. IDIY=T = X b%&Epve-clone.yamlE WS 7 71 JLICREFEL £,

apiVersion: vl

kind: PersistentVolumeClaim
metadata:

name: postgresgl-volume-clone
spec:

accessModes:

- ReadWriteOnce
storageClassName: trident-csi
resources:

requests:

storage: 8Gi
dataSource:

name: postgresgl-volume-snap-01

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

FEROYZ T A EFERALT. RFyFoayvbzEY—XRLTPVC 2B L. A a—LDoVO—>%
ERLFd, NZT7xRMEBEBL. 7O0—->HMER SNl e =BRELET,

CAPACITY ACC

b.7t® postgresql ¥ > X b—JLZHIBRL £ 9

root@localhost hcp-testingl#
[root@localhost hcp-testing]# helm uninstall postgresql -n postgresqgl
~release "postgresql” uninstalled

[ root@localhost hcp-testing]# oc get pods -n postgresql

[

No resources found in postgresql namespace.
[root@localhost hcp-testingl# _

cHLWIO—>2PVC ZERLTHLL postgresql 7 U —> 3 0% ERRLES
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$ helm install postgresql bitnami/postgresgl --set
primary.persistence.enabled=true --set
primary.persistence.existingClaim=postgresgl-volume-clone -n postgresqgl

|root@localhost hecp-testing
[root@localhost hep-testing]¥ helm install postgresql bitnami/postgresql --set primary.persistence.enabled=true \
» --set primary.persistence.existingClaim=postgresql-volume-clone -n postgresqgl
{AME: postgresql
DEPLOYED: Mon Oct 14 12:63:31 2024
{AMESPACE: postgresqgl
deployed
1

: hone
HOTES;
HART NAME: postgresql
HART VERSION: 15.5.21
APP VERSION: 16.4.8

** Please be patient while the chart is being deployed **
ostgresQL can be accessed via port 5432 on the following DNS names from within your cluster:
postgresgl.postgresgl.sve.cluster. local Read/Write connection
To get the password for "postgres™ run:
export POSTGRES PASSWORD=$(kubect] pet secret --namespace postgresqgl postgresql -o jsonpath="{.data.postgres-password}” | ba
To connect to your database run the following command:

kubectl run postgresql-client --rm --tty -i --restart='Never' --namespace postgresql --image docker.io/bitnami/postgresql:16
--command -- psgql --host postgresql -U postpgres -d postpres -p 5432
> NOTE: If you access the container using bash, make sure that you execute "/opt/bitnami/scripts/postgresql/entrypoint.sh /b
1801} does not exist™

To connect to your database from outside the cluster execute the following commands:

kubectl port-forward namespace postgresgl svo/postgresgl 5432:5432 &
PGPASSHORD="$POSTGRES_PASSWORD™ psql --host 127.8.8.1 -U postgres -d postgres -p 5432

JARNING: The configured password will be ignored on new installation in case when previous PostgresSQL release was deleted through
sword, and setting it through helm won't take effect. Deleting persistent volumes (PVs) will solve the issue.

There are "resources” sections in the chart not set. Using "resourcesPreset™ is not recommended for production. For pro
r to your workload needs:
- [Jril'r'rtf"".I"I?!-nlll‘:"!_’?-
readReplicas.resources
+info https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/

[root@localhost hop-testingld

Y RDRITRETHE E =R LT

root@localhost hcp-testing]# oc get pods -n postgresqgl

READY  STATUS RESTARTS  AGE
postgresql-0 1/1 Running © 2mls
root@localhost hcp-testingl# _

v ENIO—-2%Z PVC ELTHERALTVWS L ZHRLET




root@localhost hcp-testing]#
root@localhost hcp-testing]# oc describe pod/postgresql-© -n postgresql,

temporary directory a pod's lifeti

Age From

Im55s default-s u Successfully igned po
nternal
AttachVolume 3mS54s tach-controller AttachVolume.Attach suce

multus Ad .2.126 from ovn-kuber
kubelet Container image cer.io/bitnami/poster

f) T—EZR=ZAPFFEDICET SN I ZRE I BICIE. AV TFIAVY—ILICRD., BIfFEOT —2~R—
RERRLET,
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