Red Hat OpenShiftZ NetApp
NetApp container solutions

NetApp
January 21, 2026

This PDF was generated from https://docs.netapp.com/ja-jp/netapp-solutions-containers/openshift/os-
solution-overview.html on January 21, 2026. Always check docs.netapp.com for the latest.



=P/

Red Hat OpenShift ¥ NetApp 1
NVA-1160: NetAppZ {8 L 7= Red Hat OpenShift 1
A—XT7—2X 1
B> % fE 1
BT E 2
SEBREA T ay 2
BREEEA 1)) —ZADIWEDHR—~ YUY I R 2
Ly BNy b F =TT 3
OpenShift DIFE 3
NT X2 )L E®D OpenShift 6
Red Hat OpenStack 75w k7 # — /1. _£®D OpenShift 8
Red Hat Virtualization _£® OpenShift 12
VMware vSphere @ OpenShift 15
AWS _E® Red Hat OpenShift —E X 17
NetApp A hL—2 S X T L 17
NetApp ONTAP 17
NetApp Element: NetAppZ f#H L 7= Red Hat OpenShift 20
NetApp X kL —JRE 22
NetApp Trident¥ Red Hat OpenShift D& IC DV TER 22
NetAppTrident 23
SEBREA Fay 42
AO—RNSOH—0OF TS 3> &ARD 42
TSAR—FAX=DL TR MU DIERL 62
VI)a—>a VOt 1—RT7—2X 68
V1) a—2 3 VDIREE L 31— X — X: Red Hat OpenShift ¥ NetApp 68
KX ML —T %A L7 Jenkins CI/ICD /X1 75+ > D& A : Red Hat OpenShift ¥ NetApp 69
RIVFTF+2 b =2EBRT 3 78
Kubermnetes DEER Y 7 A X EIE 100
Kubernetes D&EE %A 5 X 2 EIE: Red Hat OpenShift & NetApp - #]& 100
Kubernetes @i ACM =5 0O+ § 3 101
Trident ProtectZ A L 720> 7+ 7 71 L VMO T — R {R:& 116
H—RN—=FTo V= ZFEBLEIYTFT7 ) VMDD T —R2{RE 116

Red Hat OpenShift Virtualization & NetApp X b L —J DR ICDWTERTHDEM) Y —X 117



Red Hat OpenShift Z NetApp
NVA-1160: NetApp7Z £/ L 7= Red Hat OpenShift

TS5 AIINZEZEI M- Z)LAILZ (NetApp)

CDUT7LYRA RFa XY FTIE. NetApplc K> THREES Ny 10X —5— T
OES3=Z> T AV TSANSIF v (IP) 2B L TERODERZ T2t 2 —RIE
ICE A M7z Red Hat OpenShift V1) 2—> 3 VOEAMIEICDWTEHEL X9, F
Too KA ML= OBBICTrident A FL—S A= XML —2—%FHT 52 & T.
NetApp A L —2 S RXTLEDA ML —UREBICDOVWTHEFLLCEHBAL £9, &REIC.
W<DOH DY ) a—2 g3 UEEERBOFERBAMNFAEIN. XELEINE T,

A—XRT—X
Red Hat OpenShift with NetAppY ) 2 —> 3 ik, RO K S5HBI—X T —XAZFOBERICEH L f-ME%x 124t
TBRELDICHFINTUVET,

* R77 X% )L, Red Hat OpenStack Platform. Red Hat Virtualization. VMware vSphere (Z IPI (Installer
Provisioned Infrastructure) % {#H L T7 70O & fi7z Red Hat OpenShift # f¥ICT 7O41 L VEET
TET,

CIVA—TFSAX AT FeREIET—oO0—RD/NT—%, OSP. RHV. vSphere EIZIREMICT
O T 7z Red Hat OpenShift. & 7zI& OpenShift Virtualization IC & X7 X &)L EICF7FO41 SN
Red Hat OpenShift ¥ #iA&HE £ 7,

* NetApp A kL —U B KU Kubernetes BDA—7F>YV—X A L= =5 X ML —X—T&H 3 Trident
A EDLE TEALIBE D Red Hat OpenShift DEERE % 3&5E L 7= RERDIER & B G,

£ R X HME

tEL. FERBOIER. V) —X 1 UILDFEMHE. FEEEDTRABIMDI=HIC DevOps 750 T4 XA %1%
B35 —XMEIZTVWEY, AVTFFEIIo7OY—ERiE. TOXREBHERT S v ILEICK D, DevOps
T50F74 ADHYR—MIBEWTEBARINERILET, L. IVE—T7S51 XBEOERRIET
DevOps #RET ZICIE. MEDEELRH D, BREBRIZI AV ISANSIFVICRDEL S BRFEDBHNE
BToNEzd,

C RAYIAHADIRTOLAV—TErHEZEIR

c BAFIEBOBZE

c hFDORVERE 7Y S L—FR

XA VOY—ERDEBHMEZHIEFTE/-0D API BFFIEITTOT S LRRERA VTSR NS UF ¥

c NTA—T IV RAFRERNEDODRILFTFH o —
cREMLINf-D—oO0—-ReaAYTHEINIED—o0— R %= REFICEITT 146

* J—UO—RDEBICIELTA VISR SV F v = ERICHEE T Z 314488

NetAppZ f£F L 7= Red Hat OpenShift (Z N5 DEREZ M L. BENBRLIT -2V X —RIET
RedHat OpenShift IPl D2 BEEIEAZERETZ I CICLD. FBRAICHLTZV ) a—>a U ERHELE



ERS

BT

Red Hat OpensShift with NetAppY ) 2 —> 3 Vi, ROFEIVR— Y M THEBRINTVWET,

Red Hat OpenShift 1> 7577+ 75w b7 x+—LA

Red Hat OpenShift Container Platform (3. E2ICHR— TN TWVWB IR —7F 541 X Kubernetes 77w k
7 4—LTT, RedHatldd—7F>Y—XD Kubernetes ICWW Dh DgEsab =Mz, J>TFHbEINT
TNr—=2 a3 R, B, BBI3ODOIRTOIAVR—Y MIEEIRESNET IV r—> 3y
TS5y b7 A—LERHBLET,

SFHIC DL TIX. OpenShift D Web 1 hZZELZE WV, "CTZT v I LTLIRE L,

NetApp A L —2 X T L

NetApp ICIF. IVE—TSAX TR 2 Z—PNAT VYR VST ROEAIIRERINL - T
LW DD HD £9, NetAppR— b7 41U FICIE. NetApp ONTAP. NetApp Element. NetApp e-Series
ARL= SZATLMREENTHED. WSOV THESNIET TV =2 a VISKEHNBRIA ML —2%
RIHTETET,

FFHRIC DWW TIE. NetAppDWebtr o hZ TELSEEW, "ClZ2 7w LTLIEE L, ",

NetAppX kL —JHiE

Trident |&. Red Hat OpenShift z2T > 77 H KLU Kubernetes 7«4« A N Ea—> a3 mEITOA -T2V
—XATRBICHR—FEINTVWBR N =Y A=A L—R—T7,

FHRICDOWTIE. Tridentd Iz 7 H A hEZELTEEV, "CTZ2 ) w I LTLIEEL ",
SERKREF T3y
Ot a>TlE. BADZAR—bF A A= LPZAMNJOERYHRRZL O—R NS 424

VADTIOARBE., OV a—2a EABREBICT IO T3 EIICEBEOI—F—NETTIHNED
HDINAAIAXICDODWTEHBAL £,

MIEEA V) —XOREFEOHR—F TR vIX

Fo/0aY B89 VIhkoxz7 N—23Y>

NetApp ONTAP AL—=2 9.8. 9.9.1. 9.121

NetApp Element kL= 12.3

NetAppTrident A=A =AML —23> 22.01.0. 23.04. 23.07. 23.10. 2
4.02

LYRNY SN A—=TF2TT AT FHF—TASL—2 3> 4.6 EUS. 4.7. 4.8, 4.10. 4.11
« 412, 413, 4.14

VMware vSphere F—&t 2 —{k*E1t 7.0. 8.0.2


https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://www.netapp.com
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html

LYy RNy b A =TTk
OpenShift DE

Red Hat OpenShift Container Platform (. R IT:EBZE—D STy b7+ —LAIC
HEl. AVTLZRENATIYR IOSORAVISAMSIOFvEKT—ELTT
T —2 3 nEE,. BE. B L X9, RedHat OpenShift (. Kubernetes ¥,
OTFIR—=ADT—U0O— I*I"]H'L_nxn'f*ﬂtﬁﬁ|*‘/7°7720)I/’5’ 7)7’]/X
Linux 7« X kU E 12— 3> Td 3 Red Hat Enterprise Linux CoreOS ¥ DA — 7>
V=2Z2DA I/ R—=2 g e ERIEEICEDVTHEEINTLWEYT, OpenShift (. Cloud
Native Computing Foundation (CNCF) 58 Kubernetes 707 5 LO—ESTHH. IV
TF— U—o0—-ROBEY CHEEEREZRMEL 7,

Red Hat OpenShift XX DIREF IR L £ 7,

*EILTH—EX FOEY 3> BAEER. RLEILKERTZY-IADSAYTIVETT TV T—2
3 EREN OBREICERTE. ERBEERRRELAZZLICHETEET,

* KR ML= kTR b L= DY R— hZIEM T B Z & T. OpenShift Container Platform Tld X 57—
RIIWTIVr—=o33> 8059 R ZAT4TDRT—MLRA 75— 3 OmAEERITTEE
ER

I VT L — 3 Y SR (CIICD) TOY —XOA—R 7S5y b7 —LlE EILRBELUVT
TOAXY M A X=SFKRRICEELE T,

C A=V —RZE TNSDEZEICIE. MOA TV =70/ —ICMAT. AVYTFHFA—T Rk
L —< 3 > B® Open Container Initiative (OCI) & Kubernetes H'EAAZTNTUVWE T, HEDARNVH—D
TO/AO0—ESRZAO—RIYvFICHRINZ ZCIEHD £ A

* ClICD /X1 75+ > OpenShift &, T <ICHERATES CICD NA TS5 VDY R— bzt 92570,
RF—LFT7IVTr—2a EEE7TOCRDIRTORTYy 7ZB&#L. 77U Tr—>3>0d— K%
BRICIMZA SNIcI R TOEBICH L THERICKRITIZ LD TETET,

A—IAR—XD7 7t X (RBAC) CDIHEIF. F—LEI1—F—DEHZRMEL. KFEELGRARES
IW—TDRMICIRILE £ T,

s BEIEJL R & 7704 OpenShift Tl BFBIXO VT HELINT T r—>a3>%ZEILRTED. 7
SYRITA—=LTT7IVTr—23>0Y =X A—RNAFUDSAVTFTFZEIRTEIHIZEIRTEX
Fo RICC Ty bTA—LIFZ. 7FXV5—=2 a3 VIR L TEERESINITEICEDOWT, 175X 6S
JFv2EKIIDEZ2IN6DT7 TV r—>a>0RBAZEEELET. ILEXIE T—RN—FT1 D51
TORICEINTBHIC. VY —REBEDLKBSVDEEIDHT, 1V ITSAMNSIFYOLEIICEEATS
MELHZHRETT,

* —B4DHBIRE OpenShift &, —BUHOBWRIENSEL D) RV ZHRT 2701, BEEAITICT
AESIZ VI SNIERBE T ) T5—o3> 0S4 71 UIINeEIChizo T, ARL—FT0 VT PR
7_'1_\73“95’(7‘3 N 5/&’(A N—=23> (Java T VRALRE). THIICIXERROT7 SUr—23

Y SR A L (Tomcat B X)) £ BMHHBZ xR LET,

c IBHEE B ERET —2DBEEN TS Y F T+ —LICHAAEFNTWVWE D, 7TUTr— 3 > DOEE
ICEDT7/OPhERIN. EORBICT 7O41 ININEFRELS. —ENDHORBICKELAL
TPV —=oa BB 7 ) r—oa VIl EshiEd,

TV —=2 3> O X M)y T, TAEB T4 — RN TV r—o a3V HEROEZERAIE T
9, OpenShift DIMEEZ=ZR VI BIUVOJEETIE. BEEICERBEOX M) v IHRHEIN. BRE
IEEROT TV T— a3 0ERFAEBL. 77V —23> SATHA VIO TEBRIEITRVERET



FRBZEETESLIICREDET,

ctxXxalUFq 2T F HAR0O% OpenShift I&. Security-Enhanced Linux (SELinux). CGroups. & &k
Secure Computing Mode (seccomp) IC&k BB SNTcEFa U T ZFEBL TV THERHE S URE
L. WILFTF2 hEREZRHEL. BFERI—RFRTHISI—HY—%RELEX T, £ TEIFHYT
SRATLDTLS SERAZEICK AR, EXa ) T ICHICERZBVW XX v e J L — REITHIT
Hi 7= Red Hat 58 O > 7 7 (access.redhat.com/containers) AND 7 7 AHIMH L. BBESNI-. 558
TER. REBRTIV—>3> AVTFHFE2IVR A—H—|TRBLED,

Manage Workloads Build Cloud-Native Apps Developer Productivity

Platform Services Application Services Developer Services

Service Mesh § Serverless Databases i Languages Developer CLI i VS Code
Builds i CI/CD Pipelines Runtimes § Integration extensions i IDE Plugins

Full Stack Logging Business Automation Code Ready Workspaces
Chargeback 100+ ISV Services CodeReady Containers

Cluster Services
Automated Ops : Over-The-Air Updates i Monitoring { Registry ¢ Networking ¢ Router ¢ KubeVirt { OLM i Helm

Red Hat Enterprise Linux & RHEL CoreOS

— =, < O O

Ew— = ] ()

Physical Virtual Private cloud Public cloud Managed cloud
(Azure, AWS, IBM, Red Hat)

Red Hat OpenShift) 7 701 X > b AL

Red Hat OpenShift 4 L%, OpenShift OF F7O4 X > b FEICIE. BEICAXRZIAIINTIO1KXY
kD 7=8® User Provisioned Infrastructure (UPI) ZfEf L 7=F&7 70O+ X > k. Installer Provisioned
Infrastructure (IP1) Z{EA L cZRICBEML SN/ 7O XY MAEENF T,

Pl 7 > X b—ILAEIR. AR 7X b, EEEIREMITD OpensShift 75 X4 —DRRZEAZFJEEICT D
e, BEALDGEICHEEINSEHETT,

Red Hat OpenShiftdIPI-1 > X ~k—)L
OpenShift @ Installer Provisioned Infrastructure (IP1) 7 704 X > MMIlE. ROKXEHLBFIEBHEENET,

1. Red Hat OpenShiftx CE < 72 & L\"Webtr 1 ~"SSO BEIBEHREZFERALTCOJ 1> LE T,
2. Red Hat OpenShift # 7 7O41 § 3 REZFIRLE T,


https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com
https://www.openshift.com

Clusters > Create > OpenShift Container Platform

Install OpenShift Container Platform 4

Select aninfrastructure provider

aws vmware
— A\ Azure £ Google Cloud AL
Run on Amazon Web Services Run on Microsoft Azure Run on Google Cloud Platform Run on VMware vSphere
& RedHat & RedHat = IBMZ
OpenStack Platform Virtualization | Cow— IBM LinuxONE’
Run on Red Hat OpenStack: Run on Red Hat Virtualization Run on Bare Metal RunoniBMZ
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Run on Laptop

Run on Power Powered by Red Hat CadeReady Containers.
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Downloads

Openshift installer

Download and extract the install program for your operating system and place the file in the directory where you will store the installation configuration files. Note: The
OpenShift install program is only available for Linux and macQS at this time.

Linux v Download installer

Pull secret

Download or copy your pull secret. The install program will prompt you for your pull secret during installation.

Download pull secret M Copy pull secret

Command-line interface

Download the OpenShift command-line tools and add them to your PATH.

Linux A d ’ Download command-line tools

When the installer is complete you will see the console URL and credentials for accessing your new cluster. A kubeconfig file will also be generated for you to use with
the oc CLI tools you downloaded.
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Supported OSes
LINIX
Windows
Linux
Virtualized

Supported Protocols
Fibre Channel
FCoE
1SCSI
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FBRAML—I NYIIVRZBRTEEXRT, ChoDNYIIVRIBEREND . ERENTODT
7 FATERAL TRETRY 2 —LEK (PVC) ZER L. ZY 7YY RTKER ML—2% 20 T — 108K
TEBLIICHEDFT,

Compute layer

B O

Storage layer

B Se @ &)Y

On-premises Cloud Volumes Amazon FSx Azure Google Cloud
appliances ONTAP for NetApp ONTAP MNetApp Files NetApp Volumes

TridentiZBEFEY 1 7 )ILHE <. Kubernetes E[BHRICEIC4 B —REINFET,

ED/IN—2 3 > DTridenth' DKubernetes7 4 A R Ea2a—>3 > TFARINTUVBHDOHR—ET MY
VI AIUTHEBETEEY, "CHVUY LTSV, "o

SEMIL TridentE B R F 2 X R AU X M= )LEBRDOFEERICOVTIE. TBEHEZELIETL,

Tridentz X7 >O— R

F7OA4NfcaA—— 95X AICTridentz 1 A =)L L. kA ) a—L%EZOED 3 =0 F3IC
IF. ROFIEZERTLE T

1L AYVRb=IL T7—HATEBEBD—UXTF—>avIl4do>yO0—R L. RAZHHELFE T, TridentDIR
FEON=23aVEd o O—RTEET"CHZTI I LTLIETL.

2. AgyO—RLENAYRILASTridentr Y X b—ILEHELE T,

[netapp-user@rhel’7 ~]$ tar -xzf trident-installer-22.01.0.tar.gz
[netapp-user@rhel7 ~]$ cd trident-installer/
[netapp-user@rhel7 trident-installer]$

Helm TTrident Operator Z-1 > X k—JL§ 3

1. £92A—H—U S XREZDBAR%EFREL £ kubeconfig' Trident ICIZFZ DT 7 A IILEETA T 3 ohHW
e COT7MIIZREZHRE L TREL TERITIBENBVLSICTIHBENHD X7,
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[netapp-user@rhel’7 trident-installer]$ export KUBECONFIG=~/ocp-
install/auth/kubeconfig

2. Helm ¥ Y REEFTLT. I—H— U5 X &I trident LRIEREZER LD S, heim T LI RUD
tarball 5 TridentA XL —X—% 1A —=J]LLEX T,

[netapp-user@rhel’7 trident-installer]$ helm install trident
helm/trident-operator-22.01.0.tgz --create-namespace --namespace trident
NAME: trident

LAST DEPLOYED: Fri May 7 12:54:25 2021

NAMESPACE: trident

STATUS: deployed

REVISION: 1

TEST SUITE: None

NOTES:

Thank you for installing trident-operator, which will deploy and manage
NetApp's Trident CSIT

storage provisioner for Kubernetes.

Your release is named 'trident' and is installed into the 'trident'
namespace.

Please note that there must be only one instance of Trident (and
trident-operator) in a Kubernetes cluster.

To configure Trident to manage storage resources, you will need a copy
of tridentctl, which is

available in pre-packaged Trident releases. You may find all Trident
releases and source code

online at https://github.com/NetApp/trident.

To learn more about the release, try:

S helm status trident
$ helm get all trident

3. ZEIER TRITINTVR R Y RERRT S\ tridentctl N1 FVEFEHALTA VI M—ILETNTULEN
—DarvzHRIBL T, TridenthAEBICA YA M—ILENTVWB I ZHERTEE T,
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[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-csi-5z451 1/2 Running 2 30s
trident-csi-696b685cf8-htdb2 6/6 Running 0 30s
trident-csi-b74p2 2/2 Running 0 30s
trident-csi-lrwé4n 2/2 Running 0 30s
trident-operator-7c748d957-gr2gw 1/1 Running 0 36s

[netapp-user@rhel’7 trident-installer]$ ./tridentctl -n trident version

Fom e o +
| SERVER VERSION | CLIENT VERSION |
Fom e e +
| 22.01.0 | 22.01.0 |
fom e frmm e +

BAICE > T, BEBBTTdentBHON R 21 ANBEICBZLNBDET. CO&
() 5%B8. TidentARL—Z—2FHTIYZL—ILL. BFENZIZT TR PEEHLCT
TOAKY PENREIAXT B LHTEET,

Trident Operatorz FE T > A h—JLT 3
1. ¥4, A— =I5 XXDGFR%EHREL X T, kubeconfig Trident ICIEC DT 7 A ILEET AT 3>
WD, COT77MINZERBEZHE L TREL TERIZIVENBVKLIICTINELNHD £,

[netapp-user@rhel’7 trident-installer]$ export KUBECONFIG=~/ocp-
install/auth/kubeconfig

2. ZO ‘trident-installer 7« L7 kU ICId. BERIRTOVY —XEZEEITD-HDI_TTAMEE
NTWEd, BYIRYZT7 X MEFEAL T, "TridentOrchestrator H X &2 L )Y — A EH.

[netapp-user@rhel’7 trident-installer]$ oc create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml
customresourcedefinition.apiextensions.k8s.io/tridentorchestrators.tride
nt.netapp.io created

. EFHELEWVWESIX. RESNIYZ I A M EFERALTY S XY —ICTrident@ Bl R = ERR L £ 9.

[netapp-user@rhel’ trident-installer]$ oc apply -f deploy/namespace.yaml
namespace/trident created

4. TridentA XL —2—DEBICKER)Y —RZEBHLE T, ServiceAccount FRL—&R—|Z& 5T,
‘ClusterRole £ LT ‘ClusterRoleBinding'lC ‘ServiceAccount. ZEHD
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PodSecurityPolicy. F7IZEBEFBEIK,

[netapp-user@rhel’ trident-installer]$ oc create -f deploy/bundle.yaml
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

S. ARL—4—%T7 704 LB ROOAR YV FZFEALTARL—F—DRAT—R A ZzHRTEFT,

[netapp-user@rhel’7 trident-installer]$ oc get deployment -n trident

NAME READY UP-TO-DATE AVAILABLE AGE
trident-operator 1/1 1 1 23s
[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-operator-66£48895cc-1lzczk 1/1 Running 0 41s

6. ARL—A—HF 7O/ TNEDT. TNEFHAL TTridentx 1 VA =L TEBRLSICADE LT
NICIE. TridentOrchestrator o

[netapp-user@rhel’7 trident-installer]$ oc create -f
deploy/crds/tridentorchestrator cr.yaml
tridentorchestrator.trident.netapp.io/trident created
[netapp-user@rhel’7 trident-installer]$ oc describe torc trident

Name : trident
Namespace:

Labels: <none>
Annotations: <none>

API Version: trident.netapp.io/vl

Kind: TridentOrchestrator

Metadata:
Creation Timestamp: 2021-05-07T17:00:28%
Generation: 1

Managed Fields:
API Version: trident.netapp.io/vl
Fields Type: FieldsVl

fieldsVl:
f:spec:
f:debug:
f:namespace:
Manager: kubectl-create
Operation: Update

—
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Time: 2021-05-07T17:00:287%
API Version: trident.netapp.io/vl
Fields Type: FieldsVl
fieldsVl:

f:status:

f:currentInstallationParams:

:IPvG6:
rautosupportHostname:
:autosupportimage:
rautosupportProxy:
:autosupportSerialNumber:
:debug:
:enableNodePrep:
:imagePullSecrets:
:imageRegistry:
:k8sTimeout:
:kubeletDir:
:logFormat:

Hh Fh Hh Fh Fh Fh Fh Fh Fh Fh Fh Fh Hhoe

:silenceAutosupport:
f:tridentimage:

f:message:

f:namespace:

f:status:

f:version:

Manager: trident-operator
Operation: Update
Time: 2021-05-07T17:00:28%
Resource Version: 931421
Self Link:
/apis/trident.netapp.io/vl/tridentorchestrators/trident
UID: 8a26a7a6-dde8-4d55-9b66-a7126754d81f
Spec:
Debug: true
Namespace: trident
Status:
Current Installation Params:
IPvG6: false

Autosupport Hostname:

Autosupport image: netapp/trident-autosupport:21.01
Autosupport Proxy:

Autosupport Serial Number:

Debug: true

Enable Node Prep: false

Image Pull Secrets:



Image Registry:

k8sTimeout: 30
Kubelet Dir: /var/lib/kubelet
Log Format: text
Silence Autosupport: false
Trident image: netapp/trident:22.
Message: Trident installed
Namespace: trident
Status: Installed
Version: v22.01.0
Events:
Type Reason Age From
Normal Installing 80s trident-operator
Trident
Normal Installed 68s trident-operator
installed

01.0

.netapp.io

.netapp.io

Installing

Trident

7. ZPI R TRITINTUVBR Y RERERTBH. tridentctl N1 FVEFRLTA YA M=ILEINTULBN

—2a R I B ET, TridentBPEBICA VA F—ILETNTVBR L ZHRTETE Y,

[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY
trident-csi-bb64c6cb4-1md6eh 6/6
trident-csi-gn59qg 2/2
trident-csi-m4szj 2/2
trident-csi-sb9k9 2/2

trident-operator-66£48895cc-lzczk 1/1

STATUS

Running
Running
Running
Running

Running

RESTARTS
0

0
0
0
0

AGE
82s
82s
82s
82s
2m39s

[netapp-user@rhel’7 trident-installer]$ ./tridentctl -n trident version

fom e frmm e +
| SERVER VERSION | CLIENT VERSION |
Fom e o +
| 22.01.0 | 22.01.0 |
Fom e e +

AL=—CB0T7—h—/—FE%EET S

NFS

1T AED Kubernetes 71 X U E 22— 3 >(CI&. Red Hat OpenShift #5&. NFS /NI IV RETY
DhITBRIEHDONY =2 A—TFT A VT4 T ITFIETA VR M=ILEINTVET,

7272l NFSV3 ICIE. 95047 h e —N—BOERETZRISI—FIB3ANDZILIEHD £H A,
LT T H—N—DERD V1 VR A XZHNTBZ LR NFS ERDRED/NT +—<X > A%
RIBICIE 75047 MO sunrpe 2Oy b T—TIL IV FUDRAEZ. —N—THR—-rTNT
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WBECFETHAT2HEN DD T,

ONTAPDIZE. HR—bEN3 sunrpc Oy~ 7—TIL TV MU DRAEIL 128 TF, DFED. ONTAP
IE—EIC 128 DEIEF NFS ERZAMIBTE X9, 7=/2L. 777/l FTld. Red Hat CoreOS/Red Hat

Enterprise Linux TlX#E#:Z  ICRK 65,536 @D sunrppc ROy b T—TIL IV RUDHD £, CDE%E
128 ICERET BHEHH D . ZNid OpenShift ® Machine Config Operator (MCO) A L TRITTET £,

OpenShift 7—H— /—R®O&AKsunrpc AOv b 7—TIL TV MU ZZEBETBICIE. ROFIEZEITLF
ED

1. OCP Web O>Y —JLICO% 1 > L. [Compute] > [Machine Configs] ICFEENL £, [~ VEBHODIE
Bl #2Uwv2L%fd, YAML7 70)LZaE—LTREODF. TERL 220w LET,

apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:
name: 98-worker-nfs-rpc-slot-tables
labels:
machineconfiguration.openshift.io/role: worker

spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:

source: data:text/plain;charset=utf-
8;base64,b3B0aWlucyBzdW5ycGMgdGNwX21heF9zbGO0X3RhYmx1X2VudHIpZXMIMTI4Cg=

filesystem: root
mode: 420
path: /etc/modprobe.d/sunrpc.conf

2. MCO BMERE N8, IRTDT—H— /—RICEBZEERL. 1 D3 OBEESITINENHD FT,
A0 7Ot XITIFH20~300Hh D £, I VEBEHDBEREINTULEIHE SHEREET SICIE. “oc
getmep T—H—DI I UERT—ILHBEHINTVWS R LE T,

[netapp-user@rhel’7 openshift-deploy]$ oc get mcp

NAME CONFIG UPDATED UPDATING
DEGRADED

master rendered-master-a520ae930el1dl135e0dee7168 True False
False

worker rendered-worker-de321b36eeba62dfd4lfeb7bc True False
False
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iSCSI

iSCSI ZOrJlLZNLTIAOYY A L= R a—LEZIYEYTTEBREDICT—H— /—FZzlE
TBICIE. EDOEEZYR— b IBLDICBERNY T —JA VA= BREDNHD T,

Red Hat OpenShift Tld. 5 X&Z—07 ZO- %I MCO (Machine Config Operator) Z#EHY 25 TN
MBI ET,

iISCSI T —ERXRZERITTBLDICT—H—/—RZERTBICIE. ROFIEZEITLET,

1. OCP Web O>Y —JLICO% 1 > L. [Compute] > [Machine Configs] ICFEENL £, [~ UERODIE
By Z2UvyoLES, YAMLZ7 70 /LZaE—LTBED T, TERL 22w o LET,

RILFNRZ2ERLBRVGE:

apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: worker
name: 99-worker-element-iscsi
spec:
config:
ignition:
version: 3.2.0
systemd:
units:
- name: iscsid.service
enabled: true
state: started
osImageURL: ""

RILFNRZ2ERT 256!
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apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:
name: 99-worker-ontap-iscsi
labels:
machineconfiguration.openshift.io/role: worker
spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:
source: data:text/plain;charset=utf-
8;base64d, ZGVmYXVsdHMgewogICAgICAgIHVZZXJfZnJpZW5kbH]1 fomFt ZXMgbm8KICAgICA
gICBmaWbkX211bHRpcGF0aHMgbm8K{fQoKYmxhY2tsaXN0X2V4Y2VwdGlvbnMgewogICAgICA
gIHByb3B1lcnR5ICIOUONTSVOJREVOVEI8SUREVIAOKSIKEQoKYmxhY2tsaXNOIHsKfQoK
verification: {}

filesystem: root

mode: 400
path: /etc/multipath.conf
systemd:
units:

- name: iscsid.service
enabled: true
state: started
- name: multipathd.service
enabled: true
state: started
osImageURL: ""

2. BRDMER SN, ZOBHET—H—/—RICEALTBO—RT3ETICHN20~30 9D £
To IOVBHMNERINTVEIHNE SH ERERT BICIE. ocgetmep 7 —AH—DI T VB T— LA
FHINTVWBR xR LET, 7—H— /—RICOJ1 > LT, iscsid H—EZXDEITINTULSC
E(RIVFNR%EFEBLTWVWA5HEIE multipathd H—EXHRITINTVWB X)) EHRIZcHTE
9,
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[netapp-user@rhel’ openshift-deploy]$ oc get mcp

NAME CONFIG UPDATED UPDATING
DEGRADED

master rendered-master-a520ae930el1dl135e0dee7168 True False
False

worker rendered-worker-de321b36eeba62dfd4lfeb7bc True False
False

[netapp-user@rhel’7 openshift-deploy]$ ssh core@10.61.181.22 sudo
systemctl status iscsid
® iscsid.service - Open-iSCSI

Loaded: loaded (/usr/lib/systemd/system/iscsid.service; enabled;
vendor preset: disabled)

Active: active (running) since Tue 2021-05-26 13:36:22 UTC; 3 min ago

Docs: man:iscsid (8)
man:iscsiadm(8)

Main PID: 1242 (iscsid)

Status: "Ready to process requests"
Tasks: 1
Memory: 4.9M
CPU: 9ms

CGroup: /system.slice/iscsid.service
L1242 /usr/sbin/iscsid -f

[netapp-user@rhel’ openshift-deploy]$ ssh core@l10.61.181.22 sudo
systemctl status multipathd
® multipathd.service - Device-Mapper Multipath Device Controller
Loaded: loaded (/usr/lib/systemd/system/multipathd.service; enabled;
vendor preset: enabled)
Active: active (running) since Tue 2021-05-26 13:36:22 UTC; 3 min ago
Main PID: 918 (multipathd)
Status: "up"
Tasks: 7
Memory: 13.7M
CPU: 57ms
CGroup: /system.slice/multipathd.service
L—918 /sbin/multipathd -d -s

@ F7-. MachineConfigh' EEISERIN. H—EXDEFCED ICBIRINIC C R
ZICiE. ROOAY Y RERITLEYT, ‘ocdebug BYIHR 7S/ Z2i8ELAAT R,

AML=2ORFLONY I IV RZEERRT 3
Trident Operator D1 > X F—ILHATT L7=5. FRALTVLBREHEDNetAppA FL—2 TSy T4 —LD

NYITILYRZBRTDIVENDD £, Tridentdty b7 FTEBRZERATT BICIE UATD > TICHE
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2TLTEEL,

* "NetApp ONTAP NFS"
* "NetApp ONTAP iSCSI"
* "NetApp ElementiSCSI"

NetApp ONTAP NFSH&RK

TridentZ NetApp ONTAPRX L —2 SR TLEDHREEZBNICT BICIF. A L=
AT LEDBEEZERREICTZINYIIY REERTIHRELHD £,

1. Zo>AO—RLIEA YR N=ILT—=AACTICE SO TILDODNY VIV R T 7AILDEENTVET,
‘sample-input' 7 # )L X —FEE. NFSZiEHET ZNetApp ONTAPS X7~ LDIFHIE. “backend-ontap-
nas.json 7 7 T ILEEET s LI MUICREL. IRELFT,

[netapp-user@rhel’ trident-installer]$ cp sample-input/backends-
samples/ontap-nas/backend-ontap-nas.json ./
[netapp-user@rhel’ trident-installer]$ vi backend-ontap-nas.json

D

2. ZM7 74 )LD backendName. managementLIF. dataLIF. svm. username. & & password D&

ZiRELF T,
{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nas+10.61.181.221",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.221",
"svm": "trident svm",
"username": "cluster-admin",
"password": "password"

@ EEICHRTE B LSS XA L backendName {E% storageDriverName & NFS % 121t
L TUW3 dataLIF DAEDEELTERI BDDHNRNR N F5I7 1 X T,

BZONYIIVR J7AIIERBELI-S. XOAY Y RERFTLTRVIONYIITY RZERLET,
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[netapp-user@rhel’ trident-installer]$ ./tridentctl -n trident create
backend -f backend-ontap-nas.json

Fommmmmmeceseseses == Fommmmmmmmemem===
Fommmmmmmmoososorreresmemememeoememmm o Fommomome Fommmomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e Fommmmmmomoomooms
- fom—————— Fom - +

| ontap-nas+10.61.181.221 | ontap-nas | be7a619d-c81d-445c-b80c-
5¢87a73cbble | online | 0 |

o Fom e
Fommmmmmemsseseseses s s e e i Fommmmmm== +

4 Ny OIVRZERLIES. RIZA ML= U5 RZERTIRENHD £9, Ny IIY R EEK
2. sample-inputs 7 # LA —ICIE. BRRICEDETURETEA YV FIL A L= ISR T70IUDH
DEd, TNEEETALIM)ICOAE—L. ERSNIENY I IV RERMRT B 1-DICHERIREZTT
W9,

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

5. CO7 71 L TIRET 3BBEN B30, backendType HiL fERE /Ny STV ROR FL—Y K
SAN—OBHICEERELFT. $fo. ROFIETERT ZBBN B 5B 7+ —IL K OMEICHIERL
TLREW,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

@ F72arTa—ILRBHBDET fsType COT 7 ILTERENE T, TDITIENFS N
VI TV RTIFHIBRTEE Y,

6. 2T ocAML—C IS RAEERT ATV R,

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created
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7. L= USREERLIZS. RIIDKEARY 2—LER (PVC) 2ER T ZRHENHD £, 7
IWHHB D 9 “pvc-basicyam' CDT7 UL 3> &2RTTBHICERTET ST 71L& sample-inputs (C
bHOFET,

[netapp-user@rhel’7 trident-installer]$ cp sample-input/pvc-samples/pvc-
basic.yaml ./
[netapp-user@rhel’7 trident-installer]$ vi pvc-basic.yaml

8 D7 7MKL TITORENH ZM—DIRE(IL. “storageClassName 7 1 —JL Rk, FIZFEERL
b e—8LEd, PVCEREIF. 7OES I =Z>J$537—00—-ROBBIHELTISICAREY
1XTEEY,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

9. PVCZAERR I BICId. “octEme 1ER I B/N\Y I 7Yy TR a—LDT A XL > T ERRICEREDAD
W 2HEEDBDFT, TDLOH. TOCLRANTETITIETEHERIZENTEET,

[netapp-user@rhel7 trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel7 trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-b4370d37-0fad4-4cl7-bd86-94f96c94b42d 1Gi

RWO basic-csi s

NetApp ONTAP iSCSIHER

Trident NetApp ONTAPX kL —2 S AT LEDBEEEBMNICTBICIE. R bL—U
AT LEDBEEZRREICTEINYIIY REERTIRELHD £,
1. A9>O—RLIEAYRAM=ILT—HAATICIE YO FINDONYIIVR T 7AILDEENTVET,

‘sample-input' 7 # JLX —PEE, iSCSI%ZIR{ET ZNetApp ONTAPS X 7 LDIFEIX. “backend-ontap-
sanjson 7 71 IILEEET LV MDICBEL. BELEFT,
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[netapp-user@rhel’7 trident-installer]$ cp sample-input/backends-
samples/ontap-san/backend-ontap-san.json ./
[netapp-user@rhel’ trident-installer]$ vi backend-ontap-san.json

2. ZO7 74 )LD managementLIF, dataLIF, svm. 1—H%—%, BLUV/NRXT—RFRDEEZREL T,

"version": 1,

"storageDriverName": "ontap-san",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.240",

"svm": "trident svm",

"username": "admin",

"password": "password"

B TONYIIVR J7AII=BRELI-56. XOOAIY >V REEFTFTLTRVIONYIIY REERL F T,

[netapp-user@rhel7 trident-installer]$ ./tridentctl -n trident create
backend -f backend-ontap-san.json

e fmm e ——
e F——— - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e o ——
e ittt L e e e e e e o o +

| ontapsan 10.61.181.241 | ontap-san | 6788533c-7fea-4a35-b797-
fb9bb3322b91 | online | 0 |

e o ——

o fomm - fomm - +

4 Ny I ITVREERLIES. RICAML— VS RAEERTZ2HBELRHD £, Ny oIV REEK
IC. sample-inputs 7 # LA —ICIE. REBICEDE TURETESZ Y>> TINL XA NL—C 95X T70UDH

DEF. TNZEET LI MIICOAE—L. FESNINY I IV FERIRY 31 DICBELREZTT
W&

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml

[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

5. TDT77AINTIRETZIHVENHBZDIE. "backendType i LK EREININY I IV RODA ML= R
SAN—DEENMEZRELE T, £/ BOFIBTERIZINEBENHZLH 71— /L ROMEICHFEL
TLIEE LY,
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6.

7.

8.

38

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

FT2arTa—ILRBRHDFT fsType CHDT7IILTERESNE T, iISCSINYIT

C) Y RTlE. COBEZEEFED Linux 7 7ML R T L R4 T (XFS. extd RE) ICKRET D
H. HIBRL T OpenShift BMERR T 237 7ML AT LAZRETEBRELSICTBRENTE
9,

ET ocAML—U USREERTZATV R,

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

AbL—2 OS5 2REER LS. BRUIDKERY 12— LEXR (PVC) #ER T 2% ERHD T, 7
ILBH D £ “pvc-basicyam CDT7 U3 v ERITITBIOHICHERTET ST 71 J)LIE. sample-inputs |
LHOET,

[netapp-user@rhel7 trident-installer]$ cp sample-input/pvc-samples/pvc-—
basic.yaml ./
[netapp-user@rhel’ trident-installer]$ vi pvc-basic.yaml

CDT 7AW L TITOREDH ZHE—DIREIL. “storageClassName 7 1 —JL Rk, FIFEERL
b r—8L %9, PVCEREIF. 7OEDI=Z>J§537—0-ROHBEBIZELTEISICAREY
A1XTEEY,

kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi



9. PVCZIERR T BICIE. "octEme ERNT BNy I 7w TR a—LDOY A & > TE. fERRICERD D

NBEEDBDET, DD, TOEANTTIZETERIBZZCHTEE Y,

[netapp-user@rhel’ trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel’ trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-T7ceaclba-0189-43c7-8£98-094719£7956¢C 1Gi

RWO basic-csi 3s

NetApp Element iSCSI #&5

TridentE NetApp ElementX b L—2 S X7 LEDREZBINICT BICIE. iSCSI 7O~
JILZFERALTR ML= S RTLEDBEZARICT DNV I LY RZERT Z2HE
nNHbFET,

1.

AoO—RLIEAYZAM=ILT—=AATICIE YO TILONYIIV R I 7AIDREENTUVET,
“sample-input' 7 # JLA —P&EE, iSCSI%Zizgfitd B NetApp Elements X 7 LDIHEIE. “backend-
solidfire.json' 7 7 1)L ZEET v LU M JICREIL. BELFT,

[netapp-user@rhel’ trident-installer]$ cp sample-input/backends-
samples/solidfire/backend-solidfire.json ./
[netapp-user@rhel7 trident-installer]$ vi ./backend-solidfire.json

a 1—H— NXT—R, MVIPEZ#REL £, 'EndPoint 51>,
b. #FEE T 5 "SVIP fifE,

"version": 1,
"storageDriverName": "solidfire-san",
"Endpoint": "https://trident:password@l172.21.224.150/json-
rpc/8.0",
"SVIP": "10.61.180.200:3260",
"TenantName": "trident",
"Types": [{"Type": "Bronze", "Qos": {"minIOPS": 1000, "maxIOPS":
2000, "burstIOPS": 4000}1},
{"Type": "Silver", "Qos": {"minIOPS": 4000, "maxIOPS":
6000, "burstIOPS": 8000}},
{"Type": "Gold", "Qos": {"minIOPS": 6000, "maxIOPS":

8000, "burstIOPS": 10000}}1]
}
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2. ZONYIIVR T %=BREL-S. ROOAX YV REZEFTLTRVIONYIITY REERL F T,

3.

[netapp-user@rhel7 trident-installer]$ ./tridentctl -n trident create
backend -f backend-solidfire.json

fesss=sssscssssssasosss=== R e

e e fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e T

fesssssmss e s ss s oses s s s s ess femmm==== Fossmm==== +

| solidfire 10.61.180.200 | solidfire-san | b90783ee-e0c9-49%9af-8d26-
3ea87ce2efdf | online | 0 |

fessmssssessssssesass==== fosssmsmsm==sms=
fesssssssssscsesessosssssassassssaasaaa femmm==== fommmmm=a= 4

NI IV RZERLIES. RICAML—2 IS RZERTIRENHD T, NvIIT YR EFERK

I« sample-inputs 7 # LA —ICIE. BRIEBICEDE TURETESZ YV TIL A NL—C 95X T70U0H
DET, TNEEET ALV MVICOAE—L. EBISNTENY I I Y RZRMT B 7DICHNEBERIREETT
WET,

[netapp-user@rhel7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

CDT7AINTIRET ZVENHZDIE. “backendType FIL K EHSINI=NY I IV RDRAML—Y R
SAN—DEENMEERELE T, £l BROFIETEBRIZBENHZL817 1 —I/LRDEICHIFEL
TLETL,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "solidfire-san"

FTF2arTa—ILRBRHDFT fsType CHDT 7ML TEESINE T, iISCSINvIT

(D YRTIE. COBEZRED Linux 77 1L AT L R4 7 (XFS. extd BE) ICFRET 3
&H. HIBRL T OpenShift MERA T3 7 7MILS AT LAZRETERLIICTZEDHT
TET,

5. T oc A ML= USAEERTBZAT VR,
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[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

6. AL = S REERLTZ5. BHIDKER) 12— LER (PVC) Z1ER T 2HELHDO XTI, 27
ILBH D £ “pvc-basicyam CDT7 U3 > ERITITBIOHICHEHRTET ST 71 J)LIE. sample-inputs |
HHDOET,

[netapp-user@rhel7 trident-installer]$ cp sample-input/pvc-samples/pvc-—
basic.yaml ./
[netapp-user@rhel’ trident-installer]$ vi pvc-basic.yaml

7. D7 7AW L TITORENLN H ZME—DIREIL. “storageClassName' 7 1 —JL Rk, FIFEERL
b r—8L %9, PVCEREIF. 7OEDI=Z>J§537—0-ROHBEBIZELTEISICAREY
AXTEET,

kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

8. PVCZIER T BICIE. ‘octEme 1ET BN\ v I 7w TR a—LDH A XICLk > Tl 1ERICEERAD
WBEERHD FT, FD=H. TOCRDPRETITB3FTERITDZIEEHNTETFET,

[netapp-user@rhel’ trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel’7 trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-3445b5cc-df24-453d-ale6-b484e874349d 1Gi

RWO basic-csi 5s
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= ~SE/Lreo N

BERKEA T3y
O—RNSOH—DA T 3>RS

AO—RNZ > —DF 7 3 > DIEET: Red Hat OpenShift £ NetApp

1T AYDHE. Red Hat OpenShift ($IL—rEBLTT7 FUTr—> 3 V=2 AEBICAFH
LET. T—EXIE ABDOT7 I ERARLBHRIA M EZE5X5IC&>TRASN
¥9, ERINTIL—FEZDH—ERICE>THAITNBZI IV RRI >V b+

IZ. OpenShift L —2—|CL>TERAIN. COZFINIEREZNBI ATV MR
HTEXY,

=L BEICE-TIE. PV =23 > THEYBY—EXZRRATRHIC. hAZIAAETnO—R
N —DORECERDBEICED £, TD—HFIHNetApp Trident Protect Tdo CHD=—X &G J 7=

DIC. WKDOHDDARRZLO—R NS —FTF a3 azfHELEFL. COEI2a> Tk, EN65DT
VRAM—ILEEBRICDOWTERBELED,

RDAR—TIIE. Red Hat OpenShift with NetAppY ) 2 —> 3 > TREESNcO—RNZ > 7> 3 >iC
B9 2 ENMBRIMEHINTVET,

*"X&JLLB"
*"F5 EvJIP"

MetalLB O— R/\Z > —®D -1 > X k—JL: Red Hat OpenShift ¥ NetApp

ZDOR—ITlE MetallBA— R NS —DA VA M—ILELUERDFIBICDOWVWT
FEAL £ 9,

MetalLB (&. OpenShift 75 XX —ICA VA M=ILENZ LI THRANERY FTO—2o O—R NZ2H—T
HD. VTR TAONAE—TRITINBEWVWISREZ—TO— R NSV — 2414 TD OpenShift H—E XD
ER % RIEEICL £ 9, LoadBalancer f —EXZHHR— NI 37-0IEHEL TEET S MetalLB D 2 DDER
BEREIZ. PRLRBIDHTENETF IV RTY,

MetalLB #BfA4 7> 3 >

MetalLB (&. OpenShift 7 5 X %2 —DNERD LoadBalancer ' —E RICEIDHTH NI IP P RLRETF IV
ATBHEICETVT. D2 DODE—RTEELET,

LAYV —2F—R*TDE—RTIE. OpenShift 75 XZ—RHD 1 DD/ — RHH—E XDFREEREE
L. ZDIPICX3 3 ARP ERICIGZ L T, OpenShift 7 S XX —DAELH ST I/ERTEDLSICLE
To /J—RDAHDIPZT RNRZA XS 270, TIHEBEORMLRY I T TAILA—N—REDHIRH
EELET, sFHICOVTIE. RFaXIFEBRBLTLESTV, "C2H2 7y LTLIEST L "

* *BGP E— R*ZDE— K TIE. OpenShift 7 5 AZ—KHDITARTD/ —RHBIL—FZ—DBGP ET ) >
gy a EBIIL. S T4 v %Y —EXIPICEEXTBRHDIL— 2T RNZA4ILET,
D= DEIREMEIE. MetallBEZZDRY FT—JRDIL—F—ICHEETBETT, BGPD/N\Y>a
XADZZILICED, Y—ERDIPE/—FRODIVEYITHEEINDZEICIE. —TFEDFIRIAHD
To FEMICOWVWTIE. FEFaXIREBBLTLLETW, "CZ% 7y LTLIETL, "y

() cCoRFaxyhTR. MetallB ZLA¥—2 E— RTHRLET.
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MetalLBO— RNS>H DA > X b—JL

1. MetallB UV —XZH4 o >O—-RFLET,

[netapp-user@rhel’7 ~]$ wget
https://raw.githubusercontent.com/metallb/metallb/v0.10.2/manifests/name
space.yaml

[netapp-user@rhel’7 ~]$ wget
https://raw.githubusercontent.com/metallb/metallb/v0.10.2/manifests/meta
11b.yaml

2. 7y A IL%EMRE metallb.yaml BRI “spec.template.spec.securityContext A~ FO—5—0DF 7O X
> k& AE—7H—0D DaemonSet H* 5,

HIFR 9 %17:

securityContext:
runAsNonRoot: true
runAsUser: 65534

3. YEF S % “metallb-system & HIZER,

[netapp-user@rhel7 ~]$ oc create -f namespace.yaml
namespace/metallb-system created

4. MetalLB CR Z1ER L £ 9
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5. MetallB RE—H—% B3 BH1IC. AE—H—D DaemonSet ICHER LI-HERZH5LT. O—K NS

[netapp-user@rhel’7 ~]$ oc create -f metallb.yaml

podsecuritypolicy.policy/controller created

podsecuritypolicy.policy/speaker created

serviceaccount/controller created

serviceaccount/speaker created

clusterrole.rbac.authorization.k8s.io/metallb-system:controller created

clusterrole.rbac.authorization.k8s.io/metallb-system:speaker created

role.rbac.authorization.
role.rbac.authorization.
role.rbac.authorization.
clusterrolebinding.rbac.
created

clusterrolebinding.rbac.
created

k8s.io/config-watcher created
k8s.io/pod-lister created

k8s.io/controller created
authorization.k8s.io/metallb-system:controller

authorization.k8s.io/metallb-system:speaker

rolebinding.rbac.authorization.k8s.io/config-watcher created

rolebinding.rbac.authorization.k8s.io/pod-lister created

rolebinding.rbac.authorization.k8s.io/controller created

daemonset.apps/speaker created

deployment.apps/controller created

YIS EBICDICHBERRY bT— B ERITTEDLIICLET,

[netapp-user@rhel7 ~]$ oc adm policy add-scc-to-user privileged -n

metallb-system -z speaker

clusterrole.rbac.authorization.k8s.io/system:openshift:scc:privileged

added: "speaker"

6. MetalLB%Z#A{ 9 3 (CI&. "ConfigMap  ®HT “metallb-system & &1ZE o
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[netapp-user@rhel’7 ~]$ vim metallb-config.yaml

apiVersion: vl

kind: ConfigMap

metadata:
namespace: metallb-system
name: config

data:
config: |

address-pools:

- name: default
protocol: layer?
addresses:

- 10.63.17.10-10.63.17.200

[netapp-user@rhel’7 ~]$ oc create -f metallb-config.yaml
configmap/config created

7. O— KNS H—EIDMERTIND . MetallB |3 —E XICHEB IP ZEID YT, ARP EXRICIHESL
TIP7RLAEZETZRNZAXLFT,

@ MetalLBZBGPE— R TRET 3B aIE. LRRDFIE6% XF v F L. MetalLBRF 2 X >
FOFIBICRE-STLESTW, "CZ%# Uy LTLIESTL. "y

F5BIG-IPO— NS —DA1 VX =)L

F5BIG-IP {&. L4-L7 O—F NS> > SSUTLS # 70— K. DNS. 7747 U+
—ILBE BLEVWSEREFBLANILOLS 70 v IEBELUEFaUTs H—EX
ZiIRMIT 27TV r—2 3 VEEIY FO—F (ADC) TS CE5DHF—EXITED,
TIVr=a3 0rRAN. EXaUTa. NT =XV ADKBICALELET,

F5BIG-IP |3. EB/N\—RI 7. 959R. AVTLIADRET ISATVRRE., SEIFHAETE
ABLIMERTETET, EHFICIHECTFSBIGIP Z5AEBL TERATAICIE. CTICHB RFa X hEBEL
TL &L,

F5 BIG-IP #—E X & Red Hat OpenShift ZZZEMNICHKE T 5 7=HIC. F5 IF BIG-IP Container Ingress
Service (CIS) ZIRML TWF T, CISIF. FHEDHRXRL )Y —XEZE (CRD) D OpenShift API % E518

L. F5BIG-IP > X7 LEHZEIEITS A O—5— Ry R LTA YR M=)LENZET, F5BIG-IPCIS
I&. OpenShift Dt —E X #+ 7 LoadBalancers $ & U Routes ZHlIfH1 T 25 K SICHEBETET X9,

T 5. LoadBalancer X1 I —EXZRHEITZEFH IP 7 FL XEIODHTICIE. F5IPAM O O—F5—
ERRATEET, F5IPAM O rO—5—Id. ipamLabel 7./ 57— 3 > %M L T LoadBalancer % —£E X
B ®D OpenShift APl ZE5fH L. FRIRESNT—IASIP7RLAZEODH TSRO bO—-5— Ry R

LTA YR b=ILENET,

CDR—=IICIF. F5BIG-IPCIS XU IPAM O bO—5 DA Y X b—ILE L VHERDOFIENEEEH TN TL
9, ARFMHE LT, F5BIG-IP Y XTLZEAL. SAEVRZERITBIHREDNHD I, 7. BIG-IP
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VEEBRSAELVRICTIAILETEENTVSE SDN H—ERDSAEVXAHEIFTEIHENHD F7,

FSBIG-IP (3. 2> R70O0Y E—REFFIFISAEZ— E—RTEATETEIT, COBFD T
()  ®ic. F5BIGIPEXEY F7AY T— RTEASNELLA, SEOHBBETH. B—EER
R [EBT 3751 BIGIP D25 X2 —%EAT 3 & BEHLET,

F5BIG-IP > X T L. BRAN—RIT7. 75TR, £F3N—=23> 12x U4 > 7L
C) SADORETISATVRAELTEALT, F5CIS Ui TEET, CORFaAXVET
&, F5BIG-IP > XT LD BIGIPVE IF s> a>RE=EALTURET IS4 7>RLT

BN E LT
BEEES ) 1) —2
Fo/Ov VIbhoxzT7 N—=3Y
LYyRN\Y~F—TF>2Tk 46 EUS. 4.7
F5BIG-IPVETL T« >3y 16.1.0
Fs A>T+ AVILRAY—EX 2.5.1
F5IPAM J> hO—5— 0.1.4
F5AS3 3.30.0
1YZA =)L

1. F5 Application Services 3 #L5RI&RERX 1 >V A F—ILF B . BIG-IP S AT LHMBESEIT Y RTIEHL<
JSON THREZZRITAND ZEDTEFEZLSICAED £, ARE) "F5AS3 GitHub ) 7R ~ "R D RPM
T74I0 %R I>O0-RLET,

2. F5BIG-IP > XF LICOY 1 > L. iApps > Package Management LX [CBEIL T. 1V R—rEOI U WY
LFT,

B [Z7AMILDER 2oy oL #O>O—RLIAS3IRPM 7 71 JLZZEIRL. [OK] 2T w2 LT, |
TyT7O—RlE#IUYILET,

Import Package

I File Mame | Choose File | f5-appsves-3 30 0-5 noarch rpm

Cancel || Upload |

4. AS3 HLERIEBED ERICA YA F—ILENTWVWB R LF T,

o
Wit Vs Bkl | Paciage Tags

[ 1300 3 B appives 3 3 08 soarch PLLIGH

5. XRIC. OpenShift & BIG-IP > X 7 LBDBEICHER)Y —RZEH L £9. £9. OpenShift SDN D
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BIG-IP ¥ XF L EICVXLAN bR 4> B —T x4 XA%ERB L T. OpenShift & BIG-IP H—/N\—D
BICh > RILEERLET, [RYy T—=D]> [ >[FOT7 7 ICEHL. [fERR]Z2') v oL
T H7O7 70z wxlan 2. 75V T4 27 34 T%ZIINFFvIAMNIRELET, 7O771)LD
ZEiEANDL. =71 20U voLET,

Mafworl o Tuemals - Proflles | VILAM o Mew VOLAN Profie

Gareral Propediies
| e
Prarer Profis wrhin w
Descripion [
Batiings Cusiom |
Pon [ ]
Floaging Type Mullicas! -]

Ry ET=T1> bRV >[IV DX M ICREL. (fER] 22 ) v o LT bURILOBRTIEO—
AIVIPTRLRZANLE T, BIOFIETER LI b XRIL FOT71IILEERL. [T =27V v D
LEI,

Network » Tunnels : Tunnel List »» Mew Tunnal...

Configuration
I Name | openshift_vxian |
Description [ |
o Co—
Profie T —
I Local Address [ 10.63.172.239 |
Secondary Address lAny v
Remote Address Ay w
Mode Bidirectional v
Ty Co—
Use PMTU Enabled
TOS | Preserve
Auto-Last Hop [Defaull
Traffic Group [ None v]

| Cance! || Repeat || Finished

. cluster-admin #[R T Red Hat OpenShift 7 5 X2 —cOJ 14> L %9,

- F5BIG-IP H—N\—R®DOKZX TRy k% OpenShift EICERL £, UKD, TRy kD
OpenShift 7 2 X Z—1H'5 F5BIG-IP HF—N\—IZHERINE T RAMFTRY D YAML ERZH T >
A—RFRLZEXT,
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wget https://github.com/F5Networks/k8s-bigip-
ctlr/blob/master/docs/config examples/openshift/f5-kctlr-openshift-
hostsubnet.yaml

9. RXMH TRy b 771 )L EREEL. OpenShift SDN @ BIG-IP VTEP (VXLAN k> %JL) IP ZEBIL £
ED

apiVersion: vl
kind: HostSubnet
metadata:
name: fb5-server
annotations:
pod.network.openshift.io/fixed-vnid-host: "QO"
pod.network.openshift.io/assign-subnet: "true"
# provide a name for the node that will serve as BIG-IP's entry into the
cluster
host: f5-server
# The hostIP address will be the BIG-IP interface address routable to
the
# OpenShift Origin nodes.
# This address is the BIG-IP VTEP in the SDN's VXLAN.
hostIP: 10.63.172.239

() BECELTRRFPYEOMOREEESELET.

10. HostSubnet VY —XZ{ER L £,

[admin@rhel-7 ~]$ oc create -f f5-kctlr-openshift-hostsubnet.yaml

hostsubnet.network.openshift.io/f5-server created

1. F5BIG-IP Y —N—RIERENTcRRA S T2y DU SREZ—IP TRy FEEZEIRL F T,
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[admin@rhel-7 ~]$ oc get hostsubnet

NAME

SUBNET
f5-server
10.131.0.0/23
ocp-vmw-nszws-master-0
10.128.0.0/23
ocp-vmw-nszws-master-1
10.130.0.0/23
ocp-vmw-nszws-master-2
10.129.0.0/23
ocp-vmw-nszws-worker-r8fh4
10.130.2.0/23
ocp-vmw-nszws-worker—-tvr4o6
10.129.2.0/23
ocp-vmw-nszws-worker-wdxhg
10.128.2.0/23
ocp-vmw-nszws-worker-wg8r4
10.131.2.0/23
ocp-vmw-nszws—-worker-wtgfw
10.128.4.0/23

EGRESS CIDRS

HOST

EGRESS IPS
f5-server
ocp-vmw-nszws-master-0
ocp-vmw-nszws-master-1
ocp-vmw-nszws-master-2
ocp-vmw-nszws-worker-r8fh4
ocp-vmw-nszws-worker-tvr4o6
ocp-vmw-nszws-worker-wdxhg

ocp-vmw-nszws-worker-wg8r4

ocp-vmw-nszws-worker-wtgfw

HOST IP

10.63.172.

10.

10.

10.

10.

10.

10.

10.

10.

63.

63.

63.

63.

63.

63.

63.

63.

172.

172.

172.

172.

172.

172.

172.

172.

239
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11

24

15

17

12. F5 BIG-IP ' —/\— X} 9 B OpenShift 7R X kb 7w FEER® IP ZfEH L T. OpenShift

VXLAN LICEILT IP ZERL 9,

27y LET,

F5BIG-IP ¥ X7 LlCOY 1 >~ L.
IP1 ICBELT TMER 20w I LET,

2y bo—21>TE)L7

F5BIG-IP Rk 73w FBICTER SN S X2 — IP
BTy D5 IPEASIL. VXLAN b RILEFRL T, ZOMOFEZ AL EF T, RIS,

Metwork » Self IPs » New Self IP...

Configuration

Name | 10.131.0.60 |
IP Address | 10.131,0.60 [
Netmask [255.252.0.0 ]
VLAN / Tunnel openshift_vxla ~ |

Port Lockdown Allow Al -

e g ]

Service Policy MNone

| Cancel || Repeat || Finished

=71
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13. CIS THRESLMERINBZ/IN—FT 1> a3 >%E F5BIG-IP Y X T LICERLE T, [ RTL]>[2—Y
=]>N=TFTa>3> VIR ICBHL. (ER]Z27) vy LTEBZANDLES, XIS, TET1 200
v LET,

System » Users : Partition List » New Partition...

Froperties

I Partition Name oCp-Vimw

Partition Default Route Domain | [0 v |

Description

(] Extend Text Area
[ wrap Text

Redundant Device Configuration

' @ inherit device group from root folder

Mone s

Device Group

@ Inherit traffic group from root folder

traffic-group-1 (floating) b

Traffic Group

| Cancel || Repeat || Finished |

@ F5 Tld. CISICE > TEEINAZN—To > a>TIIFIERZITORVW EEZHELT
Wxd,

14. OperatorHub DA RL —X—%FHLTF5BIG-IPCISZA YA R—ILLET, VT RAZ—EEEERT
Red Hat OpenShift 7 5 X Z—IOJ 1> L. ZRL—X—DRREZH TH 3 F5BIG-IP X7 LDOY
1 VERBEREFERALTO—ILy bZERLE T,
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[admin@rhel-7 ~]$ oc create secret generic bigip-login -n kube-system

-—-from-literal=username=admin --from-literal=password=admin

secret/bigip-login created

15. F5CISCRD #1 Y X h—JLL %,

[admin@rhel-7 ~]$ oc apply -f
https://raw.githubusercontent.com/F5Networks/k8s-bigip-
ctlr/master/docs/config examples/crd/Install/customresourcedefinitions.y
ml

customresourcedefinition.apiextensions.k8s.io/virtualservers.cis.f5.com
created
customresourcedefinition.apiextensions.k8s.io/tlsprofiles.cis.f5.com
created
customresourcedefinition.apiextensions.k8s.io/transportservers.cis.f5.co
m created
customresourcedefinition.apiextensions.k8s.io/externaldnss.cis.f5.com
created
customresourcedefinition.apiextensions.k8s.io/ingresslinks.cis.f5.com
created

16. TA~RL—%—] > [OperatorHuby ICBEL. ¥—7—F F5] ##&&XLTC. F5aVFF—a1>Y
LR H—ER] ZAIWNEIUYILET,

OperatorHub

F5 litermns

F& Container lngrest Sarvices

& inatall F5 Containes

£ss Services (CI5) for BiG-IP
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7. ARL —2—1FH%=FH 1A=L) 20y o LFT,

F5 Container Ingress Services x
* LED provided by FS Metworka inc

Latest version
180 Introduction
Capability level This Operator installs FS Container Ingress Services (CIS) for BIG-IP In youwr Cluster, This enables to
f d de CIS wslng Helm Charts,
® Basic install canfigure an POy wing Healim
L]
[} Seamless Upgraces . B
- ' FS Container Ingress Services for BIG-IP
Full Lifecychs
1 B sy F5 Container Ingress Services (CI5) Integrates with container archestration emvironments 1o
[ - t. dynamically create L4/L7 services an F5 BIG-IP systems, and lnad balance netwark traffic across the
| ALUte Fils
services Monitoring the orchestration AP server, CIS 12 able 1o modify the BIG-IP system canfiguration
Provider type based on changes made to contalnarized applications
Certified :
Documentation
Provider Rafar 10 F5 documentation

FS Metworks Ing,
+ CIS on OpenShift (https fclowddocs fS comy/containersylatest/userguide fopenshift /) - OpenShift

Repository Routes (hittpsffclouddocs s comfcontainersTatest fuserguidefroutes himl)
httpsdgithub.com,/FoNet y
works/kBs-bigip-ctlr Prerequisites
Create BIG-IP login cradentials for use with Operator Helm charts. A basic way be,
Container Image
registryconnect.redhat.co ot craate secret generic <SECRET-MAMES .n kube-system --from-1iteralsusernase=cUSERN

m/fSnetworks/kBz-bigip- BMEr - -From-literal =password=<PASSHORD:

18 AYA =L ARL—Z—EFET. IRTDNTA—E—EFTAIL,DEFICLT [IYAL—IL] &
20w LET,
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Operatoddub »  Ooeraldr Ingladlation

Install Operator

Uipdate channe @ FS Container Ingrrss Services
& beta s
Prorcided APis
Installation mode *
W Al namespaces on the cluster (default) FSBigipCrle
Dperato will B peailable i all Mamespacs This CRO provides kind FERigTactls 1o
0 Aspecific namespace on the clustes configute and deploy FS BIG-IP
Spenvior will be prallable I a-single Namespace only Comtioller

Installed Namespace *
&) coenshift-operators -

Approval strategy
& Automatic

1 telaraal

m | ¢ i

19. ARL =2 DA VX b= JLIZIFE LIES K BELDDD F 7,

@ F5 Container Ingress Services
1.8.0 provided by FS Networks Inc

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operatars in Namespace openshift-operators

20. ARL =PIV b=LEnd . T4 —ILEII XyvE—UhHRERINES,

20 [ARL =B =]> [ VA= LBEHFRL—FZ—]ICBBIL. [FEOAVTF— AV JLAY—EX]ZTY

w2 LT, F5BigIpCtr X T ILDTFD [V XY ZXDERK] 20 v I LET,
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Project: openshift-operators

Installed Operators * Operator details

@ F5 Container Ingress Services
1.8.0 provided by F5 Networks Inc.

Details YAML  Subscription Events  F5BiglpCtir

Provided APIs

(iE[® FsBiglpCtir

This CRD provides kind F5BigIpCtlr to
configure and deploy F5 BIG-IP
Controller.

(® Create instance

2. YAMLEa2—%2) v L. RERNSA—R%=FHLILE. XOA>ToVREEDHITE T,

CD INTA—BZEHT S bigip partition, openshift sdn name, ‘bigip_url" &L T
‘bigip_login_secret A> 7>V AE—9 3HIIC. UTOREMBEZRMI BT ZEIL,
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apiVersion: cis.f5.com/vl1
kind: F5BigIpCtlr
metadata:
name: fb5-server
namespace: openshift-operators
spec:
args:
log as3 response: true
agent: as3
log level: DEBUG
bigip partition: ocp-vmw
openshift sdn name: /Common/openshift vxlan
bigip url: 10.61.181.19
insecure: true
pool-member-type: cluster
custom resource mode: true
as3 validation: true
ipam: true
manage configmaps: true
bigip login secret: bigip-login
image:
pullPolicy: Always
repo: fS5networks/cntr-ingress-svcs
user: registry.connect.redhat.com
namespace: kube-system
rbac:
Create: true
resources: {}
serviceAccount:
Create: true

version: latest

2. ZoAVTUVEMDMIFIEE. TEI 20Uy o LEd, ChUZLkD. CIS Ry RH kube-system %

BIZEEICA YA P—ILENFET,

Pods
¥ Filter = Mame = m
MName 1 Status Ready Restarts Cwner Memary
@ & R @ M

cPU

Create Pod
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Red Hat OpenShift (. T 7 4L ET. L7TO—R NSOV YFTHDIIL—rZNLTH—E
A NRATDAEEZRELE T, HAHIAAHD OpenShift L—F—IlF. CNS5DIL—FD b+
T74vIDBMENBZIBHLET, =20, @BIL—2— LT, £LEEILTERR
t 8! OpenShift L—2—DRHOD & L TEITTETEINE F5BIG-IP 2 X TL%ZMHLTIL—
hEHR—FITBLSICF5CIS %M TBICHTEFEXY, CISIE. OpenShift L— D
() L—2—rLTHET 3REY —/\—% BIG-AP S X7 LARICIER L. BIG-IP A7 K/\% 1
RERTTAvI =TI ENIBLES, COMBEZEMCTZOD/INTA—Z(C
B9 B3IBIMICOVTIE, CTICHBARF X EEBBLTLIETIVL, TNBHD/INTAX—
2 —|Z. apps/v1 APl ® OpenShift 7 704 XYk UY=L TERINTVLWBR L
ISEBELTLET WL, LA 2T TIN5 % F5BiglpCtir 1) Y — X cis.f5.com/v1 APl TfER
TREAIE. NIA—BEDONATY () 2TV E—RAT () ICBSHIFT,

24. CISUY —XDERMICESINZ5 IBUCIIUTHEEN T T, ipam: true LT
‘custom resource mode: true. —MHD/NTA—H|F IPAM O~ +bO—Z D CIS HiigZBMIC
IB1DICHETT, F5IPAM UY —XZ{ER L T, CISH IPAMBIEZBMICL TWVWB e 2R L X
ER

[admin@rhel-7 ~]$ oc get fS5ipam -n kube-system

NAMESPACE NAME AGE
kube-system ipam.10.61.181.19.ocp-vmw 43s

25. F5IPAM Y FO—S—IIRMBLAY—EX 7AY Y b, O—JL. BLVO—-IL N1 VT4 VT %2ERL
£9. YAML 7 71 IL%ZER L. XRORBZD[ITET,
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[admin@rhel-7 ~]1$ vi f5-ipam-rbac.yaml

kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: ipam-ctlr-clusterrole

rules:
- apiGroups: ["fic.f5.com"]
resources: ["ipams","ipams/status"]
verbs: ["get", "list", "watch", "update", "patch"]

kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: ipam-ctlr-clusterrole-binding
namespace: kube-system
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: ipam-ctlr-clusterrole
subjects:
- apiGroup: ""
kind: ServiceAccount
name: ipam-ctlr
namespace: kube-system
apiVersion: vl
kind: ServiceAccount
metadata:
name: ipam-ctlr

namespace: kube-system

26. )Y —zELE T,

[admin@rhel-7 ~]$ oc create -f fb-ipam-rbac.yaml
clusterrole.rbac.authorization.k8s.io/ipam-ctlr-clusterrole created
clusterrolebinding.rbac.authorization.k8s.io/ipam-ctlr-clusterrole-

binding created
serviceaccount/ipam-ctlr created

27. YAML 7 71 ILZ1ERR L. UTICRT F5IPAM 704 XY FEZEZFEDHITFE T,
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@ LUF D spec.template.spec.containers[0].argsMip-range/N\ 5 X — 2 %= B L T. {REICHIE
9 BipamlLabels IP7 R L XDEHE ML X7,

ipamZANJL[rangel £ LT ‘range2[ATDA] & IPAM O bO—F—HEZRINI
@ HFEHENS IP 7RLAZZHELTEID Y TB7=HIC. LoadBalancer -1 7Dt —E XXt
LTT7/T7—2a> % {120 BLRHZ % RLTVWETD,

[admin@rhel-7 ~]1$ vi f5-ipam-deployment.yaml

apiVersion: apps/vl
kind: Deployment
metadata:
labels:
name: f5-ipam-controller
name: f5-ipam-controller
namespace: kube-system
spec:
replicas: 1
selector:
matchLabels:
app: fb-ipam-controller
template:
metadata:
creationTimestamp: null
labels:
app: fb-ipam-controller
spec:
containers:
- args:
- —-orchestration=openshift
- —--ip-range='{"rangel":"10.63.172.242-10.63.172.249",
"range2":"10.63.170.111-10.63.170.129"}"
- —-log-level=DEBUG
command :
- /app/bin/f5-ipam-controller
image: registry.connect.redhat.com/f5networks/f5-ipam-
controller:latest
imagePullPolicy: IfNotPresent
name: f5-ipam-controller
dnsPolicy: ClusterFirst
restartPolicy: Always
schedulerName: default-scheduler
securityContext: {}
serviceAccount: ipam-ctlr

serviceAccountName: ipam-ctlr



28. F5IPAM O> bAO—5—DF 7O XY M EER L E T,

[admin@rhel-7 ~]$ oc create -f fbh-ipam-deployment.yaml

deployment/f5-ipam-controller created
29. F5IPAM O> rO—5— Ry RHRITHTH S e ZHERLE T,

[admin@rhel-7 ~]$ oc get pods -n kube-system

NAME READY STATUS RESTARTS
AGE

f5-ipam-controller-5986cff5bd-2bvno 1/1 Running 0

30s

f5-server-£f5-bigip-ctlr-5d7578667d-gxdg] 1/1 Running 0

14m

30. F5 IPAM X ¥ —<I%{ER L £ 9,

[admin@rhel-7 ~]$ oc create -f
https://raw.githubusercontent.com/F5Networks/f5-ipam-
controller/main/docs/ static/schemas/ipam schema.yaml

customresourcedefinition.apiextensions.k8s.io/ipams.fic.f5.com

REE

1. LoadBalancer® -1 7OHY—E X = {Ef T 3
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[admin@rhel-7 ~]$ vi example svc.yaml

apiVersion: vl
kind: Service
metadata:
annotations:
cis.f5.com/ipamLabel: rangel
labels:
app: f5-demo-test
name: f5-demo-test
namespace: default
spec:
ports:
- name: f5-demo-test
port: 80
protocol: TCP
targetPort: 80
selector:
app: fb-demo-test
sessionAffinity: None
type: LoadBalancer

[admin@rhel-7 ~]1$ oc create -f example svc.yaml

service/f5-demo-test created

2. IPAM O> bO—ZF—HAFLIP ZEIDHTTVBRINE S D ZHRLFT,
[admin@rhel-7 ~]$ oc get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP
PORT (S) AGE

f5-demo-test LoadBalancer 172.30.210.108 10.63.172.242
80:32605/TCP 27s

3. 77O XY bEER L. ER S 7z LoadBalancer H —E X ZfER L £7,
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[admin@rhel-7 ~]$ vi example deployment.yaml

apiVersion: apps/vl
kind: Deployment
metadata:
labels:
app: fb5-demo-test
name: f5-demo-test
spec:
replicas: 2
selector:
matchLabels:
app: fb5-demo-test
template:
metadata:
labels:
app: fb5-demo-test
spec:
containers:
- env:
- name: service name
value: f5-demo-test

image: nginx

imagePullPolicy: Always

name: fb5-demo-test

ports:
- containerPort: 80

protocol: TCP

[admin@rhel-7 ~]1$ oc create -f example deployment.yaml

deployment/f5-demo-test created

4. Ry RORITHRHES D 2R L £

[admin@rhel-7 ~]$ oc get pods

NAME
f5-demo-test-57c46£6£98-47wwp

f5-demo-test-57c46£6£f98-cl2m8

READY STATUS RESTARTS AGE
1/1 Running 0 27s
1/1 Running 0 27s

5. OpenShift M LoadBalancer 21 7DH—E XIZH LT, BIG-IP & X7 LARICHIGT B {REH —/N—HYE
RENTWBHESHERRLET, [A—HI bS5 T v P> [REY—N—]> [REHY—/N— 1) X K]
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ICBELET,

Lol TrefMic » Wiusl Bervery - Witeel Seress Lt

0 - e Serest il Vet Ao

Tnart [
= |+ Sintum & hars o Detrphon © Appdanios | 0 Desbraion ¢ Serecedied 0 Pepee Slesaeres o Paeion P
u ¥ it =R d ¥ Ll 1 1 Shared 1083 V3 MG B HTTP) Sharalan] i} O T TR St e

Cnatls | Daabis | Cassts

TI2AR=—bAAX=JL PN DIERK

Red Hat OpenShiftDIFE A DT TOA KXY FTliE. RDKESB/NT VI LT R
ZERALE T, "Quayio"f7-lE "Docker/ N T"FE A DBEED=_—X%m-LEd,
L. BEDNHED S ZAR— MEFECAHARZIA AEINTCESRZ R M LIEWEE
HOFEJ,

CDOFIETIE. Tridentd K U'NetApp ONTAPIZ &K o> TR SN B kAR ) a—LICK>THR—rENBZ TS
FAR—F AAX=Y LRI ZERT 2 AEICDOWVWTEBELE Y,

Trident Protect Ti&. Astrad> T+ —ICRBRAAX—JERIANTBIEODL I X M) HRE

@ T9, MDY 3> TlE. RedHat OpenShift 7 5 RZ—ICFTAR—F LY XN ERE
L. Trident Protect O > X =)L HR— T R=HDICHNBRAX—=2% T v 29 5FE
ICDOWTERBBL £75,

TI3AR=bARA=DLI R ) DIERR

1L IREDTIAINEDA L= USZWSTITAILEDT /) T—> 3> %ZHIBRL. Trident R—XD X +
L—< U35 X% OpenShift 72X —DT7T 74 LTT7/T—23 > LET,

[netapp-user@rhel7 ~]$ oc patch storageclass thin -p '{"metadata":
{"annotations": {"storageclass.kubernetes.io/is-default-class":
"false"}}}!

storageclass.storage.k8s.io/thin patched

[netapp-user@rhel7 ~]$ oc patch storageclass ocp-trident -p
'{"metadata": {"annotations": {"storageclass.kubernetes.io/is-default-

class": "true"}}}'!
storageclass.storage.k8s.io/ocp-trident patched

2. U TFDRA L= IS X—=2% AN LT, imageregistryZ RL — X ZREL X T, ‘specty> 3>,
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[netapp-user@rhel”7 ~]$ oc edit

configs.imageregistry.operator.openshift.io

storage:
pvc:

claim:

BUTDNSA—=BEANLET, ‘spec HARL KA ME%ZFEHL T OpenShift L— cZ1ERT 220>
aAv, RELTERTLET,

routes:
- hostname: astra-registry.apps.ocp-vmw.cie.netapp.com

name: netapp-astra-route

FERDIL—FEREIF L—FIHRARL RAMEDRERGEICERINE T,
() OpenshifitF 74 /L kDHRR FBEHDIL— FEIERLEVBEIE. RD/NTX—2%
spec’ 732! “defaultRoute: trueo

H AR LTLSEERRZE

IW—FMCHRRZL R MEZEFEALTVWSIHEE. T 7 4J)L ~TIX. OpenShift Ingress XL —%&

—DTF7AIL LD TLS BEAMERINE T, 7750 IL—MNIHRXRLTLS BEEEMT S L
ITTEFET, TDEHICIF. ROFIEEZEITLET,

a. Jl—bDTLSEERZE L F—ZEBL T —J Ly b2fFRLE T,

[netapp-user@rhel7 ~]$ oc create secret tls astra-route-tls -n

openshift-image-registry —-cert/home/admin/netapp-astra/tls.crt
--key=/home/admin/netapp-astra/tls.key

b. imageregistry7 RL — 2 %HREL. XDNFTA—RZEMLET, ‘spectr>a,

[netapp-user@rhel?7 ~]$ oc edit

configs.imageregistry.operator.openshift.io

routes:
- hostname: astra-registry.apps.ocp-vmw.cie.netapp.com
name: netapp-astra-route

secretName: astra-route-tls

4 A A=A MIARL—2ZBEREL. AL —2DBEREZROLSICEELET,
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‘Managed M. REFLTHERTLEF T,

oc edit configs.imageregistry/cluster

managementState: Managed

S INTDRHEFERHNHILLINTVRHEEIF. TIAR—F A X=U LIZXMJDPVC, Ry B, LU
B—EZXDMERENE T, BOUAICL DR MUDEET B3 T,

[netapp-user@rhel’7 ~]Soc get all -n openshift-image-registry

NAME READY STATUS
RESTARTS AGE

pod/cluster-image-registry-operator-74f6d954b6-rb7zr 1/1 Running

3 90d

pod/image-pruner-1627257600-£f5cp] 0/1 Completed
0 2d9%h

pod/image-pruner-1627344000-swgx9 0/1 Completed
0 33h

pod/image-pruner-1627430400-rv5nt 0/1 Completed
0 9h

pod/image-registry-6758b547f-6pnj8 1/1 Running

0 76m

pod/node-ca-bwb5r 1/1 Running

0 90d

pod/node-ca-f8w54 1/1 Running

0 90d

pod/node-ca-gjx7h 1/1 Running

0 90d

pod/node-ca-lcx4dk 1/1 Running

0 33d

pod/node-ca-v7zmx 1/1 Running

0 7d21h

pod/node-ca-xpppp 1/1 Running

0 89d

NAME TYPE CLUSTER-IP EXTERNAL-
IP PORT (S) AGE

service/image-registry ClusterIP 172.30.196.167 <none>
5000/TCP 15h

service/image-registry-operator ClusterIP None <none>

60000/TCP 90d

NAME DESIRED CURRENT READY UP-TO-DATE
AVATLABLE NODE SELECTOR AGE
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daemonset.apps/node-ca 6 6 6 6 6

kubernetes.io/os=1linux 90d

NAME READY UP-TO-DATE
AVATLABLE AGE

deployment.apps/cluster-image-registry-operator 1/1 1 1
90d

deployment.apps/image-registry 1/1 1 1
15h

NAME DESTIRED
CURRENT READY AGE
replicaset.apps/cluster-image-registry-operator-74£f6d954b6 1 1
1 90d

replicaset.apps/image-registry-6758b547f 1 1
1 76m

replicaset.apps/image-registry-78bfbd7£59 0 0
0 15h

replicaset.apps/image-registry-7fcc8d6éccs8 0 0
0 80m

replicaset.apps/image-registry-864f88f5b 0 0
0 15h

replicaset.apps/image-registry-cb47fffb 0 0
0 10h

NAME COMPLETIONS DURATION AGE
job.batch/image-pruner-1627257600 1/1 10s 2d9%h
job.batch/image-pruner-1627344000 1/1 6s 33h
job.batch/image-pruner-1627430400 1/1 5s 9h

NAME SCHEDULE SUSPEND ACTIVE LAST
SCHEDULE AGE

cronjob.batch/image-pruner O Q = & = False 0 9h

90d

NAME HOST/PORT

PATH SERVICES PORT TERMINATION WILDCARD
route.route.openshift.io/public-routes astra-registry.apps.ocp-
vmw.cie.netapp.com image-registry <all> reencrypt None

6. Ingress Z XL —&—® OpenShift LA M JL—FZT 7 4L D TLS SERAZE#FH L TLW3IHEEIE.
ROAR > RZER LT TLS AAEZEIS TE XY,

[netapp-user@rhel7 ~]$ oc extract secret/router-ca --keys=tls.crt -n
openshift-ingress-operator
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7. OpenShift / —RDBALZZARMVIZT VAL TAAKX=2HTILTEBRLSICT BICIE. OpenShift / — R
L@ Docker 7514 7> MCEEBBE#BIML £9, configmap% £ L & 9 openshift-config' TLS ZFEAZE
ZERALTRAAEBZERL. TNEISTRAI— A AXA—=UBRIC/NYF LT, SIRZEZEETETZ3HDIC
LFxd,

[netapp-user@rhel”7 ~]$ oc create configmap astra-ca -n openshift-config
-—from-file=astra-registry.apps.ocp-vmw.cie.netapp.com=tls.crt

[netapp-user@rhel7 ~]$ oc patch image.config.openshift.io/cluster
--patch '{"spec":{"additionalTrustedCA":{"name":"astra-ca"}}}"
—-—type=merge

8. OpenShift IEBL U X M VIEEREEICK > THIISNE T §RTD OpenShift 11— —(d OpenShift L ¥
ZAMVIZT7O7ERATEFIN, O LI —DRITTERREFI Y —MERICK>TELRD X
ED

a A—H—FE1—H—JIL—THLIIMNIDSAX—SF2FINTESZELSICTBICIE. 2—H—
IC registry-viewer O—JLAEID BTSN TVWBIRENHD £7,

[netapp-user@rhel’7 ~]$ oc policy add-role-to-user registry-viewer
ocp-user

[netapp-user@rhel’7 ~]$ oc policy add-role-to-group registry-viewer
ocp-user-group

b. A—H—F/ldaA—H— JIL—THRAX—JFEZAATLED Sy alizbTE3L3ICTBICI3
A—H—ICLYR M) IF4 Z—OO—ILHEIDH TSN TVWIBRELRBD £7

[netapp-user@rhel7 ~]$ oc policy add-role-to-user registry-editor
ocp-user

[netapp-user@rhel7 ~]$ oc policy add-role-to-group registry-editor
ocp-user-group

9. OpenShift / = RDRL IR MVICTICRLTAA—DZ Ty a3 TILTBICIE. TILo—TLy
hEBRT VB DD FT,

[netapp-user@rhel’7 ~]$ oc create secret docker-registry astra-registry-
credentials --docker-server=astra-registry.apps.ocp-vmw.cie.netapp.com
—-—-docker-username=ocp-user —--docker-password=password

10. 2OTILo—oLy MME U—EX ATV MINyFZEBERLEED, MGT2RY RERXRTEBRLE
DTEEI,

a Y—EXTAIYMINYFZERBTBICIE. ROARY FZRITLET,
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[netapp-user@rhel7 ~]$ oc secrets link <service account name> astra-

registry-credentials --for=pull
b. Ry REEXETIIN>—IL Y FEBBITBICIE. RDINTA—R% ‘spectzo> 3>,

imagePullSecrets:
- name: astra-registry-credentials

1. OpenShift / —RUADT—IRFT =236 X=—C Ty aFIETILTBICIE. ROFIEREE
TLEY,
a. TLS iZFBBZ % docker 751 7> MIEML E T,

[netapp-user@rhel7 ~]$ sudo mkdir /etc/docker/certs.d/astra-

registry.apps.ocp-vmw.cie.netapp.com

[netapp-user@rhel7 ~]$ sudo cp /path/to/tls.crt
/etc/docker/certs.d/astra-registry.apps.ocp-vmw.cie.netapp.com

b. oc login A< > K& L T OpenShift iIcOJ 1> L&,

[netapp-user@rhel7 ~]$ oc login --token=sha256~D49SpB lesSrJYwrMOLIO
-VRcjWHu0a27vKa0 --server=https://api.ocp-vmw.cie.netapp.com:6443

C. podman/docker 1< > K T OpenShift I—H—&REHRZFERALTL A MIICATI Y LET,
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Ry R

[netapp-user@rhel”7 ~]$ podman login astra-registry.apps.ocp-
vmw.cie.netapp.com -u kubeadmin -p $(oc whoami -t) --tls
-verify=false

+ 32 FHALTVWSHEE kubeadmin' I—H—HTFSAR—k LI MDICOTA 2T BIC
IE. XZXAT—RORDDICh—o > %2 FERALET,
kv h—

[netapp-user@rhel7 ~]$ docker login astra-registry.apps.ocp-
viw.cle.netapp.com -u kubeadmin -p $(oc whoami -t)

+ 3B FHALTWVWAHEE kubeadmin I—H'—HTFS5AR—k LIZZ MDJICOTA 2T BIC
. NXT—RoRbDOICh—o > %2ERALET,

d @EgEs Ty aFxld7ILLET,

Ry k>

[netapp-user@rhel’7 ~]$ podman push astra-registry.apps.ocp-
vmw.cie.netapp.com/netapp-astra/vault-controller:latest
[netapp-user@rhel”7 ~]$ podman pull astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest

kv h—

[netapp-user@rhel’7 ~]$ docker push astra-registry.apps.ocp-
vmw.cie.netapp.com/netapp-astra/vault-controller:latest
[netapp-user@rhel”7 ~]$ docker pull astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest

VI)a—a ORI —X T —X
V1) 21— 3 VORREEE 1— X4 — X: Red Hat OpenShift ¥ NetApp

COR—JTIREINTUVLAHIE. NetAppZf#EH L 7= Red Hat OpenShift DY 1) 12—
AV 11— X —RX T,

s ki A b L—2F(FERA LT Jenkins CIICD N1 751 >DFFOA"
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* "NetApp% {#F3 L 7= Red Hat OpenShift TOXILFTF+ >~ L DHRE"

* "NetApp ONTAPZ% f§£F L 7= Red Hat OpenShift {&*81L"
* "NetApp% {F L 7= Red Hat OpenShift =M Kubernetes BITEER T 5 X X EIE"

KEEA kL —2 % FER L7 Jenkins CI/ICD /N1 775+ > D& A: Red Hat OpenShift
& NetApp

O3> TIE. V) a—>2a > DREZREE T 57-5IC. Jenkins ZER L THt
BT T L= g VMREIT UND —F 3T a0 X2k (CIICD) N1 TS50 >
=T 7O1493FIBICOVWTEHEBLE S,

Jenkins D7 7O XY MIREBRYY —XZ2ERT S
Jenkins 7 7V —> 3> 0F FOACICHER )Y —XEZERT 3IC1E. XOFIEEER{TLET,

1. Jenkins £ WS &BTIOF LW IO 7 b EERLE T,

Create Project

Name *

Jenking

Display Name

Description

2. ZOBITIE. KEIRX ML —C%F®A T Jenkins 57 70O LE L7s Jenkins EJLRZHR—FF3I(C
&, PVC Z1ERL £ 9o [A ML —2)> KA 2a—LEBKR] ICBH L. KA 2 —LERDIERK] &
Vv LET, ERENICRA ML —2 I5R%ZERL. kiR a—L L —L%h jenkins TH B
CEBERLT. BB X708 X E—REFEIRL. (fER 22U v o LET,
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Project: jenkins «

Create Persistent Volume Claim Edit YAML

Storage Class

@ basic -

Storage class Tor the new claim.

Persistent Volume Claim Name *

jenkins

A unigue name for the storage claim within the project.

Access Mode *

8 Single User (RWQ) () Shared Access (RWX) () Read Only (ROX)
Fermissions to the mounted drive.

Size *

10d GIB

Desired storage capacity.

[l Use label selectors to request storage

Use label selectors to define how storage is created.

KA N L—2 & ER L foJenkinsD T 7 OA

KA ML —2J%FEAL T Jenkins 7 70O40 95113, ROFIEZETLET,.
1. £ERRT. R ZEEENSHEEICEELEFT, +BMEIUv I L. AROTHEEERLET, F

—J—RTT74I)LRZ— )N\—T. jenkins ZMEL X7, kiR L —T%Z B 1= Jenkins F —E X ZEIR
LEY,
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Project: jenkins =

Developer Catalog

Add shared apps, services, or source-to-image builders to your project from the Developer Catalog. Cluster admins can install additional apps which will show up here automatical

I All ltems All ltems
Languages
{enkins Group By: None
Databases
Middleware
ci/ch
Other @ Template @ Template @ Template
Type Jenkins Jenkins Jenkins (Ephemeral)
¥ Operator Backed (0) provided by Red Hat, Inc provided by Red Hat, Inc provided by Red Hat, Inc
B Helm Charts (0) Jenkins service, with persistent Jenkins service, with persistent Jenkins service, without
@ Builder Image (D) storage. NOTE: You must have storage. NOTE: You must have persistent storage. WARNING:
persistent volumes available in.. persistent volumes available in... Any data stored will be lost upon...

@ Template (4)

Service Class (0)

@ Template

Jenkins (Ephemeral)

provided by Red Hat, inc

Jenkins service, without

persistent storage. WARNING:
2. 71)w% Instantiate Templateo

Jenkins X
Provided by Red Hat, Inc. .

Instantiate Template

Provider Description
Red Hat, Inc.
Jenkins service, with persistent storage.
Support
MNOTE: You must have persistent volumes available in your cluster to use this template.
Get support @
Documentation
Created At

https://docs.okd.io/latest/using_images/other_images/jenkins.html =
@ May 26, 3:58 am tpsi// /latest/using_images/ ges/i

3. T 7 A4 KNTIE. Jenkins 7 X —> 3 VOFENANINE T, BEHICIC TN A—R%ZEE
L. ™ER 22w o LET. COTOEXTIE OpenShift £T Jenkins #HR— k33 7-DICHE
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BIRTONY —ZBMERETNE T,

Instantiate Template

Namespace *

@ jenkins -

Jenkinz Service Name

jenkins

The name of the OpenShift Service exposed for the Jenking container,
Jenkinz JNLP Service Mame

jenkins=jnlp

The name of the service used for master/slave communication

Enable OAuth in Jenkins

Trus

Whaether to enable OAuth OpenShilt integration. If false, the statle acoount "admin will
beinitalized with the password "password '

Memory Limit

Lk

Maximum amount of memory the container can use

Volume Capacity *
5061

Volume space avallable for dista, e.g. 512Mi, 261
Jenkins ImageStream Mamespace

openshift

The CpenShift Namespace where the Jenkins ImageStream resides

Disable memary intensive administrative monitors

false

Whether 1o perform memory intensve, possibly slow, spnchranization with the Jenkins
Update Center onstart. [t trus, the Jenkins core update monitor and sitbe wamings
monitor are disabled

Jenkins ImageStreamTag

jenkins:2

MName of the ImageStreamTag to be used for the-Jenkins image.

Fatal Error Log File
false:

When a fatal eror cccurs. an error log is created with informiation and the state
obained at the time of the fatal ermor.

Allows use of Jenkins Update Center repository with invalid SSL certificate

false

Whether to allaw use of a-Jenkins Update Center that uses Invalid certificate {salf-
sigued, unknown CA). Hany value othes than faise’, certificate check s bypassed. By
default, certificate check is enforced

Jenkins
INSTANT-APE JENKINGS

View documentation(g® Get support g
Jenkins service, with persistent storage.

MOTE: You must have persistent volumes available in your cluster to wse this template.

The following resources will be created:

DeploymentConfig
PerststentVolumeCiaim
RoleBinding

= Route

= Service

= ServiceAccount

4. Jenkins R RO ERRETIREICHD X TICIZN 10~ 12 9D £,
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Project: jenkins

Pods

Filter by name...

1 Completed 0 | Failed 0 | Unknown

1) Running | | O Pending | | O | Terminating | | O | CrashLoopBackOff

Select all filters 1of 2 Items

Name 1 Namespace Status Ready Owner Memory CPU

@ jenkins-1- @ jenkins < Running 171 G® jenkins-1 - 0.004 cores H
c77n9

SRy R REAVRILEN=E. TRy bT—21 > T)L—b1 IZBELE T, Jenkins Web R—T %
F < ICIE. jenkins JL— MCIRESNTWS URLZ V)Y I LFT,

Project: jenkins =

Routes

Create Route Filter by name...

1] Accepted | |0 Rejected | |0 Pending | Selectallfilters

1ltem

Name | Namespace Status Location Service
@ jenkins jenkins ® Accepted https://jenkins- ejenkms

jenkins.apps.rhv-ocp-
clustercie.netapp.com &

6. Jenkins 77 1) OERLAIC OpenShift OAuth HMER I/, TOpenShift TOJ1>1 #U v L
E



9 Jenkins £ 5T uirr

Log in to Jenkins using your OpenShift credentials

Log in with OpenShift

7. Jenkins —E X 7H 7T > ~Z OpenShift I—H—ADT7 I X%ZFaA L £ 9,

Authorize Access

Service account jenkins in project jenkins is requesting permission to access your account (kube:admin)

Requested permissions

# user:info

¥ user:check-access

Allow selected permissions Deny

8. Jenkins DI TILHL R=IHWRREINET, Maven EJLRZFEAHALTWVWS . &FIC Maven DT >~
Ab=IEZZETLEY, [Jenkins DEIE] > FO—/N)LY—ILiEE IC#EEL. Maven HIA Y R
T Maven MBI Z2VwoLEd, ERLIEEZFHIZAADL. TEBENICA VI N=)L) 723 >n
BIRENTVWB % HEELEY, [Savelz U w o LET,

Maven
IMaven installations Add Maven

Maven
Name o

* Install automatically

Install from Apache
Version 363 ¥

Delete Installer

Add Installer

Delete Maven

Add Maven

List of Maven installations on this system
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9. CIICD =270 %2FiATB3DDNA T4V EERTEBLSICABDELTce R—LR—TT, k£
BIOXZa—D5 FLWDaTDER] ERIFFHLVWTATLI ZI2) v I LET,

@ kube:admin | log out

Jenkins ENABLEALS st
= New ltem #add description
& People Welcome to Jenkins!

“ Build History )

Flease create new jObS to get started.
o Manage Jenkins

&. My Views

' Open Blua Ocean

%4 Lockable Resources

A. Credentials

Bl New View

Build Queue =

No builds in the queue
Build Executor Status =

1 Idle
2 Idle

10. [7 A T LOIERK] R—2 T, FEOEZRIZANAL. INA TSIV ZBIRL T, [OK] 22V v I LFET,

Enter an item name

sample-demo

Required field

‘_"\ Freestyle project
/' This is the central feature of Jenkins. Jenkins will build your project, combining any SCM with any build system, and this can be even
used for something other than software build.

Pipeline
J"‘J Orchestrates long-running activities that can span multiple build agents. Suitable for building pipelines (formerly known as workflows)
: and/or organizing complex activities that do not easily fit in free-style job type.

] Multi-configuration project
& ! Suitable for projects that need a large number of different configurations, such as testing on multiple environments. platform-specific
builds, etc.

Bitbucket Team/Project
Scans a Bitbucket Cloud Team (or Bitbucket Server Project) for all repositories matching some defined markers.

g

-

= Folder

D Creates a container that stores nested items in it. Useful for grouping things together. Unlike view, which is just a filter, a folder creates a
separate namespace, so you can have multiple things of the same name as long as they are in different folders.

GitHub Organization
a GitHub organization (or user account) for all repositories matching some defined markers.

‘ OK ‘ ) i
rranch Pipeline
< a set of Pinpline nroiects aceording in detected branches in one SCM renository

N NATSABTEERLET, HOTIWNATS5a>HT) ROy TE T XZa—h
5. [Github + Maven) ZFERL X9, I—RIFEBEFNICANTNE Y, [Savelz2 ) v I LET,
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General Build Triggers Advanced Project Options Pipeline

Advanced...
Pipeline
Definition Pipeline script v
Serpt, T T e GitHub + Maven v | @
Jiw stage('Preparation’) { // for display purposes
4 // Get some code from a GitHub repository
5 git 'https://github.com/jglick/simple-maven-project-with-tests.git®
6 // Get the Maven tool.
7 Jf ** HNOTE: This ‘M3' Maven tool must be configured
g o in the global configuration.
9 mvnHome = tool 'M3°
18
19 - stage('Build’) {
12 // Run the maven build
13'w withEnv ([ "MVN_HOME=%mvnHome"]) {
14 - if (isUnix()) {
15 sh '"$MVN_HOME/bin/mvn" -Dmaven.test.failure.ignore clean package’
16 = } else {
17 bat (/"%MVN_HOME%\bin\mvn" -Dmaven.test.failure.ignore clean package/) >
@ Use Groovy Sandbox ®©

Pipeline Syntax

12. TE&FCEILR] 22V v LT #Efg. EILF TRAMOT7z—XZ@BL THREZHERBLET, EILR
7Ot X2z T L. ELFOBERNMRTENS ETICRBBADIDBHERHD T,

Apply ‘
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2 BR3 7O T MINIET32207A0 0 M EERLET,

oc create namespace project-1

oc create namespace project-2

3. project-1 DRAFEEO—ILZIERL 7,

cat << EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/v1l
kind: Role
metadata:
namespace: project-1
name: developer-project-1
rules:
- verbs:
— V%1
apiGroups:
- apps
- batch
- autoscaling
- extensions
- networking.k8s.io
- policy
- apps.openshift.io
- build.openshift.io
- image.openshift.io
- ingress.operator.openshift.io
- route.openshift.io
- snapshot.storage.k8s.io
- template.openshift.io
resources:

B B |

- verbs:

— LA |

apiGroups:

resources:
- bindings
- configmaps
- endpoints
- events
- persistentvolumeclaims
- pods
- pods/log
- pods/attach



1.

- podtemplates
- replicationcontrollers
- services
- limitranges
- namespaces
- componentstatuses
- nodes
- verbs:
— T %1
apiGroups:
- trident.netapp.io
resources:
- tridentsnapshots
EQOF

@ SOt/ ayTREINTVWEIO-ILERIZERZHTY, BEEDOREIF. T RI1—Y
—DEHICEDVWTERT 2HEN DD FT,

EfkIC. 7Oz k2 0BRFEEO—ILEERLET,

2. $ARTD OpenShift 5L UNetAppR L= UY —RGEHE. A NL—JBEEICL>TEEINZE

T ARL—CBEBED 7V XRIE. TridentdD 1 > X b—ILEICER S NS Trident #RXL—%— O—JL
‘L_J: ’J’C%‘Jﬁﬂ*niio L_TLLJ][IX_T\ Z I\ l/_/ Eiﬁ%‘i\ X |\ D—/@/ﬁﬁﬁ/f%%Uﬁﬂg_%t&)k
ResourceQuotas ND 7 7 AEHLMHBL LF T,

3. USRA—AHDITARTOTOT Y +T ResourceQuotas BB T 37-HDOO—ILEEHL. ENEX +

84

L—CBEBEICTRYFLETD,



cat << EOF | oc create -f -
kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: resource-quotas-role
rules:
- verbs:

I |

apiGroups:

L}

resources:
- resourcequotas
- verbs:
— T %0
apiGroups:
- gquota.openshift.io
resources:

B T |

EOF

4. S RAZ—HMEOD ID 7ONA R —EaSN. I—H— JIL—THNISRE— JIL—FLREEENT
WBZ ez LET. ROBIE. 7AToT« T« TANAR—DI I XEZ—REEN. 1—H—
JIN—TCRABENTVWEZEZRLTVET,

$ oc get groups

NAME USERS
ocp-netapp-storage-admins ocp-netapp-storage-admin
ocp-project-1 ocp-project-l-user
ocp-project-2 ocp-project-2-user

1. R L—8EE D ClusterRoleBindings Z#8 L £ 9,
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cat << EOF | oc create -f -
kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/v1l
metadata:
name: netapp-storage-admin-trident-operator
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-netapp-storage-admins
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-operator
kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: netapp-storage-admin-resource-quotas-cr
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-netapp-storage-admins
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: resource-quotas-role
EQOF

@ AL —CEEBEDIZE. trident-operator & resource-quotas D 2 DDO—I)LZ/NA >V RT3
BERDHD ET,

1. B E A D RoleBinding Z{Ef L. developer-project-1 0 —JL% project-1 ADOXIEHS %4 JL—F (ocp-
project-1) IC/N1T >V RLF T,
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cat << EOF | oc create -f -

kind: RoleBinding

apiVersion: rbac.authorization.k8s.io/vl

metadata:
name: project-l-developer
namespace: project-1
subjects:
- kind: Group

apiGroup: rbac.authorization.k8s.io

name: ocp-project-1

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: developer-project-1

EQOF

2. @EkRIC. BREO—-ILZ7O2 I b 20WETZ1I—H— JIL—TIINA Y RIZHREERD

RoleBinding Z1ER L £ 9o

W A L —UEBY XY

RD)Y—=E. A L—CBEBEDNERTIHELNDHD £,

1. NetApp ONTAPY S X2 —(|CEIBEr LTOJ1> L Fd,

2. [RbL=2]>[RbL—=2 UM ICEEEIL. BN Z 2V v I LET, BREAFEMZIEELC. 7O

MABCZ7OPIIR2BD2DO0 SYM ZERLET, e SYMEZDUY —XZEETB3HD

vsadmin 7T > b BIERRL EX 9,

87



Add Storage VM

STORAGEYM HAME

project-1-svm

Access Protocol

& SMB/CIFS, NFS ISCSI

Enabls SMB/CIFS
B ersbi=nirs

B Allow NFS client acoess
Add at least one ruls to sllow NFS cliznts to socezs volumes in this storage VL @

EXPORT PCLICY

Default
Rule Index Clients Access Protocols Read-Only R... Read/Wr
1062 181.0/24 Any Ary Any
+ Add
DEFAUT LANGUAEE (3
c.utf_& b

NETWORK INTERFACE
Use multiple network interfaces when.client traffic is high.

K8s-Ontap-01

SRCADCAST DOMEIN

IPADDREES SUBNET MASK GATEWRY
10.61.181.224 24 Add-optiona| Defaultd v
gateway

1. A L —C&HEHE £ LT Red Hat OpenShift 7S X4 —cO4 1> LE,

2. project-1 DN I IV RZEHRL. TNZ2 7OV FEHD SYMIZYY L EJ, NetApp. ONTAP
VS AREBEEZFERT32RHDIC. SYM D vsadmin 7HT Y FEFERALTNYIIY R%Z SVM IC#E

mIdezbBMHLET,
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cat << EOF | tridentctl -n trident create backend -f

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "nfs project 1",
"managementLIF": "172.21.224.210",
"dataLIF": "10.61.181.224",

svm": "project-l-svm",
"username": "vsadmin",

"password": "NetAppl23"

EOF

@ ZDBITIE. ontap-nas RZAN—ZFEHALTVWET, I—XT—XICTEDVWTNYIIVR
ZER T2 ST BYBRRSIAN—ZFERLEFT,

@ Trident Hitrident 7OS T2 MMcA YA —ILSNATWB C EERIHEY LTWE T,

. [ARIC. project-2 DTrident/N\ww VT RZ{EK L. €N %Z project-2 EHD SVM ICX Y FLET,

S RARL—=Y S REERLE T, project-1 DA ML — 75 X%Z1ER L. storagePools /N5 X —
2EZREL T, project-1 EBEHDNYIIVRDRA ML= =L FEHITZELSICHEBRLET,

cat << EOF | oc create -f -
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: project-1-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: ontap-nas
storagePools: "nfs project 1:.*"
EOF

- [BRRIC. project-2 DR ML —2 U5 X%EVERR L. project-2 EEDNYIIVRDRA ML= F—)L%E
BAe3&S5ICHEBRLET,

. ResourceQuota ZER L T. 07O 0 hERHDIA ML —C IS ADNSI ML —C%EKRT S
project-1 DY —XZHIRL £
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cat << EOF | oc create -f -
kind: ResourceQuota
apiVersion: vl
metadata:
name: project-l-sc-rg
namespace: project-1
spec:

hard:
project-2-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O

EOF

5. [A#kIC. ResourceQuota ZER L T. 7O I FERHDA ML —S IS ISR NL—S%#ERT
% project-2 D)V —X=ZHIRL £9,

REE
AIDFIBETHERESNIRILF TN 7—F TV F v 2REET Il ROFIEZET
L&E9ds

BOHTHNLTOD Y M TPVC XlIRy RZEET 37D T I RZKET %

1. project-1 MEFE. ocp-project-1-user & LTOT 1>V L £ T,
2 FHLWIOS Y b EERTBICIET VR EREL TIEE0,

oc create ns sub-project-1

3. project-1 ICEIDHTHENTWB AL =0 S X%EMAL T project-1 IC PVC Z1ERL L £ 9
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cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-1
namespace: project-1
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-1l-sc
EQOF

4. PVC ICREEMITONTWS PV ZRERRL F 7,

oc get pv

5. NetApp ONTAP_LE® project-1 EFH®D SVM IC PV E ZDAR) a—LDMERINTWVWE e #ERLE T,

volume show -vserver project-l-svm

6. project-1 ICRy RZEERR L. BIOFIETIER L PVCZY TV MLE T,



cat << EOF | oc create -f -
kind: Pod
apiVersion: vl
metadata:
name: test-pvc-pod
namespace: project-1
spec:
volumes:
- name: test-pvc-project-1
persistentVolumeClaim:
claimName: test-pvc-project-1
containers:
- name: test-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/usr/share/nginx/html"
name: test-pvc-project-1
EQOF

1Ry RERTHRHESH. RUa—LHITY FENTUVEDESHZERELE T,

oc describe pods test-pvc-pod -n project-1

%?¥g917FTPW3it@fvﬁ%ﬁﬁbtbx%®7D917F%ﬁ@UV—Z%ﬁﬁbtb?ét@@??tx%ﬁ

1. project-1 MEIFZE. ocp-project-1-user & LTOT 1>V L F T,
2. project-2 ICEIDYTHENTWB X ML= IS X%E[EAL T, project-1 IC PVC Z{ERL L £ 95
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cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-1l-sc-2
namespace: project-1
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-2-sc
EQOF

3. 7OV U bk 2ICPVC ZERLE T,

cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-2-sc-1
namespace: project-2
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-1l-sc
EOF

4. PVCH® “test-pvc-project-1-sc-2° % L T “test-pvec-project-2-sc-1fEF SN EFHA T L o

oc get pvc -n project-1

oc get pvc -n project-2

3. project-2 ICARw REVERL £



cat << EOF | oc create -f -
kind: Pod
apiVersion: vl
metadata:
name: test-pvc-pod

namespace: project-1

spec:
containers:
- name: test-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
EOF

AV WY—=RI 53— AL—CU5ADRTERENDT VLA ZEAT S

1. project-1 MFAFE. ocp-project-1-user & LTOJ 1> LZE9,
2 HLWIOP TV b EERT 310D TV RZHRLE T,

oc create ns sub-project-1

3. 7OV b ERRIBIODT IV ERZRIEL X T,

oc get ns

4. 32—t —7 project-1 M ResourceQuotas ZRRFT-IFRBETETINESHERRELE T,

oc get resourcequotas -n project-1
oc edit resourcequotas project-l-sc-rg -n project-1

5. —H—HRL—U IS5 RERTTZT /L AMEEH>TVWB LERRLET,

oc get sc

6. AL =V SR%ZRBTBDDT I/ RZHRLET,
1. ZANL=20 SR %ZRETB1HOA—H—DT7 I/ AZRIL £,

oc edit sc project-1-sc
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=>4 7O FDEM

NILFTFHY B TIE. A L= DY —=XEZSCH LW IO 7 % ENNT 315
. VINFTFUMENMBEINLEVWKLDSICTBR-ODENMDBHENINETY, YILF
THIOR VSR EZ—=ICT7OP TV b EENMT BICIE. ROFIEZEITLE T,

1. AL —U8EBE Y L TNetApp ONTAPY S X2 —ICOJ 1> LET,

2. }#H, Storage — Storage VMs 2w ‘Adde AT TV b 3EHEHDOHFLL SYM E{ERL £
To £lew SYMEEDNY —RZEIETS7=6D vsadmin 7HDU > b HIERL £,
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1.

Add Storage VM

TORADE VM NEME

i

project-3-svm

Access Protocol

& SMB/CIFS, NFS ISCSI

Ensble SME/TIFS
BB ersblenrs

B Allow NFS client access
Add st lezst one rule to allow NFS clients to sccess volumes inthiz storsge L ()

EXPORT 2ELICY

Default
HULEE
Rule Index Clients Access Protocols | Read-Only R... Read/Wr
10611810724 Ay Any Ay
=+ 2dd
DEFAULT LANGIWAGE @
cutf & b

NETWORK INTERFACE

Uze multiple network interfaces when client traffic is high.

K8s-Ontap-01

IPADOREEE SUBMET MaSE QATEWAY SROSDCAST DOMAEIN
10,61.181.228 24 Add optional Default-a  ~
gATEWay

75 AR —EIBE ¥ LT Red Hat OpenShift 7 5 X#Z—IcOJ 1> L% 9,

2 gwryoo o bEERLET,
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oc create ns project-3



3. project-3 DA—H— J)L—FH IdP LICER S . OpenShift 7 5 X2 —r BTN TWVWS e #HESRL
£7,

oc get groups

4. project-3 DRAFEO—ILEERL £,

cat << EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
namespace: project-3
name: developer-project-3
rules:
- verbs:
— %1
apiGroups:
- apps
- batch
- autoscaling
- extensions
- networking.k8s.io
- policy
- apps.openshift.io
- build.openshift.io
- image.openshift.io
- ingress.operator.openshift.io
- route.openshift.io
- snapshot.storage.k8s.1io0
- template.openshift.io
resources:

— T %0

- verbs:

— T %0

apiGroups:

L]

resources:
- bindings
- configmaps
- endpoints
- events
- persistentvolumeclaims
- pods
- pods/log
- pods/attach
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- podtemplates
- replicationcontrollers
- services
- limitranges
- namespaces
- componentstatuses
- nodes
- verbs:
— T %1
apiGroups:
- trident.netapp.io
resources:
- tridentsnapshots
EQOF

@ SOt/ aryTREHEINTVWEO-ILERIZERZHTY, BEEO—ILIF. TV RI1-—Y
—DEHICEDVWTERT 2HEN DD FT,

1. project-3 DEIFE D RoleBinding Z R L. developer-project-3 01— JL % project-3 DXFIHT 35 JL—
7 (ocp-project-3) IC/NA >V R LET,

cat << EOF | oc create -f -
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: project-3-developer
namespace: project-3
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-project-3

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: developer-project-3

EQOF

2. Red Hat OpenShift 7 S X ZICA ML —VEBZErLTAOJI Y LET,

3. Trident/\w T R%EERR L. EN% project-3 EFH®D SVM ICYy S L £, NetApp. ONTAPY S X
REBERFERTZMKDODIC. SYM D vsadmin 7HO Y hEFERALT/NY I IV R%E SVYM ICERT S
eEBEOLET,
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cat << EOF | tridentctl -n trident create backend

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "nfs project 3",
"managementLIF": "172.21.224.210",
"dataLIF": "10.61.181.228",

"svm": "project-3-svm",
"username": "vsadmin",

"password": "NetApp!23"

EOF

=it

@ ZDBITIE. ontap-nas RZAN—ZFEHALTVWET, I—XT—XICTEDVWTNYIIVR

ZERL Y BICIE. BB FSAN—ZALET,

@ Trident Hitrident 7OS T2 MMcA YA —ILSNATWB C EERIHEY LTWE T,

1. project-3 DAL — S5 X%EER L. project-3 EEDODNYIIVRDA ML= =)L FRT &

DI L £

cat << EOF | oc create -f -
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: project-3-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: ontap-nas
storagePools: "nfs project 3:.*"
EQOF

2. ResourceQuota ZER L CT. 07O U FEHDIA ML= OSSR ML =% ERTZ 7O

T3 DVYV—XZHIRLFT,
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cat << EOF | oc create -f -
kind: ResourceQuota
apiVersion: vl
metadata:
name: project-3-sc-rg
namespace: project-3
spec:
hard:
project-l-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O
project-2-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O
EOF

3. fidFO2 ¥ D ResourceQuotas IZ/Vy FZEERAL T EAsnFO2 o DY —IH project-3
BRHODANL—CUZADRAML—=DICT7 08 RT2czHBRLETD,

oc patch resourcequotas project-l-sc-rg -n project-1 —--patch
"{"spec":{"hard":{ "project-3-
sc.storageclass.storage.k8s.io/persistentvolumeclaims": 0} }}"'
oc patch resourcequotas project-2-sc-rg -n project-2 —--patch
"{"spec":{"hard":{ "project-3-
sc.storageclass.storage.k8s.io/persistentvolumeclaims": 0} }}"'

Kubernetes D5ER T 7 XX EIE

Kubernetes DEE 717 5 X X E1E: Red Hat OpenShift & NetApp - I E

AV T HEESN=T TV Tr—2 a U REDSABRBICBITID . 2L OERKT
lF. FOT7TVTr—2 a3 0T AT TAAMAXY MY R— T B-0ICEED Red
Hat OpenShift 7 5 XX —HDWMEICHED £9, CHNICEEL T, EBISER. OpenShift
DS ARZ—LETERBOT7 T ) r—>2 3 37 —2o0—RZEKRAMLET, LD o
T. ZIEBIIRENIC—EDI S ARX—ZEET S CIZHR D, OpenShift EIRE (&
BDOAVTLIRT—REURZ—NT VYo OSTRICEEDZIEIEAERRICDO
e TERDIVSAZ—BEES LU TR VWS EMORRBICEEmT S CIcab
F9, CNOSDRBICHN T B7-IC. Red Hat |F Kubernetes [ITOEERT T XX —
BEZEALFXL

Red Hat Advanced Cluster Management for Kubernetes Z 93 . RDRXRX I %RITTETE T,

1. F=RE>oB—NT VY IITTRICOIZEBD I T AR EER. 1 VR—h BELET

2 B—QOYY—InSEBBDISREZEDT T r—>a v FidT—o0-REERELUBELEY
B TEIFRIUFRAE—VY—RDBREM L AT R AZER/RE LU LET

4 BROUVSRRIIOI>TEFa VT AV TSA TV REERE L CERT S
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Red Hat Advanced Cluster Management for Kubernetes |&. Red Hat OpenShift 7 S X X—D7 KA > LT

AVAR=IITN. COUVFRARZ—ZIRTOBEORRI> O—F— LTFERALET. CDIFTRE—
IENT U5 RZ—rEEn. 21— —H' Advanced Cluster Management (C3&E#Hi 9 27O DEB L —> %R
B L %9, Advanced Cluster Management >V —JLZFERA L TA VR— b FLIFERINIMOITRTD

OpenShift 7 XX —3. NT V5 RZ—ICL>TEEIN, BENRIZIIZ—CHINET, BEENRY
S A2 —I|C Klusterlet LIEENZT—J TV b EA VX M=ILLT. ENBENT VS AEZ—ICHEKGL. 75
A= SATHAIIIWNEER, 7V r5r—>3> SA47H47)LEE. A&, tXxaU5ra OAVTSA47
VABEETRIEIERTITAET A DERICIGEZ F T,

t:b:i

HUB CLUSTER MANAGED CLUSTER

API Console CLI
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I
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Wisual Web Terminal I
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I

I

|

I

I
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{Govemance, Risk & Compliance)

o
OPENSHIFT CONTAINER PLATFORM

Cluster Application Gowvernance, Risk
O"“nﬂhmw

FHICDOVTIE. FFaXVEZERLTLLEETW, "CTZ2I v I LTLIEE WL, "

Kubernetes [@(7 ACM =7 019 3
Kubernetes [EITOEERI S XAXEEB%*EA T3

ZDtU> 3> TlE. NetAppZ{EH L 7= Red Hat OpenShift L Kubernetes D &E 7%
VS ARZ—BEBICDOWTEHAL £,

1. N7 25 X2 —FB®0 Red Hat OpenShift 75 22— (/N\— 3> 4.5 L L)

2. IRx—Y R U5 XZ—FHD Red Hat OpenShift 75 X242 — (/N\— 3> 44.3 U E)

3. Red Hat OpenShift 7 S 22 —ADI S AZ—BBET7 IR

4. Kubernetes[allFAdvanced Cluster Management®Red Hatty 7 X0 1) F> g >
Advanced Cluster Management (& OpenShift 7 S XX —DTF7 RA > TH37=H. NTELVEEBRRI X
2—2FTEAINIBEICESIVT. N\—FIx7 VY —IFEDEHLERLBDEY, /5K —

DY A X2 RET BRICIE. CNSDOBEZERTIVEDNHDET, FFaX U b2BR"'Tz20)vs
LTLIZE0, "BllllcDOVWTIFCE 5 Z TEL S,

F72a>Ye LT NT IFRE—ICAVTSAMZF v AVR—X Y b2 RANTBLHOOER/—R
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HHDOH. ENS5D ./ — RIZDH Advanced Cluster Management )Y — X% 1 > X b—)L T 3HEIE. €N
IR TENSD/ —RICHFRMBEEL V2 —ZEBINMT2HENRHD £, FFMlICOVWTIE. RF¥FaxXr bz
BRELTLEIV, "CZ2 7w I LTLIEEL. ",

Kubernetes BT EERI S AXBEEZEATS

OpenShift 7 5 XX —|Z Advanced Cluster Management for Kubernetes -1 > X k—JL
TBICIF. XDFEZEITLET,
1. OpenShift 7 S XX —%/\T 75 XZ—¥ L TEIRL. cluster-admin RO 1> L £,

2. TQOperators) > lOperators Hub] (C#&)L. [Advanced Cluster Management for Kubernetes] #* &%
LE¥d,

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

# Administrator
Project: default

Home
| Alitems All ltems
Overview

5 Filter by keyword 450 items
Projects Al/Machine Learning

Application Runtime

Search

Big Data
Explore Cloud Provider Communi ty
A akka
Events Database
Developer Tools 3scale API Management Advanced Cluster Management Akka Cluster Operator
s rovided by Red Hat for Kubernetes srovided by Lightbend, Inc
Operators Development Tools e
Drivers And Plugins 3scale Operator to provision ‘ Run Akka Cluster applications on

OperatorHub

3Iscale and publish/manage AP! Advanced provisioning and Kubemetes,
management of OpenShift and

Integration & Delivery
Installed Operators Logging & Tracing Kubemetes clusters
Modernization & Migration

3. TAdvanced Cluster Management for Kubernetes] Z#iRL. 1Y Xb=JL) ZoU v I LET,
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Advanced Cluster Management for Kubernetes

22 3 provided by Red Hat

Install

Latest version
223

Capabllity level
& BasicInstall
]
® Seamless Upgrades

1
() Full Lifecycle

) Deep Insights

3 Auto Pilot

Provider type
Red Hat

Provider
Red Hat

Infrastructure features

Disconnected

Red Hat Advanced Cluster Management for Kubernetes provides the multicluster hub, a central
management console for managing multiple Kubernetes-bazed clusters across data centers, public
clouds, and private clouds. You can use the hub to create Red Hat OpenShift Container Platform
clusters on selected providers, or import existing Kubernetes-based clusters. After the clusters are
managed, you can set compliance requirements to ensure that the clusters maintain the specified

security requirements. You can also deploy business applications across your clusters.

Red Hat Advanced Cluster Management for Kubernetes also provides the following operators:

o Multicluster subscriptions: An operator that provides application management capabilties including

subscribing to resources from a channel and deploying those resources on MCH-managed
Kubernetes clusters based on placement rules.

e Hive for Red Hat OpenShift: An operator that provides APIs for provisioning and performing initial

configuration of OpenShift clusters. These operators are used by the multicluster hub to provide its

provisioning and application-management capabilities.
f g PP g P

How to Install

Use of this Red Hat product requires a licensing and subscription agreement.

4. [Install Operator] BIEI T, HEAFEM (NetAppT 7 AL FDNS XA —REZRIFTZ 2 HR) #AS

L. [Install Zzo w2 LET,
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OperzmorHub *  Operstor Instailaton

Install Operator

Install your Operator birsubscribing to one of the update channels to keep the Operator up todate The strateqgy determines either manual or automatic updates

Update channel ™
D release-20
2 release-2]

W relegse-22

Installation mode *

This mode s not supported by this Operator
i A specific namespace on the cluster

Ciperator will be avadlable m a single Namespace only

Installed Mamespace *

® Operator recommended Namespace @Dpen—clmﬁer—management

) Namespace creation

Mamespacs open-cluster-management doss not eost and will be ceated.
01 Selecta Namespace
Approvel shategy™

W Automatic

O Manual

S. ARL—BDA VA L—INTETIBFTRHEET,

@ Advanced Cluster Management for Kubernetes
2.2.3 provided by Red Hat -

Installing Operator
The Operator is being installed. This may take a few minutes.

View installed Operators in Namespace open-cluster-management

6. ARL—H—DA A b—JLENf5. MultiClusterHub DfERL) Z#2Jw o L %3,
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@ Advanced Cluster Management for Kubernetes 0
2.2.3 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom rescurce to be able
to use this Operator.

MultiClusterHub @ Required
Advanced provisioning and management of OpenShift and Kubernetes clusters

Create MultiClusterHub

View installed Operators in Namespace open-cluster-management

7. TMultiClusterHub M1ERL) BEIE T. sFlEANDLIE. TR 22V v o LFET, CNUCEbD. T
FOSAZ— NTDA VA M—ILHBERINE T,

Project: open-cluster-management «

Advanced Cluster Management for Kubernetes > Create MultiClusterHub

Create MultiClusterHub

Create by completing the form. Default values may be provided by the Operator authors.

Ceonfigure via: @ Formview O YAML view

MultiClusterHub
ﬂ Note: Some fields may not be represented in this form view. Please select "YAML view" for full control. provided by Red Hat
MultiClusterHub defines the configuration for an instance of the MultiCluster Hub
Name *

multiclusterhub

Labels

app=frontend

» Advanced configuration

8. IARTDR Y FH open-cluster-management ZEIZEB TRITREICBITL. AL —R2—DHIPRREICHE
179 % &. Advanced Cluster Management for Kubernetes ' > X b —JLENE 7,
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Project: open-cluster-management  +

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation . Or create

an Operator and ClusterServiceVersion using the Operator SDK .

Name « Search by name... #

Name 1 Managed Namespaces
Advanced Cluster open-cluster-management
Management for
Kubernetes

2.2.3 provided by Red Hat

Status

@ Succeeded
Up to date

Provided APlIs

MultiClusterHub s
ClusterManager

ClusterDeployment

ClusterState

View 25 more...

O NTDAVAR=ILDRT ITBETICIFDLEERADDD. TT 95 . MultiCluster /\ 7 IXEITIREE(IC

BITLET,

Installed Operators > Operator details

@ Advanced Cluster Management for Kubernetes
2.2.3 provided by Red Hat

Details  YAML  Subscription Events  Allinstances
MultiClusterHubs

Name Search by name... /

Name t Kind

multiclusterhu ultiClusterHu
Iticl hub MultiCl Hub

MultiClusterHub

Status

Phase:@ Running

ClusterManager

Actions =

ClusterDeployment  ClusterSt.

Create MultiClusterHub

Labels

No labels :

10. open-cluster-management & aIZERICIL— b ZER L £9. JL— MR URL IZ#E#E L T. Advanced
Cluster Management >V —JLIC7 72 ALF¥ T,

Project: open-cluster-management

Routes

Y Filter ~ Name =~  mul

Name mul X Clear all filters

Name T Status

@ multicloud-console @ Accepted

106

Location

https://multicloud-
console.apps.ocp-
vmwareZ2.cienetapp.com

Create Route

Service

© management-ingress



TSRS ATHAVILERE

T X EA OpenShift 7 S X2 —% BB BICIF. 757 XE—%1EM T %H. Advanced
Cluster Management (1 > R— kL £ 9,

1L &9 4273 I 0FvDBEE) > T95X8—1 ICBBILET,

2. L L OpenShift 7 5 X2 —%1E T 3 ICIE. ROFIEEETLE T,

a FONA S &z fEl L &9, 70N —8h ICBEL T HERoEl 22Uy oL, &
RLUETANAE— A FICRIET B IRNTOFHZAALT NEM 22 v I LET,

Select a provider and enter basic information
Prowider * &

aws Amazon Web Services hd
Connection name * @

nik-hcl-aws
Namespace * &

default -
Configure your provider connection

Base DNS domain @&

dlenetapp.com

AWS access key 1D * @

AKIATCFEBZDOIASDSAH

AWS secret accesskey * @

Red Hat OpenShift pull secret *

FuS3pMbktvaHpINFCZMkZsbmtBYGNG ThimUIZXcHoxOWSteEZw Q0 Y Z1d3cjJobGx JeDBOMNOXIZEDye GMSQ0ZwWZkSRR2 JUanlxMnNUM2IRbOFIL. &
UFNCIBYIpEWVZECHItNkx TMDZPUNpoWFRHCGWIREIDQZRSYIJRaTIXbIALT 20y 03 p Ve U MIWCENSa2Yy OUsyLWZGSFVINA==""email "Mikhi k. ™
utkamiznetapp.com’, registry.redhatio”

Znetapp.com '} registry &

SSHprivatekey * @

----- BEGIN OPENSSH PRIVATE KEY---— A
b3BlbnNzaCIrZxktdjEAAAAABGSVEBMUAA AAEDbasdadssadmBUZOAAAAASAAABAAAAMNAAAALZCZGEEZW i
QYNTUxOQAAACCLowl gAvEIHAEP+DevIRNzaG2zkNre MIZ/ UHy fFOUWWAAAAA Jh/waGxfGu i
2
S5H publickey * ®
ssh-ed25519 AAAACINzECIZDINTESAAAAZAUACTY6agdh21c B4/ 4MN6/VEINobbOGQ2t42vn9 0f J/RRaBA root@nik-rhels
s

b. ILWI S RAZ—%ER T BICIE. [T Z2—1 ICBE#L. [U5XE2—08MN > (175X 42—0
YERR) 20V w O LET, V5 REZ—eWINT27ONA X —0sF8= AL, TE =2V wvo
LEY,
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~ Configuration

Cluster name *

rh-aws

~ Distribution

Select the type of Kubemetes distribution to use for your cluster

‘ Red Hat
OpenShift

Sslect an infrastructurs provider to host your Red Hat OpenShift cluster

aws Amazon ©
A Wb i > Google Cloud / Microsoft Azure

‘ VMware —l Bare

vSphere — Metal
]

Release image * @

quay.io/openshift-release-dev/ocp-release:4.712-x86_64 o -
Provider connection * &

nik-hcl-aws 0O -

Add a connection

C. UZRZ—PMEREINB L. TDITRE—IF TEf@FET) AT —RRATIZTAZ— URKIRRE
nx9,

3. BIFEDU S AR —%A Y R— b9 BICIE. ROFIEZETLET,
a [VZRE-1ICBFL. [T RXZ—DEM] > [BIFDISAZ—DA1VKR—KZ20) v I LET,

b. 75 2Z2—D&FIEANIL. A1VR— 2FRELTCI—ROERI 227) v I LFEd, BEDOIS
22—%BMT 2V RERREINET,

C[AXYROIOAE—1%TUvI L. NT VS REZ—IZBMTZUVS5REZ—CIAY > REERTLET,
NUCED, IS RE—LICREBRI—Sz Y DAV M—IILABEBEIN. COTOEIANRRTT
2. V5A2—F TEBTT] ORXAT—EATIZAZ— JIAMIRREINET,

108



Mame *

ocp-vmw]

Additional labels

Onee you chek on "Savemport 2nd generate code”, the information you snterad will be vted to generate the code and cannot be
micdafped ENyMone, i yeu wish to change any informabon, you will have 10 delete and re-mpont this cluster

Code generated successfully & import saved

Run a command

1. Copy this command

Click the button to have the command automatically copled to your clipboard,

Copy command !

2. Run this command with kubect] configured for your targeted cluster to start the import

Login to the existing cluster in your terminal and run the command.

View cluster L Import another

4 BEDVSRAZ—ZERLTAYR—bF3L. BE—DOYY—IhSENSZEHELVEERTE X
Jo

TIVT—2avSA YA UIVER
TIVr=2aveffR L. TNEE/BDI S X RIHI>TEET BICIE

L YA RN=DS5 T7TVr—>a 088 ICBBL. 77V —2a >0y 20Uy LES,
BRI 27 TV r—oa >0 leANL. TRE 20y I LET,

109



Applications
Create an application @D o

Name* ®

demo-app

Namespace* (D

default

~. Repository location for resources

~ Repository types

Select the type of repository where resources that you want to deploy are located

o@ Git

URL* @)

hitps)//aithub.com/open-cluster-management/acm-hive-openshift-releases.qit

X -

Branch (@)

main

Path ()

clusterimageSets/fast/47

(o] I

2.7V —=23y AVR—IXVEDRA VR M=ILTENBZ L. TIVTr—2a ) I MIRREINET,
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Applications

Overview Advanced configuration
Q, Search
Name Namespace Clusters
demo-app default Local

@

Resource

Git 4

®

Time window

1-Tofl =

(6]

C Refresh every 155

Last update: 7:36:23 PM

Create application

Created

8 days ago H

1 of 1



3CNT AVY—IDSBT IV —oavEERSSUERTESLSICADE LT
HNFYREURY
COMEEZFERTS L. SESFELBITRAX—DAVTSAT7 YA RIS —ZEEL.

DS AZ—DEFNICERL TWBR I ZHEETEET, IL—ILH 5 DRENIER Z @A
Licb. BELIEDTBELSICR)S—%ERTETEI,

1. A RN—DEHNF YRR VICEHLET,
2. AVTSATVR RIS —%ERTBICIE [RUS—DIER] 22U v o L. RUS—IZEEOFEMRE AL

LT CORVS—IZENTIUENDH DV SRXX—FRLET, CORID—ERZBENICELET

BHaIE. THR-FEINTVBIHFEIFEHTE FTvIRYIR=ZA LT MR 20U v o
L&,
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Governanceand sk / Policies /[

Create policy @ @ v o

Mame *

policy-complianceoperator

Mamespace * (i)

default -

Specifications * (i)

@ ComplianceOperator v

Cluster selector (i)

@ local-cluster: "true’ o

Standards (i)

@E® nisT-csF -

Categories (i)

@' PR.IP Information Protection Processes and Procedures »
Controls (i)
@ FR.IP-1 Baseline Configuration ¥

I:I Enforce if supported (i)
D Disable pelicy (i)

3. MERR S —HNIRTHER SN 5. Advanced Cluster Management "'57R1U & —ER /2130 T AR
—EBREEHERLTEETEET,

112



Governance and risk ®

Summary 1

NIST-CSF

Standards -

Based-on the industry stand,

No vielations found

policy violations
Q, Find paolicies
Policy name Namespace Remediation
policy- default inform
complianceoper
ator

RIS

=, there are no cluster or

Cluster
violations

® o/

Standards

NIST-CSF

+ Filter C Refresheveryi0s +

Lastupdate 25401 FPM

Create policy

w

Policies Cluster violations

Categories Controls Created |
PRIP Information PR IP-1 Baseline 32 minutes ago
Protection Processesand  Configuration
Procedures

1=-1o0f1 = 1 of 1

Kubernetes DEEL I XX —EBBIZ. IRTODIZTREZ—IIHc>2T/—R, Rv
K., 7705 —>3> $&U07—70-REERIZIFEEIRELE T,

1. BRIZOEE] > [BE] BB L X7
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Red Hat

kube:admin ~

Advanced Cluster Management for Kubernetes

Overview + Add provider col

ey

Other

3

Cluster

Summary

0 3 1 1 20 n35
Applications Clusters. Kubernetes type Region Nodes Pods
Cluster compliance 2 Pods m32 Cluster status 2

2. gRTDIZFZAZ—DINTORY RET—o0O0—-RiF. TEIFRLTAIINEZ—ICEDVWTERELUL
NEZONET. WBTBT—REXRRTBICIE. Ry Fed )y I LET,

Red Hat

Advanced Cluster Management for Kubernetes

Search
Saved searches = Open new search tab
3 Related cluster 673 Related secret 20 Related node 8 Related persistentvolumeclaim
8 Related persistentvolume ] Related provisioning 2 Related searchcollector 3 Related iampolicycontraller

Show all (38) ‘

v Pod (1135)

Name
Namespace
Cluster
Status
Restarts

Host IP

Pod IP
Created 4 days ago

Labels

controller-uid=dd259738-2cce-40e2-85d3-6ccf56504bas8

3. USREZ—2EDINRTD/ —RliF. TEIFBLT—F RAYMIESVWTERELUAMEIhET, /
—RZEIVYITBHL. MILT BFMBEERNRTEINE T,
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Search

Savedsearches w

3 Related cluster

v Node (20)

Open new search tab[£

Cluster
ocp-bare-

metal

oep-bare-

metal

ocp-bare-

metal

1k Related pod

Role
master;

worker

master,

worker

master;
worker

Architecture

amde4

amde4

amde4

12 Related service

‘ Show all (3)

OSimage
Red Hat Enterprise Linux CoreOS

47.83202103292105-0 (Ootpa)

Red Hat Enterprise Linux CoreOS
4783 202103292105-0 (Octpa)

= Linux Core0S
47.83202103292105-0 (Ootpa)

48

48

18

Created Labels

amonthago

kubernetesio/arch-amd64

amonthago

kubernetes io/arch=amd64

amonthago

kubametes io/arch=amd&4.

beta kubsrnetes io/arch=amd64

beta kubsrnetes iofarch=amd64

beta kubemetes io/arch=amd64

betakubemetes o/os=linux

beta kubernetes io/os=linux

betakubemnetes.o/os=linux

4 IRTDIFRAZ—F. TESFRITRAZ— VY —RENFA—RICEDVWTERELUVEEINSE

Yo V7 AX—DFMZERTT BICIE

Search

Saved searches ~

3k Related secret

15 Related persistentvolume

v Cluster (2)

Name T  Available

True

True

Open new search tab [

Hub accepted

True

True

787 Related pod

1 Related searchcollector

Joined

True

True

15 Related persistentvolumeciaim

8 Related clusterclaim

Show all (158)

Kubernetes version cPy Memory
v120.0+c8305da 84 418501Mi
v120.0+df9<838 28 Mo8IMi

BREOISZAZ—IZ)Y —RZERT B

Kubernetes DEER YV A X—EBEBZEHAIT . 2—H—(Fa>V—-ILHr51D2MUE
DEEBYWRYI S XA —LEICEARFIZUY —XZERTET XY, T xIE. B 3NetApp
ONTAPY S RRZ—TNw I 7w TENT=BR BT A LD OpenShift 7 T XAX—HHD.
mMEDHA FTPVCZ7OES 3 Z>J 935815 LEON—D (+)EBB=Z2I Vv D
L¥d, RIC. PVC Z1ER T 20 TR F—Z3ERL. UY—XYAML ZBEDfFIF T, T
BBl #2020 w o LET,

Console URL

Launch

Launch

'952%—1 #2700y o LET,

17 Related node

3 Related resourcequota

Labels

cloud-VSphere

installername=multiclusterhub

cloud=VSphere

clusterlD=9d76ac4e-4aae-4d45-22e8-1b6b54282fe

1 Related application

5 Related identity

clusterlD=148632d9-63d5-4ae4-08==-84fi886463c3

name=ocp-vmw | more
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Create resource Cancel

Clusters | Select the clusters where the resource(s) will be deployed.

Resource configuration | Enter the configuration manifest for the resource(s).

YAML i

VolumeClaim

1
2
3
4
5
6
7
8
=]

Trident Protect={ER L7=O> 7+ 7 ) EVMD T — X 1RE

DY) a—3>TlE. Trident Protect ZERA LT TF—¥ VM OF —X{REIR
ExR1TIBAEZTRLET,

1. OpenShift Container Platform @ > 7+ 7 V=3 > DRy Foayv heNv o7y TOER ETE
TEDFICDOWVWTIE. UTZBRLTLKETWL, "CTZ o7y LTLEEL,

2. OpenShift Container 75w b 7 #— LIZ7T 70O 3117z OpenShift Virtualization @ VM D /\w 7 7 v 7D
ERR CBTTDFAICDOWVWTIE. UTZBRBLTLKETWL, "CCZ2 Uy LTLEE0. "

Y—RN=FTa V= ZERALEAYTFTT7TIEVMDT —&
R
DY) a— 3> TIlE. Red Hat OpenShift Container Platform @ OADP # L —#&
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