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[root@ch-vm-cent7-2 linux]#

192.168.89.110:/ifs/data for analysis

XCP 1.6P1; (c) 2020 NetApp,
[NetApp Inc] until Wed Sep

xcp: WARNING:
1 did not match

Filtered:

Xcp command

Inc.;
9 13:19:35 2020

./xcp scan -match "modified > l*year" -1 -g
> modified morethan year
Licensed to Karthikeyan Nagalingam

CPU count is only 1!

xcp scan -match modified > l*year -1 -g

192.168.89.110:/ifs/data for analysis

5,055 scanned,

Speed 1.10 MiB in
Total Time 2s.
STATUS PASSED

[root@ch-vm-cent7-2 linux]#

5,054 matched,
(510 KiB/s),

0 error

110 KiB out (49.5 KiB/s)

[root@ch-vm—-cent7-2 linux]# cat modified morethan year

rwxr-xr-x —--- 7056 503

0 512 7y99d

data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.

out/6/_SUCCESS
rwxr-xr-x —--- 7056 503

270 8.50KiB 7y99d

data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.

out/6/part-r-00000
rw-r--r-- —--- 7056 503

0 512 7y58d

data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.

out/6/SUCCESS.crc
rw—-r—-—-r—-— —-—--— 7056 503

270 8.50KiB 7y99d

data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.

out/6/out original
rw-r--r—-—- --- 7056 503

270 8.50KiB 7y99d

data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.

out/6/out sorted
rwxr-xr-x —--- 7056 503

0 512 7y99d

data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.

out/2/_SUCCESS
rwxr-xr-x —--- 7056 503

90 8.50KiB 7y9%9d

data for analysis/benchmarks/benchmarks/udf TOBAGandTOTUPLE 7 benchmark.

out/2/part-r-00000

< console output removed due o page space size >

21 EUERBBLIE 7 7AIILCE >TERATNTULWBE AR—RZRDITE T,



[root@ch-vm-cent7-2 linux]# ./xcp -du -match "modified > l*year"
192.168.89.110:/ifs/data for analysis/

XCP 1.6.1; (c) 2020 NetApp, Inc.; Licensed to Karthikeyan Nagalingam
[NetApp Inc] until Wed Sep 9 13:19:35 2020

xcp: WARNING: CPU count is only 1!

52 .5KiB

data for analysis/benchmarks/benchmarks/Macro Scope 1 benchmark.out

28 .5KiB

data for analysis/benchmarks/benchmarks/CollectedGroup 6 benchmark.out
28.5KiB data for analysis/benchmarks/benchmarks/Foreach 11 benchmark.out
153KiB

data for analysis/benchmarks/benchmarks/SecondarySort 9 benchmark.out
412KiB

data for analysis/benchmarks/benchmarks/CoGroupFlatten 6 benchmark.out
652KiB data for analysis/benchmarks/benchmarks/Iterator 1 benchmark.out
652KiB

data for analysis/benchmarks/benchmarks/LoaderDefaultDir 1 benchmark.out
652KiB data for analysis/benchmarks/benchmarks/Order 4 benchmark.out
28.5KiB

data for analysis/benchmarks/benchmarks/MapPartialAgg 4 benchmark.out/2
28.5KiB

data for analysis/benchmarks/benchmarks/CastScalar 11 benchmark.out/2
1.29MiB data for analysis/benchmarks/benchmarks/Order 18 benchmark.out
652KiB

data for analysis/benchmarks/benchmarks/FilterBoolean 5 benchmark.out
20.5KiB

data for analysis/benchmarks/benchmarks/Macro DefinitionAndInline 5 benc

hmark.out/2

628KiB data for analysis/benchmarks/benchmarks/Types 29 benchmark.out

< console output removed due o page space size >

3.18MiB data for analysis/benchmarks/benchmarks/hadoopl0

340KiB data for analysis/benchmarks/benchmarks/Split 5 benchmark.out
5.90GiB data for analysis/benchmarks/benchmarks

6.56GiB data for analysis/benchmarks

6.56G1iB data for analysis

Filtered: 488 did not match

Xcp command : xcp -du -match modified > l*year
192.168.89.110:/ifs/data for analysis/

Stats : 5,055 scanned, 4,567 matched
Speed : 1.10 MiB in (1.36 MiB/s), 110 KiB out (135 KiB/s)
Total Time : Os.

STATUS : PASSED



[root@ch-vm-cent7-2 linux]#

S FEUERNICEESNIcT —2DEHT A LT STRTEHRLE T,

[root@ch-vm-cent7-2 linux]# ./xcp -stats -match "modified > l*year"
-html 192.168.89.110:/ifs/data for analysis/ >

modified morethan year stats.html

XCP 1.6.1; (c) 2020 NetApp, Inc.; Licensed to Karthikeyan Nagalingam
[NetApp Inc] until Wed Sep 9 13:19:35 2020

xcp: WARNING: CPU count is only 1!

Xcp command : xcp -stats -match modified > l*year -html
192.168.89.110:/ifs/data for analysis/

Stats : 5,055 scanned, 4,567 matched

Speed : 1.10 MiB in (919 KiB/s), 110 KiB out (89.1 KiB/s)
Total Time : 1s.

STATUS : PASSED

[root@ch-vm-cent7-2 linux]#

RDOLR—BE A FEUEFICEBE SN T 7AINDAREL AF v 2 DBHITY,



192.166.89.110./ifs/data_for_analysis - report J{FILES

Command scan 192.168.89.110:/ifs/data_for_analysis
Options '-stats”; True, -match". 'modified = 1*year'
Unreadable directories None Unreadable files None

Filters: Unmatched None
Summary 5,055 scanned, 4,567 matched, 1.10 MiB in (924 KiB/s), 110 KiB out {89.7 KiB/s), 1s.

Count Used Avg Max
All File Types4,567 6.56 GiB Mame Length14 52
Regular Files 3,894 6.56 GiB File Size1.72 MiB 678 MIB
Directories673  2.75 MiB Directory Entries? 1,463
SymlinksNone 0 File Depth3 6
SpecialsNone 0
7056 4,567
Top 5 File Owners
.+ 100MIE Aoonie [NNEGEGEE
10-100Mia 1o-1oonie [ GG
1-1omiB || ome R
gain-1he | gariB-1MiB ]
oo Wl B-E4KIB
e [ . <HKiB
emply - emply 7056 6.56 GiB
Number of Files Space Used Top 5 Space Users
N/A N/A a ] 1 1
Dedupe Estimate Zero Blocks Hard Links Extensions Groups Users

B empty WO
W 110 W &1
B 10100 W 1115
106-1K 16-20
B K- 10K - B B 21100
10K " Jog 4 W 100
Directory Entries Extension Types File Depth
- .
=1 year »1 manth 1-31 days 1-24 hrs <1 howr =15 rnins future
Modified - _
=1 year =1 maanih 1-31 days 1-24 hrs <1 howr <15 mins fuiture
Changed . _
=1 year »1 manth 1-31 days 1-24 hrs <1 howr =15 rnins future
03-Aug-2020 03:46 PM EDT Copyright © 2020 NetApp xcp 1.6.1
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V)a—Ig3>AYR—%2 b B3
XCP N—2 3> 17 * 1 80 Linux % —/\— - Linux (RHEL 7.9 £7=i&
RHEL 8)
* Windows % —/Y— 1 & — Windows Server 2019
1E#E
V=R 2a—LEADNetApp AFFX L —27 L + AFF8080

THAXY « NetApp ONTAP 9

*NFSZ7O R

5EFER) 2 — LFEDNetApp AFFXA R L— 7 LFHA  * AFF A800F

7 « ONTAP 9
* NFSZO k)L
& 138 PRIMERGY RX2540 t—/\ FNENICULTOMEBENEBEH INTUVET: * 481E
MDCPU * Intel Xeon * 256GBD4IE X E!) * 10GbETF
a7ILR—k

EFFIE - NAS

T —AERIXAICNetApp XCP ZB AT 3ICId. FITBIEDHBAAICXCPY 7 b0z 7ZA YA M=)LLTT Y
T 7L EFI, FEMIE. "NetApp XCP Z—H—HA K"y THICIE. ROFIEERITLED,

1. 202 a VICRBEINTVWSEHRRE % /K- 9 "XCP DaifEsE M. "
2. XCPY 7 hIxT7HUTHEATO—RLTLET L, "NetApp XCP (AU vO—RK) /=",
3. Ay>O—KRLFXCPtar 771 J)L%& XCP H—N—IlCOE—L %9,

# scp Documents/OneDrive\ -\ NetApp\
Inc/XCP/software/1.6.1/NETAPP XCP _1.6.1.tgz
mailto:root@10.63.150.53:/usr/src

4 tar 771 ILEBRLET,

[root@mastr-53 srcl# tar -zxvf NETAPP XCP 1.6.1l.tgz

5. SA YA EATO— KT BICIE "hitps://xcp.netapp.com/license/xcp. xwic"XCP H—/N—ICJE—L £
ED
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6. S/t R2B/MELLFT,
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[root@mastr-53 linux]# ./xcp activate

[root@mastr-53 srcl# cp license /opt/NetlApp/xFiles/xcp/license
[root@mastr-53 srcl# cd /usr/src/xcp/linux/

[root@mastr-53 linux]# ./xXcp activate

. V—ZNFSR—hEFEHRNFS H—N—ZRDIFTFET, 774k R—FIF2049TY,

[root@mastr-53 ~]# rpcinfo -p 10.63.150.213
[root@mastr-53 ~]# rpcinfo -p 10.63.150.63

NFS itz BEEa L T< 72 &L\, NFS H—/N\— 7R— ki telnet ZfHEA L T. NFS H—/\— (V—RX & %%
OmA) zHERLET,

[root@mastr-53 ~]# telnet 10.63.150.127 2049
[root@mastr-53 ~]# telnet 10.63.150.63 2049

HEOT =B LE T

a. NFSRYa—L%EZERL. XCPAZOJDNFS #ITUVRR—bLFT, XCPAHRXOTICARL —
FTAVYT VATFLDNFS TURR— b EFRTBRIECHTEET,

A800-Nodel-2::> volume create -vserver Hadoop SVM -volume xcpcatalog
-aggregate aggr Hadoop 1 -size 50GB -state online -junction-path
/xcpcatalog -policy default -unix-permissions —---rwxr-xr-x -type RW
-snapshot-policy default -foreground true

A800-Nodel-2::> volume mount -vserver Hadoop SVM -volume
xcpcatalog vol -junction-path /xcpcatalog

b. NFS TV RXRR—r=HEZELET,

[root@mastr-53 ~]# showmount -e 10.63.150.63 | grep xcpca
/xcpcatalog (everyone)

C. 7Yy F7T—b xcp.inio



10.

1.

12.

13.

[root@mastr-53 ~]# cat /opt/NetApp/xFiles/xcp/xcp.ini
# Sample xcp config

[xcpl

catalog = 10.63.150.64:/xcpcatalog

[root@mastr-53 ~1#

Y —2ZNASI YU RR— b ZIRETBICIE. xcp show. T !

== NFS Exports ==
== Attributes of NFS Exports ==

[root@mastr-53 linux]# ./xcp show 10.63.150.127
== NFS Exports ==

<check here>

== Attributes of NFS Exports
<check here>

(AF>aY)VY—ZANAS T—2%ZXFv> L&,

[root@mastr-53 linux]# ./xcp scan -newid xcpscantest4 -stats
10.63.150.127:/xcpsrc_vol

V—ZANAS T—RZXFv>TBHL. T—2 LAT7UZBEL. BITICAT 2 BENLGEEZ RO
BDICRILBE T, XCP XF v ARERREIE. 77 1IILBET LI MUDRSICEHAILET. NAS T
—ZIAFEELTVWBHEEIF. COFIEZXFy FTEET,

ER S NTcLR— b ZHEER T D xcp scano snEXD RAJEER T # LA —RHAMD FAAIgER 7 71 )L %
FIRERLFX T,

[root@mastr-53 linux]# mount 10.63.150.64:/xcpcatalog /xcpcatalog
base) nkarthik-mac-0:~ karthikeyannagalingam$ scp -r
root@10.63.150.53:/xcpcatalog/catalog/indexes/xcpscantest4
Documents/OneDrive\ -\ NetApp\ Inc/XCP/customers/reports/

(7> 3>V)inode ZZEEL FJ, inode DEZRIZL. AEOT AR 2 —LOEATRITELIE
OE—92 771 ILOBICEDVWTHEZZEL £9 (BRELRIFE).
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A800-Nodel-2::> volume show -volume xcpcatalog -fields files,files-used
A800-Nodel-2::> volume show -volume xcpdest -fields files, files-used
A800-Nodel-2::> volume modify -volume xcpcatalog -vserver A800-Nodel vsl
-files 2000000

Volume modify successful on volume xcpcatalog of Vserver A800-Nodel vsl.

A800-Nodel-2::> volume show -volume xcpcatalog -fields files,files-used

14. SR a—LZXF v LET,

[root@mastr-53 linux]# ./xXcp scan —-stats 10.63.150.63:/xcpdest

15, V=R a—LEFBER) 2a—LDAR—A =R LET,

[root@mastr-53 ~]# df -h /xcpsrc vol
[root@mastr-53 ~]# df -h /xcpdest/

16. 7—R%Y =W SFEHICAE—T BITIE. "xcp copy MEZRERL £9,

[root@mastr-53 linux]# ./xcp copy -newid create Sep091599198212
10.63.150.127:/xcpsrc_vol 10.63.150.63:/xcpdest

<command inprogress results removed>

Xcp command : Xcp copy -newid create Sep091599198212 -parallel 23
10.63.150.127:/xcpsrc_vol 10.63.150.63:/xcpdest

Stats : 9.07M scanned, 9.07M copied, 118 linked, 9.07M indexed,
173 giants

Speed : 1.57 TiB in (412 MiB/s), 1.50 TiB out (392 MiB/s)

Total Time : 1ho6m.

STATUS : PASSED

[root@mastr-53 linux]#

C) T ETIE. XCPIZT—2%ZAE—F3HIC7 20WH 7O %ZERLET.
NIFTHEEIEE T,

NetApp. V—RX R a—LEZAWROERICTZCZHRLTVWET, UTZILEALT

@ i V=R RV a—LREZATDOT7IT14TBT7AIL S RTLTT, €D xcp

copy NetApp XCP (&7 P r—>avIck > THEMNICEESNE 517 V—X&EHR—
FLTWARW S, BIENK T ZEEEMENH D £7,

Linux M3B&. XCP Linux A2 OJ1EMERTI 37 XCP IZIEFA>T v IR IDHBRETT,

17. (7> 3 >) 5B%NetApp R ) 2 — L ED inode ZFESEL £ 9,
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A800-Nodel-2::> volume show -volume xcpdest -fields files, files-used
vserver volume files files-used

A800-Nodel vsl xcpdest 21251126 15039685

A800-Nodel-2::>

18. MO EFHERITI BICIE. xcp synco

[root@mastr-53 linux]# ./xcp sync -id create Sep091599198212
Xcp command : Xcp sync -id create Sep091599198212

Stats : 9.07M reviewed, 9.07M checked at source, no changes, 9.07M
reindexed

Speed : 1.73 GiB in (8.40 MiB/s), 1.98 GiB out (9.59 MiB/s)

Total Time : 3m3ls.

STATUS : PASSED

CDOXETIE. VPINEALTOZalL—Fr370IC. V—RAT—FARDI00BDT7 71 IILD&EZE
BlL. BN 70 EROAETIHEEICIE—LEX LT xcp synco Windows DIFHE. XCP (C
3V —ZX NZAEFBENZOEAHDHBETT,

19. F—REEZRILELE T, V—REEBEDBLT—EZRO>TVEIHESHIE ROBFETRIETET &
¥, xcp verifyo

Xcp command : xcp verify 10.63.150.127:/xcpsrc_vol 10.63.150.63:/xcpdest

Stats : 9.07M scanned, 9.07M indexed, 173 giants, 100% found
(6.01M have data), 6.01M compared, 100% verified (data, attrs, mods)
Speed : 3.13 TiB in (509 MiB/s), 11.1 GiB out (1.76 MiB/s)
Total Time : 1h47m.

STATUS : PASSED

XCPRFaXY Tl BHOA T3> (BIfFE) PIRHEINTUVWET, scan. copy. sync. €L
T “verify #21E, SEHICDWTIE. "NetApp XCP 21— —H-1 K",

Windows 1—H—|&. 77 X&IHU Xk (ACL) ZFERLTTF—42% -9 3HENHD F
To NetAppld Y ROFERAZHEL TWVWET xcp copy -acl
-fallbackuser\<username> -fallbackgroup\<username or groupname>
<source> <destination>, /N7 F#—Y Y XZHRARICEHSICIE. ACLFZFD SMB 7—

()  S¢NFS ¢ SMB OmATT /L REMAT —REHOY—Z RUa—LEEMTHL. Z—
7Y RMENTFS R a—LTHEIBELNHD 9, XCP (NFShR) %= L TLinuxt—/\—
Mo TF—2%ZJE—L. XCP (SMBhR) EHIEREITLFJ. "-acl' %L T -nodata’Windows 1
—N—DAFA T3 ZEFEALT. ACLZY—X 7—a2hHX—4>v bk SMBF—Z|COAE—L
ij-o
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FHBFIRICOVWTIE, " IBEEetFa )70/ DEE] K2 —DIER" .

A F|E - HDFS/MapRFS 7 — 4 D17

ZDt U 3> TlE. HDFS/MapRFS iS5 NFS A, F7IEZFDEICT—X % %179 5. Hadoop Filesystem
Data Transfer to NAS & L\ S5 L L) XCP #&EEICDWTERBAL £

ARSIt

MapRFS/HDFS #EEDIHBE. FEIL— b A—F—RIBTROFIBZRITI ZIHNELHD 9, BE. FFIL—b
d—4—|&. hdfs. mapr. £7lZ HDFS 8LV MapRFS 7 7 1LY AT LICEE# MR 31ER=FOI1—
—'63'0

1. CLIZflg2—H—®d.bashrc7 7 1 )L T. CLASSPATH. HADOOP_HOME. NHDFS_LIBJVM_PATH
. LB_LIBRARY_PATH. & & U'NHDFS LIBHDFS PATHZ# % XD LSICKREL FJ. xcpiETo

° NHDFS_LIBHDFS_PATH (& libhdfs.so 7 7 1 JLZ$ 6L &J. CDT 7 JLId. Hadoop 7+ X hUE
21— 3>D—H LTHDFS/MapRFS 7 7 M ILE LUV T 7AW AT LZFES S RET 570
? HDFS APl Zit L £ 9,

> NHDFS_LIBJVM_PATH & libjvm.so 7 71 JLZIEL £, "I, jre DIFFAICH D HE JAVA RET
>y ZA4TSUTY,

° CLASSPATH (&, (Hadoop classpath —glob) fBZ{ER L TIRTDjar 771 ILZEL X7,

° LD_LIBRARY_PATH I&. Hadoop %17« 7 514 75) 74INA—DFFiEIELET,

Cloudera 7 S A A —ICBHIDKROY U FILEBRBLTLEETL,

export CLASSPATH=$ (hadoop classpath --glob)

export LD LIBRARY PATH=/usr/java/jdkl.8.0 181-
cloudera/jre/lib/amd64/server/

export HADOOP HOME=/opt/cloudera/parcels/CDH-6.3.4-
1.cdh6.3.4.p0.6751098/

#export HADOOP HOME=/opt/cloudera/parcels/CDH/

export NHDFS LIBJVM PATH=/usr/java/jdkl.8.0 181-
cloudera/jre/lib/amd64/server/libjvm. so

export NHDFS_LIBHDFS_PATH=$HADOOP_HOME/lib64 /libhdfs.so

+

COUU—XTIF XCP XF v >, OE—. &EHEEL. HDFS 15 NFS ADT—4#{TZ2FR— KL
TWET, F—8 L1Y I5RE—DB—T—N— /— RELUEROT—h— /— Rh 57— 2 %8
ETEET, 18 UU—R T b=k I—¥—rI— k A—H—HTF—SBTERITTE LT,

EAFIE - IE)L— b 21— —H'HDFS/MaprFST — 4 % NetApp NFSICT81T9 3

1. BEFIEEZ>3>D1~9DFIEBEBEICEIBICHEVE T,
2. XOFHTIE. I—%—IE HDFS 5 NFS ICT—42%=B1TL £,

a JHANAeT 74 EER TS (hadoop fs -copyFromLocal )% HDFS (C7wO—RLZE
ER
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[root@nl38 ~]# su - tester -c 'hadoop fs -mkdir
/tmp/testerfolder src/util-linux-2.23.2/mohankarthikhdfs src'
[root@nl38 ~]# su - tester -c 'hadoop fs -1ls -d
/tmp/testerfolder src/util-linux-2.23.2/mohankarthikhdfs src'
drwxr-xr-x - tester supergroup 0 2021-11-16 16:52
/tmp/testerfolder src/util-linux-2.23.2/mohankarthikhdfs src
[root@nl38 ~]# su - tester -c "echo 'testfile hdfs' >
/tmp/a_hdfs.txt"

[root@nl38 ~]# su - tester -c "echo 'testfile hdfs 2' >
/tmp/b _hdfs.txt"

[root@nl38 ~]# 1ls -ltrah /tmp/* hdfs.txt

-rw-rw-r-- 1 tester tester 14 Nov 16 17:00 /tmp/a hdfs.txt
-rw-rw-r—- 1 tester tester 16 Nov 16 17:00 /tmp/b hdfs.txt
[root@nl38 ~]# su - tester -c 'hadoop fs -copyFromLocal
/tmp/* hdfs.txt hdfs:///tmp/testerfolder src/util-linux-
2.23.2/mohankarthikhdfs src'

[root@nl38 ~1#

b. HDFS 7 # LA —D1ERZFZ L £ 9,

[root@nl38 ~]# su - tester -c 'hadoop fs -1s
hdfs:///tmp/testerfolder src/util-linux-2.23.2/mohankarthikhdfs src'
Found 2 items

-rw-r—--r—- 3 tester supergroup 14 2021-11-16 17:01
hdfs:///tmp/testerfolder src/util-linux-
2.23.2/mohankarthikhdfs src/a hdfs.txt

-rw-r—--r—- 3 tester supergroup 16 2021-11-16 17:01
hdfs:///tmp/testerfolder src/util-linux-
2.23.2/mohankarthikhdfs src/b hdfs.txt

C.NFSICT7 LA —%2{Epk L. H#ERZHRL XTI,



[root@nl38 ~]# su - tester -c 'mkdir
/xcpsrc_vol/mohankarthiknfs dest'
[root@nl38 ~]# su - tester -c 'ls -1
/xcpsrc_vol/mohankarthiknfs dest'
total O

[root@nl38 ~]# su - tester -c 'ls -d
/xcpsrc_vol/mohankarthiknfs dest'
/xcpsrc_vol/mohankarthiknfs dest
[root@nl38 ~]# su - tester -c 'ls -1d
/xcpsrc_vol/mohankarthiknfs dest'
drwxrwxr-x 2 tester tester 4096 Nov 16 14:32
/xcpsrc_vol/mohankarthiknfs dest
[root@nl38 ~]#

d XCPZEHALTHDFS "S5 NFSICT7 7 )LE O — L. 1ER=ZFEILET,

[root@nl38 ~]# su - tester -c '/usr/src/hdfs nightly/xcp/linux/xcp

copy -chown hdfs:///tmp/testerfolder src/util-linux-
2.23.2/mohankarthikhdfs src/
10.63.150.126:/xcpsrc_vol/mohankarthiknfs dest'

XCP Nightly dev; (c) 2021 NetApp, Inc.; Licensed to Karthikeyan

Nagalingam [NetApp Inc] until Wed Feb 9 13:38:12 2022

xcp: WARNING: No index name has been specified, creating one with

name: autoname copy 2021-11-16 17.04.03.652673

Xcp command : xcp copy -chown hdfs:///tmp/testerfolder src/util-

linux-2.23.2/mohankarthikhdfs src/
10.63.150.126:/xcpsrc_vol/mohankarthiknfs dest

Stats : 3 scanned, 2 copied, 3 indexed

Speed : 3.44 KiB in (650/s), 80.2 KiB out (14.8 KiB/s)
Total Time : 5s.

STATUS : PASSED

[root@nl38 ~]# su - tester -c 'ls -1
/xcpsrc_vol/mohankarthiknfs dest'

total O

-rw-r--r-- 1 tester supergroup 14 Nov 16 17:01 a hdfs.txt
-rw-r—--r--— 1 tester supergroup 16 Nov 16 17:01 b hdfs.txt
[root@nl38 ~]# su - tester -c 'ls -1d
/xcpsrc_vol/mohankarthiknfs dest'

drwxr-xr-x 2 tester supergroup 4096 Nov 16 17:01
/xcpsrc_vol/mohankarthiknfs dest

[root@nl38 ~1#

18



YA XAARZ1Y

COEI>arvTIENFSD 100 A7 71 ILEWVWSERSZ T 7L #+XTXCP I
—H KU XCP AR FzR1ITT 3B EDEE L TOREZRLE I,

TRAMIEDISLKHREREBEDD

XCP A —BLUFRHREDT X T BRICERASNIBDEELT A b RNy RAMERAETNE LT
8K. 16K. IMBD 7 71 JL%Z3t v k. GFH100H5 7 7T ILIERLL. U7 ILRA LTEEZTWE LT XCP
EEARREIS. T 7ML LRILTY —IDB2—T7y bMADEDEDBEHZERTLE L. BOEHIREIR.
BEOIT7AIILET A INA—DEBEIDEE. BIFEO T 7 AIIADT—2DEM. 7 71IILET #)ILE—DH|
fRe BIIDON—R U>O VTR VYT BEURILF UDTDEMEWVD 4 DOERIED 1 DUETT, 7
A ~DOEMT. ZEIOEE. EM. HIR. BLVOV Y IOBREICERZEBTE LT 20D, 100 HEDT 7
;)H:?@‘ LT, BAEIDEE. EM. HIFRE L DOEERIED 10% ~ 90% OEERTRITINLILICHRD F

RDEIE. XCP AE—12EDHERZ L TVWET,

XCP Copy Operation

1000
GO0
800
J00
600

500

400

300 g4 204

200

o i | | I
0

BK 16K 128K 256K 512K 1MB

Time inSeconds

Million of Files - different sizes

RDEIF. XCP Sync DEZFEEEH LV Y 7RFOBERERLTVET,

XCP Sync - Rename Operation XCP Sync - Link Operation

259
225
200
175

@

a0
1]
F0
B

£ 5w i
2 400 : s
& & 100
300 75
200 50
100 5

] 0

10% 0% A0% Al 5D% BO% 0% BO%  9D% 10% 0% 305 A0%  B0%  BO% 0% BDH aH
Changes in Percentages Changes in Percentages
— B il —T0k files  —1024k files — il e—GE il e— 1024k files

T7AIIYAXE. xcp sync BB ZZE LY —X 771 IILDEEDTTRBE, 77 7IXEHFE T,

19



DY ODOBEICIE. VIR UYI N=RUYI RIWLFIIDRBDET, VIRIVIIBBEDT 741
WEHRBREINET, T70IILOT A Xd. XCP FHAREZTTT T 2KMICIIBHRH D FH A

RDOEIF. XCP FHEADEMS K VHIFRREOERZRL TVLET,

XCP Sync - Append Operation XCP Synic - Delete Operation

1331
1400 1187 1230 1238

1290 1L e
1000
k1] '
5 800 : SR
E 1
g 600 464
v
A0
200
0
10% 20% 30% 40% 50% 60% 70% BO% 80% 10% 20% 30% 40% 50% 60% T0% B0% 90%
Changes in Percentage Changes in Percentage
—K filas 16K files 1024k files —k filas 16K files 1024k files

BMNE L VRIREETIE. 770 BAIDKREWVGEEIE. 7711 Y4 ZDNEWFEICLEANTEBELD
MDET, BFZTT T2 T TORMIIE. EMELVHIROZEEDEIGICLAIL T,

XCP 1.6.1 £ XCP 1.5 D Lt#

LHIDON—3 e LT XCP1.63 8KV 1.7 TINTA—I U AAAMELTVWET, XOEI> 3>
TlE. 8K. 16K. IMB DH A XD 100 F 7 71 ILICDWT. XCP1.6.3 & 1.7 DEEI/INT #—< > ADLLEK
#FRLET,

ROMEIE. XCP1.6.3 £ 1.7 (BK H X, 100 57 7 )L) D XCP AA/NT #— <> ADIERERLTUWE
ER

20



XCP Sync - Rename 8K : 1 Million Files XCP Sync - Append : 8K 1 Million Files

(Lower is better) (Lower is better)
800 (i)
§ 500 g
] 400 g 300
2 300 & 200
200
- Il || % I II || I
A lI . l
70% B0% T0% 80% 90%
Changes in Percemage Cha nges in Percentage
= 1.7 Version = 1.6.3 Version ®m 1.7 Version m1.6.3 Version
XCP Sync - Links : 8K 1 Million Files XCP Sync - Delete : 8K 1 Million Files
(Lower is better) (Lower is better)
200 700
600
= 500
8 £ 00
S 100 5
2 2 300
? s “ 200
100 I
o a
an% 60% 80% 0% 105 20% 30% A0% 50% 60% T0% B0 50%
CHznges in Percentage Changes in Percentage
m 1.7 Version m1.6.3 Version m 1.7 Version ®1.6.3 Versien

ROEIE. XCP 1.6.1 £ 1.5 (16K B4 X, 100 57 7)) D XCP BHANT #—IY > XAD#FERZRLTVE
ERS

21



XCP Sync - Rename 16K : 1 Million Files XCP Sync - Append : 16K 1 Million Files
(Lower is better) (Lower is better)

400
600
350
500
i 300
-]
§ 400 250
o
ks 200 200
it
200
100
- II Il
0 II 0
10%  20%  30%  40% 80%  90% 10%  20%  30%  40%  50%  60%  70%  80%

Seconds

5

50
50% 60%  T0% 50%
Changes in Percentage Changes in Percentage
m 1.7 Version m1.6.3Version m1.7 Version ®1.6.3 Version
XCP Sync - Links : 16K 1 Million Files XCP Sync - Delete : 16K 1 Million Files
(Lower is better) (Lower is better)
700
180
160 600
140
500
120
) [
g 100 £ 400
g§w £ 200
B0
40 200
20 100
0
10%  20% 30%  40%  50% 60%  FO%  BO0%  90% o
W% 20% 30% 40%  50% 60% 70%  BO% 0%

Changes in Percentage Changes in Percentage

m1.7 Version m1.6.3Version m1.7 Version ®m1.6.3 Version

RDOEIE. 1 MB DY A XT 100 FEDT 71 ILH%H 3 XCP 1.6.1 £ 1.5 D XCP FHAI/NT +—<I > XDFER
ZRLTVWETS,

22



XCP Sync - Rename 1MB : 1 Million Files XCP Sync - Append : 1MB 1 Million Files

(Lower is better) (Lower is better)
1000 1400
200 1200
o W 1000
c 600 2 800
g 8 &0
& 900 &
400
N |I Il I || |I
200 l
- Il Il P | I
G60% T0% B0% 10% 20% 505 60% 0% BO% G0%
Changes in F'errentage Changes in Percentage
m 1.7 Version m1.6.3 Version wm 1.7 Version  m 1.6.3 Version
XCP Sync - Links : 1MB 1 Million Files XCP Sync - Delete : 1MB 1 Million Files
(Lower is better) (Lower is better)
250 1600
1400
200 1200
—§ 150 ‘: 1000
9 ¢ B0O
& 00 2 600
200
0 o
10% 4 70%  80%  90%
Changes in P'ercentage Changes in Percentage

w17 Version m1.6.3 Version m1.7 Version m1.6.3 Version

gD . XCP1.7D/INT #—< >V RlF. XCP 163 &L THELE. F/IdRAETH o7 xcp sync' &
PEDEH -IMB DY XD 100 57 71 ILOZBIZEE. Eil. U>I. 8XLUHIRIRE,

CDNTA#—I YV AEEEICEDWVWT. NetApp AV TFLIRBELVI T TR TODT—EBITICXCP1.7 %
FRITAZCEHELTVET,

INTD #—< > X%

CDtU>a>Tld. XCPIBEDNT #—I VA %@ LETHEBZDICRILDWVW DD DF
A= NTX—=RIZDOWTEHRAL X9,

c A=y %EESE. EHOXCP AV RAVRICT—I0O0— REDET BICIF. BITE T —XEmE
DI=DICEXCP A VARV ADY T I INA—%EHDEILET,

* XCP IZBAPED CPU UY —R%ZFEHRATEFE I, CPUIATDOENZWVEY. NT4+—I VAN AEELE
9o LT=HA> T XCPH—N—ICIFETBICZ <D CPUDMNKRETT, BHDSHRTIX 128 GB D RAM &
48 O7DCPUETRMLELEN. 87D CPU £ 8GB D RAM &KOHENT-NTH—TVANES
nxL7.

* XCPOE—% “-parallel' 7 7> 3 >I& CPU ODFUEDVWTWE T, LHIALY RDT T I D (7)
I IFEALED XCP T—2E0XH K UBITIRIEICIE TR RIBENH D £3, XCP Windows DIHFE. T
7+ )L b TS 7O+ Z0EE CPU O ERLCICARD £9, AL -parallel 7> 3 a7 #UL
TTHRIRELNHD XY,

* 10GbE (3T —REIXDRWVWAHX— T, 7cfEL. 25GbE & 100GbE TTR kL7t T3, T—XiEnx
HEENMEL, KEBRTF7AIL YA ADT—2DEXICHEIh T LT,

* Azure NetApp FilesDIFE. N7+ =XV RIEH—EX LRIICE>TERD X9, FMICOVTI.
Azure NetApp Files D —E X LRNILENT =XV ADFlZETRTADRZEBEL T EEL

23



H—EX LARJL Standard Premium )L kS

ZIN—Tvy 16MBps/7 S /N1 &+ (TB  64MBps/TB 128MBps/TB
)

J—s0O— RoiEHE RNB771ILEHEE. EF BM. T—ER—R, 77 LATIUIIBERT S
X=)b. 97 Dr—3> Dr—3>

INT #—< > ZDFHE BENTF—IVAATB FLETFLNT =Y BOHTENTLNT+—Y
#»71-D1,000 IOPS (16K X -1TB&% 7D 4,000 > Z:1TB# 7= 8,000
1/0). 16MBps/TB IOPS (16k 1/0) & |IOPS (16k 1/0)

U'64MBps/TB . 128MBps/TB

ZN—=Ty beT=70—-RFOBEICEDVWTEYBY —EX LNILZERTIBENHD I T, FLAL
DEERRIF. TLIT L LANILDSHEIBL. 7—J0—FIZIGLTY—EX LANLZEBELET,

BErUx

BT
DI a>TIF BRI FTVFECEDT—FTIFvICDOVWTEHHAL X,

F—42 LA 2IH 50NTAP NFSA

CDIA—RT—RIF. HHDERE L R AKRIEDO ERIBEEBUREEE (CPOC) ICEDWT
WET, TNET. 9T —42%NetApp ONTAP Al ICFBENT B 7-5IC. NetApp In-
Place Analytics Module (NIPAM) ZERAL TWE L7 LD L. NetApp XCP DD
BEERLE N T #—< > ADMEE. BLUHEEDNetApp7T—2 L—/N\— VY1) a1—3
> 7 7O—FIZED. NetApp XCP zERL T —28172BR1TL X L7

BEORECEN
ARTANETEZEORELEMHIIRDEED T,

* BEKIZ. T2 LAJRICEELT — 2. IBELT —&. MBSk —42. OJ. YO VET 4%
. TESFERBREOT—HZRELTVET . AlDIXTLTI, FAREDIOHICCNSITRTORE
BOT—RZWBIIBEDNHDET. T—EDNT—FLAIDRATAT 770N AT LRICH S
mas AEHREEICED X,

* BEFRD A 7—F T U F vk, Hadoop 087 7L R T L (HDFS) H KU Hadoop B2 T 71 )L &
2T L (HCFS) DF —RICTVERATERWEH. ZOT—42% AIRETHRETEFHA. AllC
IZ. NFS B X QIBEAIRER T 71 Il AT LERD T —2HBBETT,

* T=RENEL AN—Ty FDREVED. T—RLAIDST—REBET B3 II3FNETOE I
BTHH., 7—RZ Al D RTLICBHTZ IR MIROFTVAENBETT,
TR L—N—=Y)a—3Y

DY) a—3>TlE MapR 25 RZ—ARDO—AI T4 ATH5 MapR 7 71 )L > X7 Ly (MapR-FS)
PMERENE T, MapRNFS 7 — Uz AId. FE7—4 /—RIZRE IP TEEREINET, 771)L F—N
— T —E X MapR-FS T—RZREHLVEELEXT, NFST—hrTx1iE REIPEZNLTNFS
SAT DS Map-FS T—RICTIVEATEBRELDICLET, XCPAYRAVRIFE MapR 7—& J/ —

24



RTEITEN. Map NFS 77— k7 =1 H5NetApp ONTAP NFS ICT7— 2 Z8nX L FJ . & XCP 1>V X &

VRUIFCBEDY —X TAIIA— Y b EFBEDBEFRICEEL X T,

DKL, XCP A L7 MapR 75 X ZBEDNetAppT —2 L—/N— VY a—>3 % RLTVWET,

= = = = =

MapR Cluster

HEN

Methpp® NetApp NelApp NetApp
VIP5:10.63.150.92- 93 VIPs:10.63.15094—95 | | VIPs:10.63.150.96-97 | | vIPs:10.63.15098-99 =
10.63.150.138 10.63.150.139 10.63.150.140 =

1
1
1
1
I
I
10.63.150.141 1
I
I
I
I
I
i
I

ONTAP®
{NFS }

~—
=
=L
—

NFS Volume

HLEROEREM. BEINETE. TRAMERICDOWTIE. "XCP EFERLTT—42L A0 /N\1IN7
F—IVRAVE2a—FT 1 VI HS50ONTAPNFS ICT— X =& 3" 05,

NetApp XCP% f§f L TMapR-FST—4 % ONTAP NFSIC#E§ 355 FIEIC DWW TIE. {FEBEBRBL T
{TEEV, "TRA732: Ev I T—R DT —32h 5 ATHEEN .

ONTAP NFSAD/N\ANT#—<I > RAEa—FTa4 >

CDIA—RT—RIE. RIBEBHI SOV VI X MZEDIWLWTWLWET, NetApp O—EFD
BRI, T2zl la—T0s VI RBICRELTED. fL—Z2T EFI
HOT—22 i ziRE L. AEEBIRKEDT ORI T—2ICHAT 2 AR IE#E
BoNDESICHE>TVWET, NetApp D74 —JLK TV =73, IBM D GPFS H'5
NFS ICT—XRZHMH T3 7ODFMEBFIEZMNEL LEFT, GPU TT—XZMIETE
5L 5IC. NetApp XCP ZfFEHL TTF—42% GPFS 5 NFS ICBITL X L7z Al I3E
BARYRNT—=T Tr7AI D RTLDSDT—2ENEBLET,

ONTAPNFSODN\ANT #—IXVARAAVE2a—T4 V7 DA—RT7—X, FBISNTTE. TXMNERDOFHEH
ICDWTIE. "XCP ZFERLTCT—Z2LAENANT#—I>RAAEa—T 1 > D 50ONTAP NFS [ZT
—REBETZ"I0O5,

NetApp XCP% A L TMapR-FST— 4 % ONTAP NFSIC#83 2 32 FIBIC DL TIE. {183A TGPFSH
SNFSA—FFIRFIE] ZBRL TSV, "CZx2 7y LTLIEE L "

XCP Data Moverz={FAH L CTHERD/NEBR I 7AIEFHRI ML —JICRITTS

CDA—RT—RIE AV TLIADBITTRADT—E2ITE21T5. NetAppEit#¥
AEKOERICEDOVWTUVLWET, COVID-19 DEETHRITERDEENFA L1,

BRRIIA VTV RERJRET TV Tr—2a>DidIcA YL I RABED/NTIY
R ZANL—JICHh DB EAZTHZEHNLIEVWEEZTVWET, COBRICIE. AEAD
DINEBRIT7AINEISTRICBITIZ-ODELVSLADHD £,

25


https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://blog.netapp.com/data-migration-xcp
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-ai/data-analytics/bda-ai-introduction.html

ROMIE. #>FL I ZAh B5Azure NetApp FilesAND/NERT 7 ILDT—2BIT2RLTVWET,
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ROMIE. #>FL I XD B5Azure NetApp FilesNDABE T 71 ILDT—2BIT2RLTVWET,
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[root@mastr-51 linux]# ./xcp -md5 -match 'type==f and nlinks==1 and size
!= 0' 10.63.150.213:/common volume/nfsconnector hw cert/ | sort | unig -cd
-—-check-chars=32

XCP 1.5; (c) 2020 NetApp, Inc.; Licensed to Calin Salagean [NetApp Inc]
until Mon Dec 31 00:00:00 2029

176,380 scanned, 138,116 matched, 138,115 summed, 10 giants, 61.1 GiB in
(763 MiB/s), 172 MiB out (2.57 MiB/s), 1lm5s

Filtered: 38264 did not match
176,380 scanned, 138,116 matched, 138,116 summed, 10 giants, 62.1 GiB in
(918 MiB/s), 174 MiB out (2.51 MiB/s), 1m9s.

3 00004964calbbecala71d0949c82e37e
nfsconnector hw cert/grid 01082017 174316/0/hadoopge/accumulo/shell/pom.xm
1

2 000103fbed06d8071410c59047738389
nfsconnector hw cert/usr hdp/2.5.3.0-37/hive2/doc/examples/files/dim-
data.txt

2 000131053a46d67557d27bb678d5d4al
nfsconnector hw cert/grid 01082017 174316/0/log/cluster/mahout 1/artifacts
/classifier/20news_ reduceddata/20news-bydate-test/alt.atheism/53265

BHOR) 2a—LDHZEIF. ROAYY REETLET,

[root@mastr-51 linux]# cat multiplevolume duplicate.sh
#! /usr/bin/bash

#user input
JUNCTION PATHS='/nc volumel /nc volume2 /nc volume3 /oplogarchivevolume'
NFS_DATA LIF='10.63.150.213"

#xcp operation
for i in $JUNCTION_PATHS

do
echo "start - $i" >> /tmp/duplicate results
/usr/src/xcp/linux/xcp -md5 -match 'type==f and nlinks==1 and size != 0'

${NFS DATA LIF}:$i | sort | unig -cd --check-chars=32 | tee -a
/tmp/duplicate results
echo "end - $i" >> /tmp/duplicate results

done

[root@mastr-51 linux]# nohup bash +x multiplevolume duplicate.sh &
[root@mastr-51 linux]# cat /tmp/duplicate results
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KWEDHMICEDLKT—2DXAF vy —
DYV a—>avid. BEOAMICESOWTTF—42%2AF—3 3NEAHIBERICE
DVWTWET, ROFFMZHEEEL TSIETL,

Created a file in Y: and checked the scan command to list them.

c:\XCP>dir Y:\karthik test
Volume in drive Y 1is from
Volume Serial Number is 80F1-E201

Directory of Y:\karthik test
05/26/2020 02:51 PM <DIR>

05/26/2020 02:50 PM <DIR> ..
05/26/2020 02:51 PM 2,295 testfile.txt

1 File(s) 2,295 bytes
2 Dir (s) 658,747,392 bytes free
c:\XCP>
c:\XCP>xcp scan -match "strftime (ctime, '$Y-%m-%d')>'2020-05-01"'" -fmt

"r{},{}'.format (iso (mtime) ,name)" Y:\
XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to Calin Salagean [NetApp
Inc] until Mon Dec 31 00:00:00 2029

It appears that you are not running XCP as Administrator. To avoid access
issues please run XCP as Administrator.

2020-05-26_14:51:13.132465, testfile.txt
2020-05-26_14:51:00.074216, karthik test

xcp scan -match strftime(ctime, '3Y-%m-%d')>'2020-05-01"' -fmt
"{},{}'.format (iso (mtime),name) Y:\ : PASSED

30,205 scanned, 2 matched, 0 errors

Total Time : 4s

STATUS : PASSED

Copy the files based on date (2020 YearMay month first date) from Y: to
Z:

c:\XCP>xcp copy -match "strftime (ctime, '$Y-%m-%d')>'2020-05-01"" Y:
Z:\dest karthik

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to Calin Salagean [NetApp
Inc] until Mon Dec 31 00:00:00 2029

It appears that you are not running XCP as Administrator. To avoid access
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issues please run XCP as Administrator.

30,205 scanned, 3 matched, 0 copied, 0 errors, 5s

xcp copy -match strftime(ctime, '%$Y-%m-%d')>'2020-05-01" Y: Z:\dest karthik
PASSED

30,205 scanned, 3 matched, 2 copied, 0 errors

Total Time : 6s

STATUS : PASSED

c:\XCPp>

Check the destination Z:

c:\XCP>dir Z:\dest karthik\karthik test
Volume in drive Z 1is to

Volume Serial Number is 80F1-E202
Directory of Z:\dest karthik\karthik test
05/26/2020 02:51 PM <DIR>

05/26/2020 02:50 PM <DIR> ..
05/26/2020 02:51 PM 2,295 testfile.txt

1 File(s) 2,295 bytes
2 Dir (s) 659,316,736 bytes free
c:\XCp>

SMB/CIFSHEEHS5CSVT 71 IILEZVERR T D
ROATV RIF. CSVIERTT—2%=4>TLET, Y1 X59%=EEH LT T—20DE
ST XZEBIETEX Y,

xcp scan -match " ((now-x.atime) / 3600) > 31*day"™ -fmt "'{}, {}, {},
{}'".format (relpath, name, strftime(x.atime, '$y-%m-%d-%H:%M:%S'),

humanize size(size))" -preserve-atime >file.csv

HAEROADELSICHED FT,

erase\report av fp cdot crosstab.csvreport av fp cdot crosstab.csv20-01-
29-10:26:2449.6MiB

3DOHTT4 LI RNIDRESIETRF vy L. EREZY—MEICKRTRTBICIE. xep-du IX Y R%EETT
L. 320 TF4 LI MNIDRESETDETAL IR LRILDOYA %R >TLET,
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./xcp scan -du -depth 3 NFS Server IP:/source vol

WANEZBICIE. BRZ CSV 7 7AMILICR > T L. BRELARNBZ T,

xcp scan -match "type == d" -depth 3 -fmt "'{}, {}, {}, {}'.format (name,
relpath, size)" NFS Server IP:/share > directory report.csv

Chid. -fmtiET. IRNTDTAL IV ZZXFv> L. T LT MJDRFEL NR BLUTA LI R
DYARX%Z CSVIF7AINIEYTLET, RILYRS— b 7T —2 3o oA G2 UREZXSC
EMTEET,

7-Modeh* SONTAPAD F— X817

ZDtU 3> TIE. 7-Mode TENES B NetApp Data ONTAPH SONTAPIC T — X % 7%
T92-005FEMARFIEICOWVWTEHRAL £9,

NFST—AXFED7E— KNFSv3X kL —%#ONTAPICH1TT %

ZDto>3>TlE. VY —2R 7-Mode NFSv3 T Z7R— FZONTAPY R T LICHBIT T 3 -ODFIEEIRDE
IR LFT,

NetApp. Y —X 7-Mode NFSV3 7R a—LDNIT IV RAR—FrEN. 95478 DXATLICRTOFENTS
D, XCP A Linux VAT LICTTICA VA P=ILTNTWVWBRZ EZRIRELTVWETD,

1. —4y ROONTAPY 27 LA EE TH 2 - L #HAL £ 7,
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CLUSTER: :> cluster show

Node Health
CLUSTER-01 true
CLUSTER-02 true

2 entries were displayed.
CLUSTER: :> node show

Eligibility

true

true

Node Health Eligibility Uptime Model Owner Location
CLUSTER-01

true true 78 days 21:01 FAS8060 RTP
CLUSTER-02

true true 78 days 20:50 FAS8060 RTP

2 entries were displayed.

CLUSTER: :> storage failover show

Node Partner
CLUSTER-01 CLUSTER-02
CLUSTER-02 CLUSTER-01

2 entries were displayed.

Takeover
Possible State Description

Connected to CLUSTER-02
Connected to CLUSTER-01

2. 8=y s DRTLIZDBLLEDH 1 DD FIL— TIVS—bDNFET BB LET . EFHIFE

BTY,
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CLUSTER: :> storage aggregate show

Aggregate Size Available Used$% State
Status

aggr0 368.4GB 17.85GB 95% online
raid dp,

normal

aggr0 CLUSTER 02 O
368.4GB 17.85GB 95% online
raid dp,

normal
source 1.23TB 1.10TB 11% online

raid dp,

normal

3 entries were displayed.

T—REFHHHRVWIEEIE. “storage aggr create 570

#Vols Nodes RAID

1 CLUSTER-01

1 CLUSTER-02

6 CLUSTER-01

32—y h UFRE VRATLICZAML—JREATS Y (SVM) Z1ER L £ 7,
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CLUSTER: :> vserver create -vserver dest -rootvolume dest root -aggregate

poc -rootvolume-security-style mixed
[Job 647] Job succeeded:
Vserver creation completed

Verify the security style and language settings of the source

Verify that the SVM was successfully created.

CLUSTER: :> vserver show -vserver dest

Vserver:

Vserver Type:
Vserver Subtype:
Vserver UUID:

00a09853a969

Root Volume:

Aggregate:

NIS Domain:

Root Volume Security Style:

LDAP Client:

Default Volume Language Code:

Snapshot Policy:

Comment:

Quota Policy:

List of Aggregates Assigned:

Limit on Maximum Number of Volumes allowed:
Vserver Admin State:

Vserver Operational State:

Vserver Operational State Stopped Reason:
Allowed Protocols:

Disallowed Protocols:

Is Vserver with Infinite Volume:

QoS Policy Group:

Config Lock:

IPspace Name:

dest
data
default

91£6d786-0063-11e5-b114-

dest root
poc

mixed
C.UTF-8
default

default
unlimited
running
running

nfs, cifs, fcp, iscsi,

false
false
Default

4. —4w k SVM H'5 FCP. iSCSI. NDMP. & U CIDS 7O L JIL=HIBRLE T,

CLUSTER: :> vserver remove-protocols -vserver dest -protocols

fcp,iscsi, ndmp,cifs

CDSVM THAIENTWS7OMIID NFS THD e ZzMEELFT,

ndmp
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5.

6.

7.

34

CLUSTER: :> vserver show -vserver dest -fields allowed-protocols

vserver allowed-protocols

585 SVM ICHT L LWERABD /EZIAAT—2 R a—LZERLE T, EFalTr X2, S5FER
E. BEEHHY - R)a—LE—HLTWB e zRRALET,

CLUSTER: :> vol create -vserver dest -volume dest nfs -aggregate poc
-size 150g -type RW -state online -security-style mixed
[Job 648] Job succeeded: Successful

NFS 75147 NEREWNIBT 370D T—4 LIF ZERLL £ 9,

CLUSTER: :> network interface create -vserver dest -1lif dest 1if -address
10.61.73.115 -netmask 255.255.255.0 -role data -data-protocol nfs -home
-node CLUSTER-01 -home-port e0Ol

LIF A EEICER SN e 2R LEJ.

CLUSTER: :> network interface show -vserver dest

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
dest

dest 1if

up/up 10.61.73.113/24 CLUSTER-01 eli

true

HEICIGCT. SVM 2R L TERIIL— b ZERL £

CLUSTER: :> network route create -vserver dest -destination 0.0.0.0/0
-gateway 192.168.100.111

L= bHEBICEREINIC e 2R LE T,



CLUSTER: :> network route show -vserver source
Vserver Destination Gateway Metric

0.0.0.0/0 10.61.73.1 20

8. #—#4'w Kk NFST—4 R a—L% SYMBRIZREICY T MLET,

CLUSTER: :> volume mount -vserver dest -volume dest nfs -junction-path
/dest nfs -active true

AR a—LDEEICITEEINTVWBR e E2BEELET,

CLUSTER: :> volume show -vserver dest -fields junction-path

vserver volume junction-path
dest dest nfs /dest nfs
dest dest root

/

2 entries were displayed.

RYa—LYIVEATay (v 3>/VR) BIBETEFF T, "volume create 35T

9. 2—4"v b SYM TNFSH—EXZBIBLET,

CLUSTER: :> vserver nfs start -vserver dest

H—EXDFEBEIN. RITSNTVWB I ZHERL I T,

CLUSTER: :> vserver nfs status
The NFS server is running on Vserver "dest".
CLUSTER::> nfs show
Vserver: dest
General Access: true
v3: enabled
v4.0: disabled
4.1: disabled
UDP: enabled
TCP: enabled
Default Windows User: -
Default Windows Group: -



10. FT7A)LEDNFS TV RKR—bF RUS—HDE =4 b SYMICBRINTWS e EZRERELE T,

CLUSTER: :> vserver export-policy show -vserver dest
Vserver Policy Name

dest default

M. BBIZIELT. =45 ESYMDFLWAREZL TIRAR—bk RUS—%ERL £,

CLUSTER: :> vserver export-policy create -vserver dest -policyname
xcpexportpolicy

HLWARZL T ZAR— b RUS—HEBICER SN ZHERL T T,

CLUSTER: :> vserver export-policy show -vserver dest

Vserver Policy Name
dest default
dest xcpexportpolicy

2 entries were displayed.

12 NFS OZAT7 Y rADT IV ERZFHATDELEIICTIVRAR—F RS — L—ILEZEBLET,

CLUSTER: :> export-policy rule modify -vserver dest -ruleindex 1
-policyname xcpexportpolicy —-clientmatch 0.0.0.0/0 -rorule any -rwrule
any -anon 0
Verify the policy rules have modified
CLUSTER: :> export-policy rule show -instance
Vserver: dest
Policy Name: xcpexportpolicy
Rule Index: 1
Access Protocol: nfs3
Client Match Hostname, IP Address, Netgroup, or Domain: 0.0.0.0/0
RO Access Rule: none
RW Access Rule: none
User ID To Which Anonymous Users Are Mapped: 65534
Superuser Security Types: none
Honor SetUID Bits in SETATTR: true
Allow Creation of Devices: true

B I9FA4T7Y MR 2a—LANDT 7 EZAWFATNTVWE e 2R LET,
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CLUSTER: :> export-policy check-access -vserver dest -volume dest nfs
-client-ip 10.61.82.215 -authentication-method none -protocol nfs3
-access-type read-write

Policy Policy Rule
Path Policy Owner Owner Type Index
Access
/ xcpexportpolicy

dest root volume 1
read
/dest nfs xcpexportpolicy

dest nfs volume 1

read-write

2 entries were displayed.

14. Linux NFS ' —N\N—ICEHELFEFT, NFSIUVRR—FENFAR)2a—LDIY TV b R4 M EERL E
ER

[root@localhost /]# cd /mnt
[root@localhost mnt]# mkdir dest

15. =47 FONFSV3 TR R—bF R)a—LEZDIY IV RAYMIRIELET,

NFSV3 KU 3= LIET Y 2K — b T BRENBD ETH, &F L NFS H—/i—Ick>T
(D) RUVEENBERBEEBDERA. T PEIEBBA. XCPLinux KXk 25172k
RTNBORY 2 —LEITY FLET,

[root@localhost mnt]# mount -t nfs 10.61.73.115:/dest nfs /mnt/dest
IO RAYVMDEBICERINI-C 2R LET,

[root@ localhost /]# mount | grep nfs

10.61.73.115:/dest nfs on /mnt/dest type nfs

(rw, relatime,vers=3,rsize=65536,wsize=65536,namlen=255,hard, proto=tcp, ti
meo=600, retrans=2, sec=sys,mountaddr=10.61.82.215,mountvers=3,mountport=4
046, mountproto=udp, local lock=none,addr=10.61.73.115)

16. NFS TV RR— b INEIIU R RAVRMITRAN 770 EER L. SiARD/IZEESAIAT I EE
MCLET,
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[root@localhost dest]# touch test.txt

Verify the file is created

[root@localhost dest]# 1ls -1

total O

-rw-r--r—-— 1 root bin 0 Jun 2 03:16 test.txt

@ HAMD/EZTRAATAIDNTT LIS, =T Y FDNFSIYTY b RAV A5 T 74
IWzHIBRL £95

7. XCPHRA YA R=ILTNTWVWB Linux 725047 b AT LICERLET, XCPAYX =L XX %
BRLEY,

[root@localhost ~]# cd /linux/
[root@localhost linux]#

18. BFTLTY —R7E—RNFSV3T IR R—r%#BELEd, xcp show XCP Linux 75047k KX k
SRAFLEOOTUR,

[root@localhost]#./xcp show 10.61.82.215
== NFS Exports ==

Mounts Errors Server

4 0 10.61.82.215
Space Files Space Files
Free Free Used Used Export

23.7 GiB 778,134 356 KiB 96 10.61.82.215:/vol/nfsvoll

17.5 GiB 622,463 1.46 GiB 117 10.61.82.215:/vol/nfsvol

328 GiB 10.8M 2.86 GiB 7,904 10.61.82.215:/vol/vol0/home

328 GiB 10.8M 2.86 GiB 7,904 10.61.82.215:/vol/vol0
== Attributes of NFS Exports ==
drwxr-xr—-x —-—- root wheel 4KiB 4KiB 2d21h 10.61.82.215:/vol/nfsvoll
drwxr-xr-x —--—- root wheel 4KiB 4KiB 2d21h 10.61.82.215:/vol/nfsvol
drwxrwxrwx —-t root wheel 4KiB 4KiB 9d22h 10.61.82.215:/vol/vol0/home
drwxr-xr—-x —-—- root wheel 4KiB 4KiB 4d0Oh 10.61.82.215:/vol/vol0

3.89 KiB in (5.70 KiB/s), 7.96 KiB out (11.7 KiB/s), Os.

19. V—ZNFSV3 TR KR—bF NXZRXFX v L. EOT7AILIBEDKETEZHALE T,

NetAppld. xcpDEITHRICY —ANFSV3T YV AR— b EHAMDERE—RICTZICZ#HELTVE
9, scan. copy. €L T synci2fE,
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[root@localhost /1# ./xcp scan 10.61.82.215:/vol/nfsvol
nfsvol

nfsvol/n5000-uk9.5.2.1.N1.1.bin

nfsvol/821 g image.tgz

nfsvol/822RC2 g image.tgz
nfsvol/NX5010 12 node RCF vl1.3.txt
nfsvol/n5000-uk9-kickstart.5.2.1.N1.1.bin
nfsvol/NetApp CN1610 1.1.0.5.stk
nfsvol/glibc-common-2.7-2.x86 64.rpm
nfsvol/glibc-2.7-2.x86 64.rpm
nfsvol/rhel-server-5.6-x86 64-dvd.iso.filepart
nfsvol/xcp

nfsvol/xcp source

nfsvol/catalog

23 scanned, 7.79 KiB in (5.52 KiB/s), 1.51 KiB out (1.07 KiB/s), 1s.

20. ) — X 7-Mode NFSVv3 T RR— k& X —%4"w FONTAPY X F L ED NFSVv3 T RAR—bkicaE—L F

ED

[rootQlocalhost /]# ./xcp copy 10.61.82.215:/vol/nfsvol
10.61.73.115:/dest_nfs

44 scanned, 39 copied, 264 MiB in (51.9 MiB/s), 262 MiB out (51.5
MiB/s), 5s

44 scanned, 39 copied, 481 MiB in (43.3 MiB/s), 479 MiB out (43.4
MiB/s), 10s

44 scanned, 40 copied, 748 MiB in (51.2 MiB/s), 747 MiB out (51.3
MiB/s), 16s

44 scanned, 40 copied, 1.00 GiB in (55.9 MiB/s), 1.00 GiB out (55.9
MiB/s), 21s

44 scanned, 40 copied, 1.21 GiB in (42.8 MiB/s), 1.21 GiB out (42.8
MiB/s), 26s

Sending statistics...

44 scanned, 43 copied, 1.46 GiB in (47.6 MiB/s), 1.45 GiB out (47.6
MiB/s), 3ls.

2. AP—HZT LS. YV—REBED NFSV3 TV RR— MCRA—DT—EDH23 =R LET, £

17 “xcp verify 1870
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[root@localhost /]# ./xcp verify 10.61.82.215:/vol/nfsvol
10.61.73.115:/dest_nfs

44 scanned, 44

found, 28 compared, 27 same data, 2.41 GiB in (98.4

MiB/s), 6.25 MiB out (255 KiB/s), 26s

44 scanned, 44

found, 30 compared, 29 same data, 2.88 GiB in (96.4

MiB/s), 7.46 MiB out (249 KiB/s), 31ls
44 scanned, 100% found (43 have data), 43 compared, 100% verified (data,

attrs, mods),

2.90 GiB in (92.6 MiB/s), 7.53 MiB out (240 KiB/s), 32s.

HL xcpverify V—XTF—REZ—=45y b T—2DEWVERE L. T5—%%&HE L £7 no such file or

directory BIE TIXFRSE

935XV,

TNTVWET, COMBEZMRTBICIE. xcpsync'V —XDEE#ZELICAE—

2. Ay bA—N—RIEHY bF—N—HIZET verify £fco V—RICHLWT—REXIEEH INIT—%
NHZHEIE BRBEHZRITLE I R1T xcp sync' 18T

For this operation, the previous copy index name or number is required.

[root@localhost /1# ./xcp sync -id 3

Index: {source:

'10.61.82.215:/vol/nfsvol', target:

'10.61.73.115:/dest _nfsl'}
64 reviewed, 64 checked at source, 6 changes, 6 modifications, 51.7 KiB
in (62.5 KiB/s), 22.7 KiB out (27.5 KiB/s), O0s.

xcp: sync '3':
xcp: sync '3':
xcp: sync '3':
xcp: sync '3':
11 scanned, 11
2s.

Starting search pass for 1 modified directory...

Found 6 indexed files in the 1 changed directory
Rereading the 1 modified directory to find what's new...
Deep scanning the 1 directory that changed...

copied, 12.6KiB in (6.19KiBps), 9.50 KiB out (4.66KiBps),

23. TN O — 1R 1EZ BT 3I1C1E. “xcp resume’ 5o
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24,

[rootRlocalhost /1#
'10.61.82.215:/vol/nfsvol"',

Index: {source:
'10.61.73.115:/dest _nfs7'}
xcp: resume '4': WARNING:
XCcp: resume '4':

106 reviewed, 24.2 KiB in
XCcp: resume '4':

XCcp: resume '4':

1 in-progress directory

XCp: resume

XCp: resume
20 scanned,
MiB/s), 5s
20 scanned,
MiB/s), 1ls
20 scanned,
MiB/s), 16s
20 scanned,
MiB/s), 21s
20 scanned,
MiB/s), 26s
20 scanned,
MiB/s), 31s
20 scanned,
MiB/s), 36s
20 scanned,
MiB/s), 41s
20 scanned,
MiB/s), 46s
20 scanned,
MiB/s), 51s

4"
4"
7 copied,

14 copied,
14 copied,
14 copied,
15 copied,
16 copied,
17 copied,
17 copied,
17

copied,

17 copied,

Sending statistics...

20 scanned,
out

—cZ2T7IRI LS
v N A —=N—IZIELEPRETT,

20 copied,
(33.4 MiB/s),

54s.

205 MiB in

In progress dirs:

425 MiB in

540 MiB in

721 MiB in

835 MiB in

1007 MiB
1.15 GiB
1.27 GiB
1.45 GiB

1.69 GiB

21

in

in

in

in

indexed,

unindexed 1,

./xcp resume -id 4

Incomplete index.

(42.1 MiB/s),

(23.0 MiB/s),

(35.6 MiB/s),

(22.7 MiB/s),

L

(34.3 MiB/s),
(33.9 MiB/s),
(25.5 MiB/s),
(36.1 MiB/s),

(48.7 MiB/s),

77 GiB in

7-Mode’R) 2 —LDRF v 3w OE—%ONTAPICF1TT 3

7.23 KiB out

target:

indexed 0
Resuming the 1 in-progress directory...

(39.6 MiB/s), 205 MiB out

423 MiB
538 MiB
720 MiB
833 MiB
1005 MiB
1.15 GiB
1.27 GiB
GiB

1.45

1.69 GiB

out

out

out

out

(9.06 KiB/s),

Found 18 completed directories and 1 in progress
(30.3 KiB/s),
Starting second pass for the in-progress directory...

Os.

Found 3 indexed directories and 0 indexed files in the

(39.6

out

out

out

out

out

(33.5 MiB/s), 1.

(41.8

(23.0

(35.6

(22.7

(34.3

(33.9

(25.5

(36.1

(48.7

77 GiB

% resume’ 77 AIINDOOAE—DTT LIS, BITLET verify V—X AL —J R SL—UICEH
—DT—RAHEENZLSICBERITLED,

NFSV3 754 7>k RZXMIE. 7-Mode R L= 5O a=Z>F Y —XNFSv3 TV AR
ONTAPH'5 4 —4w K NFSV3 TV R R— &Y TV NTZIHERHDET, H

ZDtU>a>TlE. V—2X 7-Mode 7R 12— LDNetApp Snapshot 1 —%ONTAPIC#B1T S B FIEICDWL
THALEY,
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NetApp. ¥ —X 7-Mode K 2a— LRIV RAR—bEIN. 54T PATLICRTV NS

NTEDH. XCP A Linux AT LICTTICA VA M=ILETNTWVWA Z e &xHileE LTWET,
C) AFwFogy b A= REORXFy 7o ay bk AE—UROBIEEX LRI 5K a

—LOBEREDAX—ITY, FH -snap7 E— R SRT7L%EZYV—XRLTERTZ AT

32,

EHBEERX Ty T ay bOOE-ZRELET, X=X T4 Y QAE-NTT L&,

R—RX RFv I

3y b AE-ZHIBRLBWVWTL TV, UEORHHEEICIE. BEAXFy T3y b JE-DRETT,

1. %4—4y FOONTAPY RF LW EE THB L #HALE T,

CLUSTER: :> cluster show

Node Health Eligibility
CLUSTER-01 true true
CLUSTER-02 true true

2 entries were displayed.
CLUSTER: :> node show

Node Health Eligibility Uptime Model Owner Location
CLUSTER-01

true true 78 days 21:01 FAS8060 RTP
CLUSTER-02

true true 78 days 20:50 FAS8060 RTP

2 entries were displayed.
CLUSTER: :> storage failover show

Takeover
Node Partner Possible State Description
CLUSTER-01 CLUSTER-02 true Connected to CLUSTER-02
CLUSTER-02 CLUSTER-01 true Connected to CLUSTER-01

2 entries were displayed.

2. 8=y ks DRTLIZDBLLED 1 DDIFIL— TS — b DEFET B =R
BTY,
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CLUSTER: :> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr0 368.4GB 17.85GB 95% online 1 CLUSTER-01
raid dp,
normal
aggr0 CLUSTER 02 O

368.4GB 17.85GB 95% online 1 CLUSTER-02
raid dp,
normal
source 1.23TB 1.10TB 11% online 6 CLUSTER-01
raid dp,
normal

3 entries were displayed.

T—REFHHHRVWIEEIE. “storage aggr create 570

3. 84—y k UFZXRZ S RTLICSYM ZERR L £



CLUSTER: :> vserver create -vserver dest -rootvolume dest root -aggregate

poc -rootvolume-security-style mixed
[Job 647]
Vserver creation completed

Job succeeded:

Verify the security style and language settings of the source

Verify that the SVM was successfully created.

CLUSTER: :> vserver show -vserver dest

Vserver: dest
Vserver Type: data
Vserver Subtype: default

Vserver UUID:

91£6d786-0063-11e5-b114-

00a09853a969
Root Volume: dest root
Aggregate: poc
NIS Domain: -
Root Volume Security Style: mixed
LDAP Client: -
Default Volume Language Code: C.UTF-8
Snapshot Policy: default
Comment:
Quota Policy: default
List of Aggregates Assigned: -
Limit on Maximum Number of Volumes allowed: unlimited
Vserver Admin State: running
Vserver Operational State: running
Vserver Operational State Stopped Reason: -
Allowed Protocols: nfs, cifs, fcp, iscsi,
Disallowed Protocols: -
Is Vserver with Infinite Volume: false
QoS Policy Group: -
Config Lock: false
IPspace Name: Default

4. —4"w k SVM H'5 FCP. iSCSI. NDMP. & U CIFS 7O L JIL=HIBRLE T,

44

CLUSTER: :> vserver remove-protocols -vserver dest -protocols

fcp,iscsi, ndmp,cifs

Verify that NFS is the allowed protocol for this SVM.

CLUSTER: :> vserver show -vserver dest -fields allowed-protocols

vserver allowed-protocols

ndmp



. 585 SVM ICHT L WERAID /EZIAAT —R R a—LZERLE T, EFal)Tr X211, SHER

E. BEEHFHNY - RV a—LE—HLTWBR e ZzHRALET,

CLUSTER::> vol create -vserver dest -volume dest nfs -aggregate poc
-size 150g -type RW -state online -security-style mixed
[Job 648] Job succeeded: Successful

6. NFS V514 7> hERZWIETB7DDT—X LIF ZERR L F 7,

CLUSTER: :> network interface create -vserver dest -1lif dest 1if -address
10.61.73.115 -netmask 255.255.255.0 -role data -data-protocol nfs -home
-node CLUSTER-01 -home-port e0Ol

LIF A EEICER SN e 2SR LEJ.

CLUSTER: :> network interface show -vserver dest

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
dest

dest 1if

up/up 10.61.73.113/24 CLUSTER-01 eli

true

7 BEICISC T, SVM ZfER L THHIL— h2ERL £ T,

CLUSTER: :> network route create -vserver dest -destination 0.0.0.0/0
-gateway 192.168.100.111

=D EBICER SN ZRELE T,

CLUSTER: :> network route show -vserver source
Vserver Destination Gateway Metric

0.0.0.0/0 10.61.73.1 20

8. 4—#4'w kK NFSFT—4 R a—L% SYMEBHIZ/MICY I MLET,
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CLUSTER: :> volume mount -vserver dest -volume dest nfs -junction-path
/dest nfs -active true

R)a—LDEEICIT b EINEl e EZHERLET,

CLUSTER: :> volume show -vserver dest -fields junction-path

vserver volume junction-path
dest dest nfs /dest nfs
dest dest root

/

2 entries were displayed.

RYa—LYIV AT ay (v 3>/VR) HIBETETF T, "volume create 35T,

9. 2—4'w k SYM TNFS H—EXZRBLET,

CLUSTER: :> vserver nfs start -vserver dest

H—EXDFEREIN. TSN TVWB I ZRELE T,

CLUSTER: :> vserver nfs status
The NFS server is running on Vserver "dest".
CLUSTER::> nfs show
Vserver: dest
General Access: true
v3: enabled
vd.0: disabled
4.1: disabled
UDP: enabled
TCP: enabled
Default Windows User: -
Default Windows Group: -

10. 77 #)LEDNFS T RR—b RUS—HE—7v b SVMICERATNTWS e ZiRBLE T,

CLUSTER: :> vserver export-policy show -vserver dest
Vserver Policy Name

dest default
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M. BBIZIELT. 2= Y SYMDEFLWAREZL TIAR—bk RUS—%2ERL F7,

CLUSTER: :> vserver export-policy create -vserver dest -policyname
xcpexportpolicy

HLWARZL TV ZAR— b RUS—HEBICER SN 2R LE T,

CLUSTER: :> vserver export-policy show -vserver dest

Vserver Policy Name
dest default
dest xcpexportpolicy

2 entries were displayed.

12 TOZR—bRVS— L—IILZEELT. 8= 7TV YRTLEDNFS ISAT Y MADTIER%
FFRIL &9

CLUSTER: :> export-policy rule modify -vserver dest -ruleindex 1
-policyname xcpexportpolicy —-clientmatch 0.0.0.0/0 -rorule any -rwrule
any -anon 0
Verify the policy rules have modified
CLUSTER: :> export-policy rule show -instance
Vserver: dest
Policy Name: xcpexportpolicy
Rule Index: 1
Access Protocol: nfs3
Client Match Hostname, IP Address, Netgroup, or Domain: 0.0.0.0/0
RO Access Rule: none
RW Access Rule: none
User ID To Which Anonymous Users Are Mapped: 65534
Superuser Security Types: none
Honor SetUID Bits in SETATTR: true
Allow Creation of Devices: true

B I9SA4T7UPE—7y b R a—LICTVERATERczHEBLET,
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CLUSTER: :> export-policy check-access -vserver dest -volume dest nfs
-client-ip 10.61.82.215 -authentication-method none -protocol nfs3
-access-type read-write

Policy Policy Rule
Path Policy Owner Owner Type Index
Access
/ xcpexportpolicy

dest root volume 1
read
/dest nfs xcpexportpolicy

dest nfs volume 1

read-write

2 entries were displayed.

14. Linux NFS ' —N\N—ICEHELFEFT, NFSIUVRR—FENFAR)2a—LDIY TV b R4 M EERL E
ER

[root@localhost /]# cd /mnt
[root@localhost mnt]# mkdir dest

15. =47 FONFSV3 TR R—bF R)a—LEZDIY IV RAYMIRIELET,

NFSV3 KU 3= LIET Y 2K — b T BRENBD ETH, &F L NFS H—/i—Ick>T
(D) RUVEENBERBEEBDERA. T PEIEBBA. XCPLinux KXk 25172k
RTNBORY 2 —LEITY FLET,

[root@localhost mnt]# mount -t nfs 10.61.73.115:/dest nfs /mnt/dest
IO RAYVMDEBICERINI-C 2R LET,

[root@ localhost /]# mount | grep nfs
10.61.73.115:/dest nfs on /mnt/dest type nfs

16. NFS TR R—RINENYTUERRAYMITREN 7270 EER L. iARD/IESIAAT IR 2R
MCLET,
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[root@localhost dest]# touch test.txt

Verify the file is created

[root@localhost dest]# 1ls -1

total O

-rw-r--r—-— 1 root bin 0 Jun 2 03:16 test.txt

@ HAMD/EZTRAATAIDNTT LIS, =T Y FDNFSIYTY b RAV A5 T 74
IWzHIBRL £95

7. XCPHRA YA R=ILTNTWVWB Linux 725047 b AT LICERLET, XCPAYX =L XX %
BRLEY,

[root@localhost ~]# cd /linux/
[root@localhost linux]#

18. BFTLTY —R7E—RNFSV3T IR R—r%#BELEd, xcp show XCP Linux 75047k KX k
SRAFLEOOTUR,

[root@localhost]#./xcp show 10.61.82.215
== NFS Exports ==

Mounts Errors Server

4 0 10.61.82.215
Space Files Space Files
Free Free Used Used Export

23.7 GiB 778,134 356 KiB 96 10.61.82.215:/vol/nfsvoll

17.5 GiB 622,463 1.46 GiB 117 10.61.82.215:/vol/nfsvol

328 GiB 10.8M 2.86 GiB 7,904 10.61.82.215:/vol/vol0/home

328 GiB 10.8M 2.86 GiB 7,904 10.61.82.215:/vol/vol0
== Attributes of NFS Exports ==
drwxr-xr—-x —-—- root wheel 4KiB 4KiB 2d21h 10.61.82.215:/vol/nfsvoll
drwxr-xr-x —--—- root wheel 4KiB 4KiB 2d21h 10.61.82.215:/vol/nfsvol
drwxrwxrwx —-t root wheel 4KiB 4KiB 9d22h 10.61.82.215:/vol/vol0/home
drwxr-xr—-x —-—- root wheel 4KiB 4KiB 4d0Oh 10.61.82.215:/vol/vol0

3.89 KiB in (5.70 KiB/s), 7.96 KiB out (11.7 KiB/s), Os.

19. V—ZNFSV3 TR KR—bF NXZRXFX v L. EOT7AILIBEDKETEZHALE T,

NetAppld. ¥V —ANFSV3IT U RR— hEFHAWMDERE—RICTEICZ#HRELTUVET, xcp scan
« copy~ €LT sync'#fE. T 'synciRfEZRITIBICIE. “-snap WL d DEZFOA T3>,
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[root@localhost /]1# ./xcp scan 10.61.82.215:/vol/nfsvol/.snapshot/snapl
nfsvol

nfsvol/n5000-uk9.5.2.1.N1.1.bin

nfsvol/821 g image.tgz

nfsvol/822RC2 g image.tgz

nfsvol/NX5010 12 node RCF vl1.3.txt
nfsvol/n5000-uk9-kickstart.5.2.1.N1.1.bin

nfsvol/catalog

23 scanned, 7.79 KiB in (5.52 KiB/s), 1.51 KiB out (1.07 KiB/s), 1s.
[root@scsprl202780001 vol acld4l# ./xcp sync -id 7msnapl -snap
10.236.66.199:/vol/nfsvol/.snapshot/snapl0

(show scan and sync)

20. Y —X 7-Mode NFSV3 X F+v >3y b (R—XR)%ZX—4"v FONTAPY X 7L ED NFSv3 T R7R—
l‘t::l E-Li?o

[root@localhost /1# /xcp copy 10.61.82.215:/vol/nfsvol/.snapshot/snapl
10.61.73.115:/dest_nfs

44 scanned, 39 copied, 264 MiB in (51.9 MiB/s), 262 MiB out (51.5
MiB/s), 5s

44 scanned, 39 copied, 481 MiB in (43.3 MiB/s), 479 MiB out (43.4
MiB/s), 10s

44 scanned, 40 copied, 748 MiB in (51.2 MiB/s), 747 MiB out (51.3
MiB/s), 16s

44 scanned, 40 copied, 1.00 GiB in (55.9 MiB/s), 1.00 GiB out (55.9
MiB/s), 21s

44 scanned, 40 copied, 1.21 GiB in (42.8 MiB/s), 1.21 GiB out (42.8
MiB/s), 26s

Sending statistics...

44 scanned, 43 copied, 1.46 GiB in (47.6 MiB/s), 1.45 GiB out (47.6
MiB/s), 3ls.

() swommEEoroic. COBARFy Ty FERELET,

21. Q-7 LB, V—REFEED NFSV3E T RKR— FIE—DT—2HhH2 e R LET, £
17 “xcp verify 1870
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22.

[root@localhost /]# ./xcp verify 10.61.82.215:/vol/nfsvol
10.61.73.115:/dest_nfs

44 scanned, 44 found, 28 compared, 27 same data, 2.41 GiB in (98.4
MiB/s), 6.25 MiB out (255 KiB/s), 26s

44 scanned, 44 found, 30 compared, 29 same data, 2.88 GiB in (96.4
MiB/s), 7.46 MiB out (249 KiB/s), 3ls

44 scanned, 100% found (43 have data), 43 compared, 100% verified (data,

attrs, mods), 2.90 GiB in (92.6 MiB/s), 7.53 MiB out (240 KiB/s), 32s.

BHL verify V—XT7—RE2—=5vy b T—2DEVEZEEL. T5—%#&H L £T no such file or

directory ‘is reported in the summary. To fix that issue, run the *xcp sync'Y —XDEBE#FELICIE—TF 3

a2k,

N b F—N—BIE Ay A —N—FRICEST verify Fizo V—RICHLWF— K EIBHINLT— 4
no3HaIE. BOBHERTLET. BHZENBZHEIE. CNSOEBICHLTHLLRF v TS

3y hIAE—%ZERL. DRy T3y bNR%Z -snap FEHRIEEO A F> 3>,
R1T 'xcpsync AX Y R%E “ssnap 7 7> a > eXFvyrFoav ik N,
[root@localhost /1# ./xcp sync -id 3

Index: {source: '10.61.82.215:/vol/nfsvol/.snapshot/snapl', target:
'10.61.73.115:/dest _nfsl'}

64 reviewed, 64 checked at source, 6 changes, 6 modifications, 51.7 KiB

in (62.5

KiB/s), 22.7 KiB out (27.5 KiB/s), Os.

xcp: sync '3': Starting search pass for 1 modified directory...

xcp: sync '3': Found 6 indexed files in the 1 changed directory

xcp: sync '3': Rereading the 1 modified directory to find what's new...
xcp: sync '3': Deep scanning the 1 directory that changed...

11 scanned, 11 copied, 12.6 KiB in (6.19 KiB/s), 9.50 KiB out (4.66
KiB/s), 2s..

() comfEicit. "—x 2FvTLav MRETT,

28. TN O — 1R 1EZ BT 31C1E. “xcp resume’ 5o
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[root@scsprl202780001 534h dest voll# ./xcp resume -id 3

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxxxx [NetApp Inc]
until Mon Dec 31 00:00:00 2029

xcp: Index: {source: '10.61.82.215:/vol/nfsvol',/.snapshot/snapl,
target: 10.237.160.55:/dest vol}

xcp: resume '7msnap resl': Reviewing the incomplete index...
xcp: diff 'Umsnap resl': Found 143 completed directories and 230 in
progress

39,688 reviewed, 1.28 MiB in (1.84 MiB/s), 13.3 KiB out (19.1 KiB/s),
Os.

xcp: resume '7msnap resl': Starting second pass for the in-progress
directories...

Xcp: resume '7/msnap resl': Resuming the in-progress directories...
xcp: resume '7msnap resl': Resumed command: copy {-newid:

u'7msnap_resl'}
xcp: resume '7/msnap resl': Current options: {-id: '7msnap resl'}
xcp: resume '7msnap resl': Merged options: {-id: '7msnap resl', -newid:
u'’/msnap resl'}
xcp: resume '7/msnap resl': Values marked with a * include operations
before resume

68,848 scanned*, 54,651 copied*, 39,688 indexed*, 35.6 MiB in (7.04
MiB/s), 28.1 MiB out (5.57 MiB/s), 5s

24. NFSV3 754 7> b ;KRR ME. 7-Mode X L =W 57O 3= J NV —X NFSv3 T XK
—rET7UXTRL. ONTAPASAZ—4w K NFSV3 TV A R—bEY TV R TRIBELRAHDET,
DUIDEZICIFBLEDRETT,

NetApp 7-Mode Hh*5NetApp X kL — & XF LAD ACLv4 D17

ZDEITa>TIE. V—XANFSv4A T ZR— L ZONTAPY AT LICETT 3= DFE%# EBFERIICERA L

9,

NetApp. VY —ZXNFSV4 R a—LWRITIRR—bEN, 54T SATLICRTV RS
NTHEDH. XCP A Linux Y RTLICTTICA VA —ILENTWVWBR ZcZRIIBRE L TWLWE T,

@ Y —Z . ACL ZH7R— h9 BNetApp 7-Mode AT LTHBZHENHD £9, ACL DT

|ENetAppHh SNetApp AND AT R— b ENF T, BEICHERNFHEENZ 7707 /ILlzOE—
5% 81F. A= aAE—%&A UTF-8 CIYOA—REINiESEBEZYR— L TWVWE I %
BLTLIETL,

Y —ZNFSv4IL U X7R— b ZONTAPICHEIT T B -0 DRTIRE M

Y —ZX NFSv4 T A7R— hZONTAPICRIT T DHIIC. RDARSFEZ®I-L TWAHRELAHD £7,

* B AT LICIENFSVE HERESNTWVWBIHELRBHD £9,

*NFSV4 Y —RERX—=w RMEXCP RRAMIRTY R T BUELRHDEXT, V=R AML—=JR—=T vy
f AML—=S%—BEEB7T2HICNFS VA0 ZFRL. V=X PRATLER—=T v O XFTLTACLY
BICHE->TWBRZ e EEELE T,
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* XCPTIl&. ACLAEBDT=®ICY —RIZ—4w FINZAEXCPRA MIRT Y NTZHRERHD £, XD
TiE. "vol1(10.63.5.56:/vol1) ICHEEH TN TUL S /mnt/vol1' /Y X :

[root@localhost ~1# df -h
Filesystem Size Used
Avail Use$% Mounted on
10.63.5.56:/voll 973M 4.2M
969M 1% /mnt/voll

[root@localhost ~]# ./xcp scan -1 -acl4 10.63.5.56:/voll/
XCP <version>; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Sun Mar 31 00:00:00 2029

drwxr-xr-x —--- root root 4KiB 4KiB 23h42m voll

rw-r—-—-r—-— —-- root root 4 0 23h42m voll/DIR1/FILE

drwxr-xr—-x —--- root root 4KiB 4KiB 23h42m voll/DIR1/DIR11

drwxr-xr-x —-- root root 4KiB 4KiB 23h42m voll/DIR1

rw-r—-—-r—-— —-- root root 4 0 23h42m voll/DIR1/DIR11/FILE
drwxr-xr—-x —-- root root 4KiB 4KiB 23h42m voll/DIR1/DIR11/DIR2
rw-r—--r-- —--- root root 4 0 23h42m voll/DIR1/DIR11/DIR2/FILE
drwxr-xr-x —--—- root root 4KiB 4KiB 17m43s voll/DIR1/DIR11/DIR2/DIR22

8 scanned, 8 getacls, 1 v3perm, 7 acls, 3.80 KiB in (3.86 KiB/s), 1.21 KiB
out (1.23 KiB/s), Os.

BIFaLORIFTOaY
BIFA LY NIRRT RH0 2 204 TS 3 VIERDEED TH.

* XCPHH TF4 LU R TEET B7HIC (/voll/DIRL/DIR1L) « BRERNAEIYTVRLET
(10.63.5.56:/voll/DIR1/DIR11) & XCP /KRR b EICTERRL £,

TEBNADNTY T FEINTUVERWES. XCPIIXRDIS—%2HRELEX T,

[root@localhost ~]# ./xcp scan -1 -acl4 10.63.5.56:/voll/DIR1/DIR11

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Sun Mar 31 00:00:00 2029

xcp: ERROR: For xcp to process ACLs, please mount
10.63.5.56:/voll/DIR1/DIR11 using the OS nfs4 client.

cHITF4 LU MNI)EXEZFERY B(mount: subdirectory/qtree/.snapshot) & L TRESINE T,
UToflzBRLTLIETL,
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[root@localhost ~]# ./xcp scan -1 -acl4 10.63.5.56:/voll:/DIR1/DIR11
XCP <version>; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Sun Mar 31 00:00:00 2029

drwxr-xr-x —--- root root 4KiB 4KiB 23h51m DIR11

rw-r—-—-r—-— —-- root root 4 0 23h51m DIR11/DIR2/FILE
drwxr-xr—-x —--- root root 4KiB 4KiB 26m9s DIR11/DIR2/DIR22
rw-r—--r-- —--- root root 4 0 23h51m DIR11/FILE
drwxr-xr-x —--—- root root 4KiB 4KiB 23h51m DIR11/DIR2

5 scanned, 5 getacls, 5 acls, 2.04 KiB in (3.22 KiB/s), 540 out (850/s),
Os.

ACLv4 % NetApp 7-Mode h*5NetApp X kL —2 S X T LICBITT ICIE. ROFIEEZRITLED,

1. #—4y FOONTAPY RF LW EE THBZ L ERAL T

CLUSTER: :> cluster show

Node Health Eligibility
CLUSTER-01 true true
CLUSTER-02 true true

2 entries were displayed.
CLUSTER: :> node show

Node Health Eligibility Uptime Model Owner Location
CLUSTER-01

true true 78 days 21:01 FAS8060 RTP
CLUSTER-02

true true 78 days 20:50 FAS8060 RTP

2 entries were displayed.
CLUSTER: :> storage failover show

Takeover
Node Partner Possible State Description
CLUSTER-01 CLUSTER-02 true Connected to CLUSTER-02
CLUSTER-02 CLUSTER-01 true Connected to CLUSTER-01

2 entries were displayed.

2. 3=y k DRTLICDBLKEH 1 DDIFIL—b FIVTF— D EET D zHRLE T, EFHIE
BTY
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CLUSTER: :> storage aggregate show

Aggregate Size Available Used$% State #Vols Nodes RAID
Status
aggr0 368.4GB 17.85GB 95% online 1 CLUSTER-01
raid dp,
normal
aggr0 CLUSTER 02 O

368.4GB 17.85GB 95% online 1 CLUSTER-02
raid dp,
normal
source 1.23TB 1.10TB 11% online 6 CLUSTER-01
raid dp,
normal

3 entries were displayed.

T—REFHHHRVWIEEIE. “storage aggr create 570

3. 84—y k UFZXRZ S RTLICSYM ZERR L £

CLUSTER: :> vserver create -vserver dest -rootvolume dest root -aggregate
poc -rootvolume-security-style mixed

[Job 647] Job succeeded:

Vserver creation completed

Verify the security style and language settings of the source

SVM BEEBICIER SN C & 2R L F 9,



CLUSTER: :> vserver show -vserver dest

Vserver:

Vserver Type:
Vserver Subtype:
Vserver UUID:

00a09853a969

Root Volume:

Aggregate:

NIS Domain:

Root Volume Security Style:

LDAP Client:

Default Volume Language Code:

Snapshot Policy:

Comment:

Quota Policy:

List of Aggregates Assigned:

Limit on Maximum Number of Volumes allowed:
Vserver Admin State:

Vserver Operational State:

Vserver Operational State Stopped Reason:
Allowed Protocols:

Disallowed Protocols:

Is Vserver with Infinite Volume:

QoS Policy Group:

Config Lock:

IPspace Name:

dest
data
default

91£6d786-0063-11e5-b114-

dest root
poc

mixed
C.UTF-8
default

default
unlimited
running
running

nfs, cifs, fcp, iscsi,

false
false
Default

4. —4"vw k SVM H'5 FCP. iSCSI. NDMP. & U CIFS 7O rJILZHIBRLE T,

CLUSTER: :> vserver remove-protocols -vserver dest -protocols

fcp,iscsi,ndmp,cifs

CDSVM THAEIENTWB7OMIID NFS THB e ZzMEELFT,

CLUSTER: :> vserver show -vserver dest -fields allowed-protocols

vserver allowed-protocols

BREEHDYV - ARV -LE—HBLTVWB I ZHRLE T,

ndmp

S. 585 SVM ICHT L LWEAID/EZIAAT —R R a—LZERLET. EFaTr X211, EFER



CLUSTER: :> vol create -vserver dest -volume dest nfs -aggregate poc
-size 150g -type RW -state online -security-style mixed
[Job 648] Job succeeded: Successful

6. NFS U147 FERZWNIBSTD7-DDT—H LIF ZER L £ T,

CLUSTER: :> network interface create -vserver dest -1if dest 1if -address
10.61.73.115 -netmask 255.255.255.0 -role data -data-protocol nfs -home
-node CLUSTER-01 -home-port eOl

LIF B EBEICERR SN e =8 L E 9,

CLUSTER: :> network interface show -vserver dest

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
dest

dest 1if

up/up 10.61.73.113/24 CLUSTER-01 eli

true

7 BEITIEC T, SYM ZfER L TRIL— b Z1EBR L £ 95

CLUSTER: :> network route create -vserver dest -destination 0.0.0.0/0
-gateway 192.168.100.111

L= bR EBICERENC e 2R LE T,

CLUSTER: :> network route show -vserver source
Vserver Destination Gateway Metric

0.0.0.0/0 10.61.73.1 20

8. #—#w kNFST—4 R a—L% SYMBEIZRICY T MLET,
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CLUSTER: :> volume mount -vserver dest -volume dest nfs -junction-path
/dest nfs -active true

R)a—LDEEICIT b EINEl e EZHERLET,

CLUSTER: :> volume show -vserver dest -fields junction-path

vserver volume junction-path
dest dest nfs /dest nfs
dest dest root

/

2 entries were displayed.

RYa—LYIV AT ay (v 3>/VR) HIBETETF T, "volume create 35T,

9. 2—4'w k SYM TNFS H—EXZRBLET,

CLUSTER: :> vserver nfs start -vserver dest

H—EXDFEREIN. TSN TVWB I ZRELE T,

CLUSTER: :> vserver nfs status
The NFS server is running on Vserver "dest".
CLUSTER::> nfs show
Vserver: dest
General Access: true
v3: enabled
v4.0: enabled
4.1: disabled
UDP: enabled
TCP: enabled
Default Windows User: -
Default Windows Group: -

10. 77 #)LEDNFS T RR—b RUS—HE—7v b SVMICERATNTWS e ZiRBLE T,

CLUSTER: :> vserver export-policy show -vserver dest
Vserver Policy Name

dest default
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M. BBIZIELT. 2= Y SYMDEFLWAREZL TIAR—bk RUS—%2ERL F7,

CLUSTER: :> vserver export-policy create -vserver dest -policyname
xcpexportpolicy

HLWARZL TV ZAR— b RUS—HEBICER SN 2R LE T,

CLUSTER: :> vserver export-policy show -vserver dest

Vserver Policy Name
dest default
dest xcpexportpolicy

2 entries were displayed.

12 NFS OZAT7 Y rADT IV ERZHATBELESICTVRR—F RS — L—ILEEBLET,

CLUSTER: :> export-policy rule modify -vserver dest -ruleindex 1
-policyname xcpexportpolicy -clientmatch 0.0.0.0/0 -rorule any -rwrule

any -anon 0

RUS— L= HEBEShcC e ZzBRLFT,

CLUSTER: :> export-policy rule show -instance
Vserver: dest
Policy Name: xcpexportpolicy
Rule Index: 1
Access Protocol: nfs3
Client Match Hostname, IP Address, Netgroup, or Domain: 0.0.0.0/0
RO Access Rule: none
RW Access Rule: none
User ID To Which Anonymous Users Are Mapped: 65534
Superuser Security Types: none
Honor SetUID Bits in SETATTR: true
Allow Creation of Devices: true

1B. O5A4F72MIR) 2a—LANDTIEZADFAINTWVWE L ZHELEF T,
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CLUSTER: :> export-policy check-access -vserver dest -volume dest nfs
-client-ip 10.61.82.215 -authentication-method none -protocol nfs3
-access-type read-write

Policy Policy Rule
Path Policy Owner Owner Type Index
Access
/ xcpexportpolicy

dest root volume 1
read
/dest nfs xcpexportpolicy

dest nfs volume 1

read-write

2 entries were displayed.

14. Linux NFS ' —N\N—ICEHELFEFT, NFSIUVRR—FENFAR)2a—LDIY TV b R4 M EERL E
ER

[root@localhost /]# cd /mnt
[root@localhost mnt]# mkdir dest

15. =45 FDONFSV4 TR R—bF R)a—LEZDIY IV RAYMIRIELET,

NFSv4 KU 3= LIET Y 2K — kT BRENBD ETH &4F L NFS H—/i—Ick>T
(D) UYL ENBERBEEBDERA. T FEIEBIBA. XCPLinux KXk 25172 b
RTNBORY 2 —LEITY FLET,

[root@localhost mnt]# mount -t nfs4 10.63.5.56:/voll /mnt/voll
IO RAYVMDEBICERINI-C 2R LET,

[root@localhost mnt]# mount | grep nfs

10.63.5.56:/voll on /mnt/voll type nfsi4

(rw, relatime,vers=4.0,rsize=65536,wsize=65536,namlen=255, hard, proto=tcp,
timeo=600,

retrans=2,sec=sys,clientaddr=10.234.152.84,1local lock=none,addr=10.63.5.
56)

16. NFS TV RR—bTINERIVE RAVMITAN 770 %2R L. SRARD/IEZAAT IR %H
M LET,
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[root@localhost dest]# touch test.txt
T7AIDMERESNI-C e 2B LE T,

[root@localhost dest]# 1ls -1
total O

-rw-r—-—-r—— 1 root bin 0 Jun 2 03:16 test.txt

@ RAMD/EETRAATAIDNTT LS. =T Y FDNFSIYTY E RAV DB T 74
ILZHIFRLE 9,

7. XCPHRA YA R=ILETNTWVWB Linux 250472 b AT LICERLET, XCPAYX =L X%
S2RELET,

[root@localhost ~]# cd /linux/
[rootRlocalhost linux]#

18. V—ZANFSVAL U R R—+r&E VLT F3ICIE. xcp show XCPLinux 2547k KX SXFLED
vV
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root@localhost]# ./xcp show 10.63.5.56

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until
Mon Dec 31 00:00:00 2029

getting pmap dump from 10.63.5.56 port 111...

getting export list from 10.63.5.56...

sending 6 mounts and 24 nfs requests to 10.63.5.56...

== RPC Services ==

'10.63.5.56"': UDP rpc services: MNT v1/2/3, NFS v3, NLM v4, PMAP v2/3/4,
STATUS vl

'10.63.5.56': TCP rpc services: MNT v1/2/3, NFS v3/4, NLM v4, PMAP
v2/3/4, STATUS vl

== NFS Exports ==

Mounts Errors Server

6 0 10.63.5.56
Space Files Space Files
Free Free Used Used Export
94.7 MiB 19,883 324 KiB 107 10.63.5.56:/
971 MiB 31,023 2.19 MiB 99 10.63.5.56:/vol2
970 MiB 31,024 2.83 MiB 98 10.63.5.56:/voll
9.33 GiB 310,697 172 MiB 590 10.63.5.56:/vol 005
43.3 GiB 1.10M 4.17 GiB 1.00M 10.63.5.56:/vol3
36.4 GiB 1.10M 11.1 GiB 1.00M 10.63.5.56:/vol4
== Attributes of NFS Exports ==
drwxr-xr—-x —-- root root 4KiB 4KiB 6d2h 10.63.5.56:/
drwxr-xr-x --—- root root 4KiB 4KiB 3d2h 10.63.5.56:/v0ol2
drwxr-xr-x —--—- root root 4KiB 4KiB 3d2h 10.63.5.56:/voll
drwxr-xr-x --- root root 4KiB 4KiB 9d2h 10.63.5.56:/vol 005
drwxr-xr-x --- root root 4KiB 4KiB 9d4h 10.63.5.56:/vol3
drwxr-xr-x —-- root root 4KiB 4KiB 9d4h 10.63.5.56:/vol4

6.09 KiB in (9.19 KiB/s), 12.2 KiB out (18.3 KiB/s), Os.

19. V—ZNFSV4 TV RKR—k NX%EXFxv > L. EOT7MILIBEDOHTE=HEAI LT,

NetAppld. VYV —ANFSVALT U A R— b ZFHmAIMDERAE—RICTRCEZHELTUVWET, xcp scan
. copy. €LT sync'i2(E,

[root@localhost]# ./xcp scan -acld4 10.63.5.56:/voll

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until
Mon Dec 31 00:00:00 2029

voll

voll/test/f1

voll/test

3 scanned, 3 getacls, 3 v3perms, 1.59 KiB in (1.72 KiB/s), 696 out
(753/s), Os.
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20. V—ZXNFSv4 TU A R—bHEX—4w RONTAPS X T L ED NFSv4 T RR— kcaOAE—LE 9,

[root@localhost]# ./xcp copy -acld4 -newid idl 10.63.5.56:/voll

10.63.5.56:/vol2

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc]

Mon Dec 31 00:00:00 2029

3 scanned, 2 copied, 3 indexed, 3 getacls, 3 v3perms, 1 setacl,

in (11.7 KiB/s), 61 KiB out (48.4 KiB/s), 1s..

until

14.7 KiB

21. % copy BT L7eB. V—RXEFEHD NFSv4 TV AR— MMCA—DT—2hBH3 e 2B LET, =

17 “xcp verify 1870

[root@localhost]# ./xcp verify -acld4 -noid 10.63.5.56:/voll

10.63.5.56:/vol2

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until

Mon Dec 31 00:00:00 2029
3 scanned, 100% found (0 have data), 100% verified (data,

attrs, mods,

acls), 6 getacls, 6 v3perms, 2.90 KiB in (4.16 KiB/s), 2.94 KiB out

(4.22 KiB/s), Os.

BHL verify V—XT7—R& 2=y b T—2DEVEEEL. T5—%#&HH L £ no such file or
directory IZ TIFHE SN TUVWE T, COMEZRRRT BICIE. xcpsync'V —ADEEZFETICIE—

935X,

2. py bF—=N—BIEHY A —=N—FIZEIT verify £Tzo V—RIZFHILWT—R FIEZEHINT—4X

NH3HEIE. EOEHMZRITLE T 21T xcp sync'#&To

[root@ root@localhost]# ./xcp sync -id idl

XCP <version>; (c) 2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until

Mon Dec 31 00:00:00 2029

xcp: Index: {source: 10.63.5.56:/voll, target: 10.63.5.56:/vol2}

3 reviewed, 3 checked at source, no changes, 3 reindexed,
(32.3 KiB/s), 23.3 KiB out (29.5 KiB/s), Os.

() comfrcid MEIOIE—0O1>F v RBELIFESIVETT,

23. i L7=EEZ BRI 3(1C1E copy #BIEX EITI BICIE. “xcp resume 8750

25.6 KiB in
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[root@localhost]#
(c)

XCP

Mon

RGOS
XCp:

XCp:

<version>;

./xcp resume -id idl
2020 NetApp, Inc.; Licensed to xxx [NetApp Inc] until

Dec 31 00:00:00 2029
{source: 10.63.5.56:/vol3, target: 10.63.5.56:/vol4}

Index:
resume 'idl':
diff 'idl':

39,899 reviewed,

'idl':

'idl':
'idl':
'idl':
'idl':
'idl':

1ls.

XCp: resume
directories...
XCp: resume
XCp: resume
XCp: resume
XCp: resume
XCp: resume
resume

86,404 scanned,

MiB/s),
39,899 indexed,
1.00M scanned,

(data,

2.56 GiB in

attrs,

Reviewing the incomplete index...

Found 0 completed directories and 8 in progress
1.64 MiB in (1.03 MiB/s), 14.6 KiB out (9.23 KiB/s),

Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command: copy {-acl4: True}

Current options: {-id: 'idl'}

Merged options: {-acld4: True, -id: 'idl'}

Values marked with a * include operations before

39,912 copied, 39,899 indexed, 13.0 MiB in (2.60

78.4 KiB out (15.6 KiB/s), 5s 86,404 scanned, 39,912 copied,
13.0 MiB in (0/s), 78.4 KiB out (0/s), 10s

100% found (1M have data), 1M compared, 100% verified
mods, acls), 2.00M getacls, 202 v3perms, 1.00M same acls,

(2.76 MiB/s), 485 MiB out (524 KiB/s), 15m48s.

% resume’ 7 7ML DOIAE—HTT LIcH. RITLET ‘verify V—X AL =2 EFEER ML —PICF
—DT—ENITENDLSICBERITLET,

CIFST—4 A ®MD7-Mode SMBX kL —%ZONTAPICH1TT %

CDEIarTIE. V—2X 7-Mode SMB H£EZONTAPS R T LICHKITT 21O DFIEZ BRFENICEHHAL £
ER

®

NetApp. 7-Mode &K UONTAPY X F LN SMB SA YR ZZITTVWBRHDEEELTVE
Jo B SVM BMER SN, V—RXELVIEHL SMB HENT I XR— kTN, XCP A1V X
F—IlEh. S4BT EENET,

1. SMBHEEEZXFX v > LTIT770ILETa LI ERELE T,
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C:\xcp>xcp scan -stats \\10.61.77.189\performance SMB home dirs
XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to xxxx xxxx[NetApp Inc]
until Mon Dec 31 00:00:00 2029

== Maximum Values ==

Size Depth Namelen Dirsize

15.6MiB 2 8 200

== Average Values ==

Size Depth Namelen Dirsize

540KiB 2 7 81

== Top File Extensions ==

.txt .tmp

5601 2200

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

46 6301 700 302 200 252

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

0 6.80MiB 8.04MiB 120MiB 251MiB 3.64GiB 0

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10k

18 1 77 1

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

7898

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
2167 56 322 5353

== Created ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
2171 54 373 5300

Total count: 7898

Directories: 97

Regular files: 7801

Symbolic links:

Junctions:

Special files:

Total space for regular files: 4.02GiB

Total space for directories: O

Total space used: 4.02GiB

7,898 scanned, 0 errors, O0s

2. =W H55EHD SMBHEICT 71l (ACLIHEFX/IFACLAL)ZIE—LF T, XDHIE. ACL %=
FRALZIE—%ZRLTVWET,
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C:\xcp>xcp copy —-acl -fallback-user "DOMAIN\gabi" -fallback-group
"DOMAIN\Group" \\10.61.77.189\performance SMB home dirs
\\10.61.77.56\performance SMB home dirs

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to xxxx xxxx[NetApp Inc]
until Mon Dec 31 00:00:00 2029

7,898 scanned, 0 errors, skipped, 184 copied, 96.1MiB (19.2MiB/s), b5s
skipped, 333 copied, 519MiB (84.7MiB/s), 10s

0

7,898 scanned, 0
errors, 0 skipped, 366 copied, 969MiB (89.9MiB/s), 15s

0

0

errors,
7,898 scanned,
7,898 scanned,

errors, skipped, 422 copied, 1.43GiB (99.8MiB/s), 20s

skipped, 1,100 copied, 1.69GiB (52.9MiB/s),

o O O O

7,898 scanned,
25s

7,898 scanned, 0 errors, 0 skipped, 1,834 copied, 1.94GiB (50.4MiB/s),
30s

7,898 scanned, 0 errors, 0 skipped, 1,906 copied, 2.43GiB (100MiB/s),
35s

7,898 scanned, 0 errors, 0 skipped, 2,937 copied, 2.61GiB (36.6MiB/s),
40s

7,898 scanned, 0 errors, 0 skipped, 2,969 copied, 3.09GiB (100.0MiB/s),
45s

7,898 scanned, 0 errors, 0 skipped, 3,001 copied, 3.58GiB (100.0MiB/s),
50s

7,898 scanned, 0 errors, 0 skipped, 3,298 copied, 4.01GiB (88.0MiB/s),
55s

7,898 scanned, 0 errors, 0 skipped, 5,614 copied, 4.01GiB (679KiB/s),
ImOs

7,898 scanned, 0 errors, 0 skipped, 7,879 copied, 4.02GiB (445KiB/s),
Im5s

7,898 scanned, 0 errors, 0 skipped, 7,897 copied, 4.02GiB (63.2MiB/s),
ImSs

errors,

@ TRERNNBVWEEIZ. AL —CZFALTHLLW T —XENZERLE I, "aggr

create o

—REBEDT 7L ZREHLET,

C:\xcp>xcp sync -acl -fallback-user "DOMAIN\gabi" -fallback-group
"DOMAIN\Group" \\10.61.77.189\performance SMB home dirs
\\10.61.77.56\performance SMB home dirs

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to xxxx xxxx[NetApp Inc]
until Mon Dec 31 00:00:00 2029

10,796 scanned, 4,002 compared, 0 errors, 0 skipped, 0 copied, O
removed, b5s

15,796 scanned, 8,038 compared, 0 errors, 0 skipped, 0 copied, O
removed, 10s



15,796 scanned, 8,505 compared, 0 errors, 0 skipped, 0 copied,

removed, 15s

15,796 scanned, 8,707 compared, 0 errors, 0 skipped, 0 copied,

removed, 20s

15,796 scanned, 8,730 compared, 0 errors, 0 skipped, 0 copied,

removed, 25s

15,796 scanned, 8,749 compared, 0 errors, 0 skipped, 0 copied,

removed, 30s

15,796 scanned, 8,765 compared, 0 errors, 0 skipped, 0 copied,

removed, 35s

15,796 scanned, 8,786 compared, 0 errors, 0 skipped, 0 copied,

removed, 40s

15,796 scanned, 8,956 compared, 0 errors, 0 skipped, 0 copied,

removed, 45s

8 XCP v1.6 User Guide © 2020 NetApp, Inc. All rights reserved.

Step Description

15,796 scanned, 9,320 compared, 0 errors, 0 skipped, 0 copied,

removed, 50s

15,796 scanned, 9,339 compared, 0 errors, 0 skipped, 0 copied,

removed, 55s

15,796 scanned, 9,363 compared, 0 errors, 0 skipped, 0 copied,

removed, 1mOs

15,796 scanned, 10,019 compared, 0 errors, 0 skipped, 0 copied,
removed, 1mbs

15,796 scanned, 10,042 compared, 0 errors, 0 skipped, 0 copied,
removed, 1mlO0s

15,796 scanned, 10,059 compared, 0 errors, 0 skipped, 0 copied,
removed, 1ml5s

15,796 scanned, 10,075 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m20s

15,796 scanned, 10,091 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m25s

15,796 scanned, 10,108 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m30s

15,796 scanned, 10,929 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m35s

15,796 scanned, 12,443 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m40s

15,796 scanned, 13,963 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m45s

15,796 scanned, 15,488 compared, 0 errors, 0 skipped, 0 copied,
removed, 1m50s

15,796 scanned, 15,796 compared, 0 errors, 0 skipped, 0 copied,
removed, 1mbls

4 T7AUDELL JE—SN=C ez L £,



C:\xcp> xcp verify \\10.61.77.189\performance SMB home dirs
\\10.61.77.56\performance SMB home dir

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to xxxx xxxx[NetApp Inc]
until Mon Dec 31 00:00:00 2029

8 compared, 8 same, 0 different, 0 missing, 5s

24 compared, 24 same, 0 different, 0 missing, 10s

41 compared, 41 same, 0 different, 0 missing, 15s

63 compared, 63 same, 0 different, 0 missing, 20s

86 compared, 86 same, 0 different, 0 missing, 25s

423 compared, 423 same, 0 different, 0 missing, 30s

691 compared, 691 same, 0 different, 0 missing, 35s

1,226 compared, 1,226 same, 0 different, 0 missing, 40s

1,524 compared, 1,524 same, 0 different, 0 missing, 45s
1,547 compared, 1,547 same, 0 different, 0 missing, 50s
1,564 compared, 1,564 same, 0 different, 0 missing, 55s
2,026 compared, 2,026 same, 0 different, 0 missing, 1mOs
2,045 compared, 2,045 same, 0 different, 0 missing, 1mbs
2,001 compared, 2,061 same, 0 different, 0 missing, 1mlO0s
2,081 compared, 2,081 same, 0 different, 0 missing, 1mlb5s
2,098 compared, 2,098 same, 0 different, 0 missing, 1m20s
2,116 compared, 2,116 same, 0 different, 0 missing, 1m25s
3,232 compared, 3,232 same, 0 different, 0 missing, 1m30s
4,817 compared, 4,817 same, 0 different, 0 missing, 1m35s
6,267 compared, 6,267 same, 0 different, 0 missing, 1m40s
7,844 compared, 7,844 same, 0 different, 0 missing, 1m45s
7,898 compared, 7,898 same, 0 different, 0 missing, 1m45s,cifs

V—ZZARL =Ry ZHS50NTAPAD ACL Z{ERA L7- CIFS ¥ — 21T

DI TIE EXa2a T BRESL CIFS T—2%Y — A B2 —F v k
DONTAPY X T LICHITT B2 FIEZ ERRERIICEHRAL £ 9,

1. %4—%y FOONTAPY RF LW EE THB L #HALE T,
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Cl sti96-vsim-ucs540m cluster::> cluster show

Node Health Eligibility
sti96-vsim-ucs540m true true
sti96-vsim-ucs540n true true

2 entries were displayed.

Cl sti%6-vsim-ucs540m cluster::> node show

Node Health Eligibility Uptime Model Owner Location

sti96-vsim-ucs540m

true true 15 days 21:17 SIMBOX ahammed sti
sti96-vsim-ucs540n
true true 15 days 21:17 SIMBOX ahammed sti
2 entries were displayed.
cluster::> storage failover show
Takeover

Node Partner

sti96-vsim-ucs540m

Possible State Description

sti96-vsim- true Connected to sti96-vsim-ucs540n
ucs540n

sti96-vsim-ucs540n
sti96-vsim- true Connected to sti96-vsim-ucs540m

ucs540m
2 entries were displayed.

Cl sti%6-vsim-ucs540m cluster::>

2. 8=y b YRTLIZDBLLED 1 DDIFIIL— b TIVS—bDNFET B EZREBLE T, EFHIIE
BTY,
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cluster::*> storage aggregate show

Nodes RAID

sti96-vsim-

ucs540o0

sti96-vsim-

ucs540p

sti96-vsim-

ucs540p

sti96-vsim-

ucs540o0

sti96-vsim-

ucs540p

Aggregate Size Available Used$% State #Vols
Status
aggr0 sti9%6 vsim ucs5400

7.58GB 373.3MB 95% online
raid dp,
normal
aggr0 sti96 vsim ucs540p

7.58GB 373.3MB 95% online
raid dp,
normal
aggr 001 103.7GB 93.63GB 10% online
raid dp,
normal
sti9%6 vsim ucs5400 aggrl

23.93GB 23.83GB 0% online
raid dp,
normal
sti%6 vsim ucs540p aggrl

23.93GB 23.93GB 0% online
raid dp,
normal

5 entries were displayed.

() FsgrsLBaE.

“storage aggr create $&7To

32—y k UFRE I RTLICSYM Z1ER L £7,
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cluster::*> vserver create -vserver vsl -rootvolume root vsl -aggregate

sti%6 vsim ucs5400 aggrl -rootvolume-security-style mixed

Verify that the SVM was successfully created.
C2 sti9%6-vsim-ucs540c cluster::*> vserver show -vserver vsl
Vserver: vsl
Vserver Type: data
Vserver Subtype: default
Vserver UUID: f£8bc54be-d91b-11e9-b99%c-
005056a7e57e
Root Volume: root vsl
Aggregate: sti96 vsim ucs540o0 aggrl
NIS Domain: NSQA-RTP-NIS1
Root Volume Security Style: mixed
LDAP Client: esisconfig
Default Volume Language Code: C.UTF-8
Snapshot Policy: default
Data Services: data-nfs, data-cifs,
data-flexcache, data-iscsi
Comment: vsl
Quota Policy: default
List of Aggregates Assigned: -
Limit on Maximum Number of Volumes allowed: unlimited
Vserver Admin State: running
Vserver Operational State: running
Vserver Operational State Stopped Reason: -
Allowed Protocols: nfs, cifs, fcp, iscsi, ndmp
Disallowed Protocols: -
Is Vserver with Infinite Volume: false
QoS Policy Group: -
Caching Policy Name: -
Config Lock: false
Volume Delete Retention Period: 0
IPspace Name: Default
Foreground Process: -
Is Msid Preserved for DR: false
Force start required to start Destination in muliple IDP fan-out case:
false
Logical Space Reporting: false
Logical Space Enforcement: false

4. FE5%E SYM ICFILVWERABD /EETRAAHT—F R a—LZ2ERLET, EF¥alT+0 X2, EEHR
E. BEBHPYV - RVa2—-—LE—BLTVWB I ZHERLET,
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CLUSTER CLUSTER::> vol create -vserver vsl -volume dest vol -aggregate
aggr 001 -size 150g type RW -state online -security-style ntfs

5. SMB US4 7 hNEREZMIBST Z7-60DT—4 LIF Z{ERRL L £,

CLUSTER: :> network interface create -vserver vsl -1if sti96-vsim-
ucs540o datal -address 10.237.165.87 -netmask 255.255.240.0 -role data
-data-protocol nfs,cifs -home-node sti96-vsim-ucs540o0 -home-port e0d

LIF BAEBICIE SN C 2R L T

cluster::*> network interface show -vserver vsl

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home
vsl
sti96-vsim-ucs5400 datal
up/up 10.237.165.87/20 sti96-vsim-ucs5400
eld
true

6. MEICIHELC T, SVM Z A L THMIL— b ZERRL 9,

Network route create -vserver dest -destination 0.0.0.0/0 -gateway
10.237.160.1

L= bR EBICERENC e 2R LE T,

cluster::*> network route show -vserver vsl

Vserver Destination Gateway Metric
vsl
0.0.0.0/0 10.237.160.1 20
33/0 £fd20:8ble:b255:9155::1
20

2 entries were displayed.

7. 83—y~ F—42R)a1—L% SYMEBEIZEBICYTI>MLETD,
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CLUSTER: :> volume mount -vserver vsl -volume dest vol -junction-path

/dest _vol -active true

RVa—LHAEBICYTEEINTVWER I ZREELET,

cluster::*> volume show -vserver vsl -fields junction-path
vserver volume junction-path

vsl dest vol /dest vol

vsl root vsl /

2 entries were displayed.

Note: You can also specify the volume mount options (junction path) with

the volume create command.

8. 2—4'w kSYMTCIFH—EXRZRBLET,

cluster::*> vserver cifs start -vserver vsl
Warning: The admin status of the CIFS server for Vserver "vsl" is

already "up"

H—EXDFEBREIN. TSN TVWB I ZRELE T,

cluster::*>
Verify the service is started and running
C2 sti%6-vsim-ucs540c cluster::*> cifs show

Server Status Domain/Workgroup Authentication
Vserver Name Admin Name Style
vsl D60AB15C2AFC4D6 up CTL domain

9. FI7AINEDIIRR—F RUS—DE—4v k SUMICBRINTWVWS L ZREELE T,

CLUSTER: :> vserver export-policy show -vserver dest
Vserver Policy Name

dest default

MBEIHLT. =7y b SYMOFILWARRL TV XR—k RS —ZERLE T,
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CLUSTER: :> vserver export-policy create -vserver vsl -policyname
Xcpexport

10. CIFOZA4T7 Y bADTIERZHATEILSICIVAR— b RUS— L—ILZZBELZX T,

CLUSTER: :> export-policy rule modify -vserver dest -ruleindex 1
-policyname xcpexportpolicy -clientmatch 0.0.0.0/0 -rorule any -rwrule

any -anon 0

RUS— LI HEESNIcCE2BR/LE T,
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cluster::*> export-policy rule show —-instance
Vserver:
Policy Name:
Rule Index:
Access Protocol:
List of Client Match Hostnames, IP Addresses,

0.0.0.0/0

RO Access Rule:

RW Access Rule:

User ID To Which Anonymous Users Are Mapped:
Superuser Security Types:

Honor SetUID Bits in SETATTR:

Allow Creation of Devices:

NTFS Unix Security Options:

Vserver NTFS Unix Security Options:

Change Ownership Mode:

Vserver Change Ownership Mode:

Policy ID:

Vserver:

Policy Name:

Rule Index:

Access Protocol:

List of Client Match Hostnames, IP Addresses,

0:0:0:0:0:0:0:0/0

RO Access Rule:

RW Access Rule:

User ID To Which Anonymous Users Are Mapped:
Superuser Security Types:

Honor SetUID Bits in SETATTR:

Allow Creation of Devices:

NTFS Unix Security Options:

Vserver NTFS Unix Security Options:
Change Ownership Mode:

Vserver Change Ownership Mode:
Policy ID:

2 entries were displayed.

vsl
default
1

any

Netgroups, or Domains:

any
any

65534

any

true

true

fail

use export policy
restricted

use export policy
12884901889

vsl

default

2

any

Netgroups, or Domains:

any
any

65534

none

true

true

fail

use export policy
restricted

use export policy
12884901889

N OZA4T7 Y MR a—LADTIEZADHFAINTVE L ZHELEF T,
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cluster::*> export-policy check-access -vserver vsl -volume dest vol

-client-ip 10.234.17.81 -authentication-method none -protocol cifs

-access-type read-write

Path
Access

read

Policy Policy Rule
Policy Owner Owner Type Index
default root vsl volume 1
default dest vol volume 1

/dest _vol

read-write

2 entries were displayed.

12. XCP 1A R=ILENTWVS Windows 7514 7> b SRTLICERLEFT, XCPA1>YX =)L /NX

ZBRLET,

C:\WRSHDNT>dir c:\netapp\xcp
dir c:\netapp\xcp

Volume in drive C has no label.
Volume Serial Number is 5C04-CO0C7
Directory of c:\netapp\xcp

09/18/2019
09/18/2019
06/25/2019
09/18/2019
09/29/2019

09:
09:
06:
09:
08:

30
30
27
30
45

2 File(s)
3 Dir(s)

AM
AM
AM
AM
PM

<DIR>
<DIR>
304 license
<DIR> Logs
12,143,105 xcp.exe
12,143,409 bytes
29,219,549,184 bytes free

18. V=X /—=FOSMBIT Y AR—br%Z U IT1)F3ICIdF. xcp show XCP Windows 7 517> k Rk &
AT7TLEDOTIR,
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C:\WRSHDNT>c:\netapp\xcp\xcp show \\10.237.165.71

c:\netapp\xcp\xcp show \\10.237.165.71

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Mon Dec 31 00:00:00 2029

Shares Errors Server
0 0 10.237.165.71
== SMB Shares ==
Space Space Current
Free Used Connections Share Path Folder Path
9.50GiB 4.57MiB 1 \\10.237.165.71\source_share C:\source vol
94.3MiB 716KiB 0 \\10.237.165.71\ROOTSHARE C:\
0 0 N/A \\10.237.165.71\1ipc$ N/A
94.3MiB 716KiB 0 \\10.237.165.71\c$ C:\
== Attributes of SMB Shares ==
Share Types
Remark
source_ share DISKTREE
test share DISKTREE
test sh DISKTREE
ROOTSHARE DISKTREE \"Share mapped
to top of Vserver global namespace, created bydeux init \"
ipc$s PRINTQ, SPECIAL, IPC, DEVICE
c$ SPECIAL
== Permissions of SMB Shares ==
Share Entity
Type
source share Everyone
Allow/Full Control
ROOTSHARE Everyone
Allow/Full Control
ipcs Everyone
Allow/Full Control
S Administrators

Allow/Full Control/

14. 297 ‘help AE—D TV K,



C:\WRSHDNT>c:\netapp\xcp\xcp help copy

c:\netapp\xcp\xcp help copy

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Mon Dec 31 00:00:00 2029

usage: xcp copy [-h] [-v] [-parallel <n>] [-match <filter>] [-preserve-
atime]

[-acl] [-fallback-user FALLBACK USER]

[-fallback-group FALLBACK GROUP] [-root]

source target

positional arguments:

source

target
optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match
the

filter (see "xcp help -match’ for details)
-preserve-atime restore last accessed date on source
-acl copy security information

-fallback-user FALLBACK USER
the name of the user on the target machine to
receive
the permissions of local (non-domain) source
machine
users (eg. domain\administrator)
-fallback-group FALLBACK GROUP
the name of the group on the target machine to

receive
the permissions of local (non-domain) source
machine
groups (eg. domain\administrators)
-root copy acl for root directorytxt

15. 2—%"v FDONTAPY X T LT, B LTRRETZHENHZO—NIILI—H—BrO—NITIL—T%
DY NEERLE T, ‘fallback-user £ L T “fallback-group'5|#8/%¥ X,

78



cluster::*> local-user show

(vserver cifs users-and-groups local-user show)

Vserver User Name Full Name
Description
vsl D60AB15C2AFC4D6\Administrator
Built-in

administrator account
C2 sti9%6-vsim-ucs5400 cluster::*> local-group show

(vserver cifs users-and-groups local-group show)
Vserver Group Name Description
vsl BUILTIN\Administrators Built-in Administrators
group
vsl BUILTIN\Backup Operators Backup Operators group
vsl BUILTIN\Guests Built-in Guests Group
vsl BUILTIN\Power Users Restricted
administrative privileges
vsl BUILTIN\Users All users

5 entries were displayed

16. ACLIYEDCIFF—R%EY — AW SR —7y MIBITTSBICIE. xepcopy AX Y R%E "-acl €L T
‘—fallback-user/group’ 7> 3 >,

D 1= |Z “fallback-user/group’ 4 7> 3 > Tld. Active Directory TREONZEBDI—H—F /=g IL—
7. FRF2—7y b XFL0O0—-HI A —/FI—TE=EELE T,
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C:\WRSHDNT>c:\netapp\xcp\xcp copy -acl -fallback-user
D60AB15C2AFC4D6\Administrator -fallback-group BUILTIN\Users
\\10.237.165.79\source _share \\10.237.165.89\dest share
c:\netapp\xcp\xcp copy -acl -fallback-user D60AB15C2AFC4D6\Administrator
-fallback-group BUILTIN\Users \\10.237.165.79\source_share
\\10.237.165.89\dest share

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Mon Dec 31 00:00:00 2029

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 8s

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 13s

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 18s

ERROR failed to obtain fallback security principal "BUILTIN\Users".
Please check if the principal with the name "BUILTIN\Users" exists on
"D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\Administrator". Please check if the principal with the
name "D60ABI15C2AFC4D6\Administrator" exists on "D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal "BUILTIN\Users".
Please check if the principal with the name "BUILTIN\Users" exists on
"D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal "BUILTIN\Users".
Please check if the principal with the name "BUILTIN\Users" exists on
"D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal "BUILTIN\Users".
Please check if the principal with the name "BUILTIN\Users" exists on
"D60AB15C2AFC4D6".

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 23s

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\Administrator". Please check if the principal with the
name "D60ABI15C2AFC4D6\Administrator" exists on "D60ABL15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\Administrator". Please check if the principal with the
name "D60AB15C2AFC4D6\Administrator" exists on "D60ABL15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\Administrator". Please check if the principal with the
name "D60ABI15C2AFC4D6\Administrator" exists on "D60ABL15C2AFC4D6".

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 28s

753 scanned, 0 errors, 0 skipped, 249 copied, 24.0KiB (4.82KiB/s), 33s
753 scanned, 0 errors, 0 skipped, 744 copied, 54.4KiB (6.07KiB/s), 38s
753 scanned, 0 errors, 0 skipped, 746 copied, 54.5KiB (20/s), 43s

753 scanned, 0 errors, 0 skipped, 752 copied, 54.7KiB (1.23KiB/s), 44s

C:\WRSHDNT>

17. H L xcp copy TT—Xwt—IHRIRENS ERROR failed to obtain fallback security
principal RA M7 71 IJLICFEER Y I A ZEML £
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9 ("C:\Windows\System32\drivers\etc\hosts) o

NetApp X b L—2DFEER Yy I ZADIT Y R UICIFROFER EZFEAL 95

<data vserver data interface ip> 1 or more white spaces <cifs server

name>

cluster::*> cifs show

Server Status Domain/Workgroup Authentication
Vserver Name Admin Name Style
vsl D60AB15C2AFC4D6 up CTL domain
C2 sti96-vsim-ucsb5400 cluster::*> network interface show
Logical Status Network Current
Current Is
Cluster
sti96-vsim-ucs540p clusl
up/up 192.168.148.136/24 sti96-vsim-ucs540p
ela
true
sti96-vsim-ucs540p clus2
up/up 192.168.148.137/24 sti96-vsim-ucs540p
e0b
true
vsl
sti96-vsim-ucs5400 datal
up/up 10.237.165.87/20 sti96-vsim-ucs5400
eld
true
sti96-vsim-ucs5400 datal ineté6
up/up £fd20:8ble:b255:9155::583/64
sti96-vsim-ucs5400
eld
true
sti96-vsim-ucs5400 data2
up/up 10.237.165.88/20 sti96-vsim-ucs5400
ele
true
10.237.165.87 D60AB15C2AFC4D6 -> destination box entry to be added in
hosts file.

18. ZNTHI T — A vt —IHRREINBHE ERROR failed to obtain fallback security principal’ 7R X k 7

FAILIEAERY IR TV M) ZEMLIER. - —/JIL—THe2—7 v b SXFLICFEELEY

Ao
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C:\WRSHDNT>c:\netapp\xcp\xcp copy -acl -fallback-user
D60AB15C2AFC4D6\unknown user -fallback-group BUILTIN\Users
\\10.237.165.79\source _share \\10.237.165.89\dest share
c:\netapp\xcp\xcp copy -acl -fallback-user D60AB15C2AFC4D6\unknown user
-fallback-group BUILTIN\Users \\10.237.165.79\source_share
\\10.237.165.89\dest share

XCP SMB 1.6; (c) 2020 NetApp, Inc.; Licensed to XXX [NetApp Inc] until
Mon Dec 31 00:00:00 2029

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\unknown user". Please check if the principal with the
name "D60ABL5C2AFC4D6\unknown user" exists on "D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\unknown user". Please check if the principal with the
name "D60ABL5C2AFC4D6\unknown user" exists on "D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\unknown user". Please check if the principal with the
name "D60ABL5C2AFC4D6\unknown user" exists on "D60AB15C2AFC4D6".

ERROR failed to obtain fallback security principal
"D60AB15C2AFC4D6\unknown user". Please check if the principal with the
name "D60ABL5C2AFC4D6\unknown user" exists on "D60AB15C2AFC4D6".

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 5s

753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 10s
753 scanned, 0 errors, 0 skipped, 0 copied, 0 (0/s), 15s
753 scanned, 0 errors, 0 skipped, 284 copied, 27.6KiB (5.54KiB/s), 20s
753 scanned, 0 errors, 0 skipped, 752 copied, 54.7KiB (2.44KiB/s), 22s

C: \WRSHDNT>

19. {#F ‘xcp copy' ACL I E D CIF ¥ —4% (JL— bk T4 IA—DEEICHHDHST) EBITLET,

=k 7AINEA—=HRLT. ROOAYREERITLET,
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C:\WRSHDNT>c:\netapp\xcp\xcp copy -acl -fallback-user
D60AB15C2AFC4D6\Administrator -fallback-group BUILTIN\Users
\\10.237.165.79\source _share \\10.237.165.89\dest share
c:\netapp\xcp\xcp copy -acl -fallback-user
D60AB15C2AFC4D6\Administrator —-fallback-group BUILTIN\Users
\\10.237.165.79\source _share \\10.237.165.89\dest share

XCP SMB 1.6; (c) 2020 NetApp,

Mon Dec 31 00:00:00 2029

753 scanned, 0 errors, O
753 scanned, 0 errors, 0
753 scanned, 0 errors, 0
753 scanned, 0 errors, O
753 scanned, 0 errors, 0

C: \WRSHDNT>

skipped,
skipped,
skipped,
skipped,
skipped,

Inc.

; Licensed to XXX

0 copied, 0

0 copied, O

0 copied, 0

210
752

JIL—bk 7AHIINA—T. XOOAIYVR%EERTLET,

copied,
copied,

C:\WRSHDNT>c:\netapp\xcp\xcp copy -acl -root
D60AB15C2AFC4D6\Administrator —-fallback-group BUILTIN\Users
\\10.237.165.79\source _share \\10.237.165.89\dest share

c:\netapp\xcp\xcp copy -acl -root

(O/S)I SIS
(0/s), 10s
(0/s), 15s

[NetApp Inc] un

20.4KiB (4.08KiB/s),
54.7KiB (2.38KiB/s),

-fallback-user

-fallback-user

D60AB15C2AFC4D6\Administrator —-fallback-group BUILTIN\Users
237.165.89\dest_share

\\10.237.165.79\source _share \\10.
XCP SMB 1.6; (c) 2020 NetApp,

Mon Dec 31 00:00:00 2029

753 scanned, 0 errors, O
753 scanned, 0 errors, O
753 scanned, 0 errors, 0
753 scanned, 0 errors, O
753 scanned, 0 errors, O
753 scanned, 0 errors, 0
753 scanned, 0 errors, O
753 scanned, 0 errors, O
753 scanned, 0 errors, 0
753 scanned, 0 errors, O
753 scanned, 0 errors, O
753 scanned, 0 errors, 0
753 scanned, 0 errors, O
753 scanned, 0 errors, 0

C: \WRSHDNT>

skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,
skipped,

Inc.

; Licensed to XXX

0 copied, 0

0 copied, O

0 copied, 0

243
752
752
752
752
752
752
752
752
752
752

copied,
copied,
copied,
copied,
copied,
copied,
copied,
copied,
copied,
copied,
copied,

(O/S)l 58
(0/s), 10s
(0/s), 15s

[NetApp Inc]

23.6KiB (4.73KiB/s),

54.7KiB
54.7KiB
54.7KiB
54.7KiB
54.7KiB
54.7KiB
54.7KiB
54.7KiB
54.7KiB
54.7KiB

6.21KiB/s),
0/s), 30s
, 35s
, 40s
, 45s
, 50s
, 55s
;, 1lmOs
0/s), 1mb5s

1m8s

til

20s
228

until

20s
25s
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RANTZI9TAADHA RS A > C#HEREEIE
* IMTHRHR—FETNTWBXCPISA TN ARL—Fa4 2T SRAFLEFEALET, IMTHIGT 51
7 > MENetApplc K > TERESTNTULE T,

* BITERITIBICIE. Linux RL—FT 0 >4 Y XFTLTXCP Z root I—H—Y LTRITLET, xcp
OY Y R%Z sudo A—H—C LTEITTEXEIH. XCP TIEHR—FTNTLWEEA.

* USATIURIEICXCP DA VARV R % 1 DI2ITRITLET, BfiHICIE. ELZBFAHNSEILEKRX
EETXCP DEHDA UV AAAEERTIBZZCIEFEETTH . CNIEHR—EEINTWBHFETIEDH
DEHA, EE. BLDAVARIVAERTTDEERKMTZAREELHD £,

*XCPNFS 3547 V=R T—2 €y bH5OBITHNARETHD. COBEIYR—FETNTULET,
SAT V=X T—=R Y bH 5D XCP SMBBITIFHR—rEINTEST. KK ZAIREMUNH D &
ERS

cBERERICRFTY Ty FEICEDVWTESBITINAZBHEICERTESD LSS, BORECCICE
BRB3LBITHLWRFT Yo a3y b EERTAIDODBIRIANTSSIFT 4 AT,

* AT v ay hR=ADBITERITLTVWBREEIF. AV A —N—FTXFyv I gy hR—IDF
TEMETBRIZENRI N 59574 XTI,

* 77A4IH 1,000 BEULEHD. T—EDEBREEN 50% ZHBZIFEIE. TV A M=ILBLUVEEA
1 RORNIMREFEBLIDBHZLOATHEATV EFERTEZIDONRA N TS5 074 X T,
NS a—FTao 2T
DU 3> TlE. NetApp XCP ZzEAL =T —2BITONZ TN a—FTa2T A
1R RZRELET,

IZ5—1:XCPH nfs3 T5— 70 THREMLFL7: xcp.log IcEHWI 7MLV RIL T
F—hEHREINFLLE

BREAIA R,

V=R ITANE—EITE L. THINA—DEFETZIEEZHERELEFT, FELARVIES. FIGHIRBRS
NTW3BI5HEIE. “stalefilehandle TS —Hh"RETI5EDHD T, FDHHIF. TT—ZEBETETET,

T 5 — 2: NetApp NFS 555K ) 2 —LICIFZEEZTFEHHOD FIH. XCP H' nfs3 T5—
28 THREMLEL: TNARICESTREDHD FHA

BRHEAIZY R,

1. NFSFEHR) 2 —LORBZHRT 3ICId. dF ATV RFZRITISED A L—JZRRBL TS
Lo

root@workr-140: USER3# df -h /xcpdest
Filesystem Size Used Avail Use% Mounted on
10.63.150.127:/xcpsrc_vol 4.3T 1.7T 2.6T 40% /xcpsrc_vol

2 ZhL—2 O FO—5KAOD inode ZHEEL T
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A800-Nodel-2::> volume show -volume xcpdest -fields files, files-used
vserver volume files files-used

A800-Nodel vsl xcpdest 21251126 21251126
A800-Nodel-2::>

3. inode MERRTINTWBIBEIE. XOOTYY REZETL Tinode D EIELL £,

A800-Nodel-2::> volume modify -volume xcpdest -vserver A800-Nodel vsl
-files 40000000

Volume modify successful on volume xcpdest of Vserver A800-Nodel vsl.
A800-Nodel-2::> volume show -volume xcpdest -fields files, files-used
vserver volume files files-used

A800-Nodel vsl xcpdest 39999990 21251126
A800-Nodel-2::>

FHIERDOAFHE

CORFaAXYMIBESINTVBBHROEFMICOWVWTIE. XORFa2 X2 M Web 1
A rESBLTLIEIL,

* "NetApp XCP 7 O™
* "NetApp XCP FF a2 X> k"
C"Ew I T2 T—2h 5 ALFHIEEA"
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