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Backup Catalog File-based backup: ERgeliER0 Rl

[ Show Log Backups [_]Show Delta Backups

Stat.. Started . Duration Size Backup Ty.. [ Destinati.. i (""270 M B/S th roughput)

[ Jan 11, 2022 10:26:59 AM 00h 01m 17s 45178 Data Back.. Snapshot

(] Jan 11, 2022 8:40:.02 AM 00h 27m 11s 4.51 7B Data Back.. Snapshot

=] Jan 11,2022 1:00:58 AM |_04h 05m 39 3.82 18 Data Back.. File I

Jan 9, 2022 4:40:03 PM 00h 01m 235 451TB Data Back.. Snapshot 04h 05m 39s 3.82 TB Data Back... File

Jan 9, 2022 8:00:02 AM 02h 39m 04s 38278 DataBack.. File

Jan 9.2022 12:40.03 AM____00h 01m 18s 451 T8 _Data Back.. Snaoshot

(=] Jan 8, 2022 4:40:03 PM 00h 01m 18s 45178 Data Back.. Snapshot

B Jan 8, 2022 8:40:03 AM 00h 01m 225 45178 Data Back.. Snapshot

Jan 8,2022 12:40.03 AM  00h 01m 19s 45178 Data Back.. Snapshot = (o] = )
L N Snapshot backup: |1l |

a8 Jan 7, 2022 8:40:02 AM 00h 01m 195 451TB Data Back.. Snapshot

<] Jan7,2022 1240:02AM  00h 01m 20s 451TB DataBack.. Snapshot

e Jan 6, 2022 4:40:02 PM 00h 01m 18s 451TB DataBack.. Snapshot 00h 01m 18s 451 TB Data Back... Snapshot
Jan 6, 2022 8:40:03 AM 00h 01m 17s 451TB Data Back.. Snapshot

a8 Jan 6,2022 12:4003 AM  00h 01m 195 451TB Data Back.. Snapshot 00h 01m 22s 451 TB Data Back.. Snapshot
B Jan 5, 2022 4:40:03 PM 00h 01m 19s 45178 Data Back.. Snapshot

00h 0Tm 19s 451 TB Data Back.. Snapshot
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Restore and Recovery of a 4TB HANA Database (8TB RAM)
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Runtime reduction Further reduction through higher backup frequency and less logs to be

7:00 through fast restore applied during forward recovery
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1 xfile-based per day 1 x Snapshot per day 2 x Snapshots per day 4 x Snapshots per day 6 x Snapshots per day 12 x Snapshots per day 24 x Snapshots per day
M Startup runtime Recovery runtime M Restore runtime
* Log backups: 50% of db size per day
» Database size: 4TB on file system * Read troughput during db start: 1000MB/s
*+ Restore throughput: 250MB/s « Throughput during recovery: 250MB/s
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Use Cases for Backup and Recovery

Operations .
- ~ 1

Backup - Testing ‘ R‘eﬂb?: EHElEEER) s[t)aBrt f
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» Accelerate HANA system upgrade operations '
H i

» Fast on-demand backup before HANA system upgrade - o EI Planned downtime reduced by |

esting

« Fast restore operation in case of an upgrade failure ] 8 hours i

1

* Reduction of planned downtime —E < > |

Reset system Reset system

« Acclerate test cycles = @ || g -
« Fast creation of savepoints after a successful step Golden Fiidiiesing

B Template Savepoint 1
« Fast reset of system to any savepoint - s

Create Snapshot Create Snapshot Create Snapshot
copy copy copy

* Repeat step until successful
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Use Cases for Cloning Operations

* SAP System Refresh

« Fast creation of a new volume based on a production
Snapshot backup

(@]
@
=
[
v

« Attach volume to the test system and recover HANA
database with SID change II-

* Repair System creation to address logical
corruption

« Fast creation of a new volume based on a production
Snapshot backup

[BEIE] =

= Attach volume to the repair system and recover HANA II.
database w/o SID change
. . PRD
« Disaster Recovery testing ==
* Combined with SnapMirror Replication EHANA ESHANA

« Attach storage clone from a replicated production Snapshot

]
backup to a DR test system E
B, = B |
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NetApp® SnapCenter® server SnapCenter plug-ins

Managed applications
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EYHANA SnapCenter

SVM 1 SVM 2 SVM 1
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Retention: 3-5 days Backup
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Log
FSxN Backup FSxN
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Ty 7EERL T BEUOTOYvIBEMF v I % H/N\—F 37=IC BlockintegrityChecky 1)<
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* SLES for SAP 15SP3y Z&BB L T ZE L
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* N—23>46
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ONTAP 7 7 1)L AT LDFSx :
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AWS Availability Zone 1 AWS Availability Zone 2

hana-1 EYHANA SnapCenter
PFX - single host =
MDC single tenant -
HANA plug-in
=
SVM: sapcc-hana-svm SVM: sapcc-backup-target-zoneb

SnapVault

> Backup
N, h - &,
Log
Backup

FSXN FSxN

SnapCenter &5§

N— XX DSnapCenter #8A L HANA Y — X DIRFEICDOVWTIE. CDEI > 3> DF|E=
RITTDIRVERHD FT,

REFIEDHE

AN — ZSnapCenter #Em ¥ HANAU Y — X DREICDOWVWT. ROFIEERTTIHERHD £T, FFIEDH
HICOWTIE. LUBEOETHAL X T,

1. SAP HANA/Nw & 77w 72— X hdbuserstore¥ —% & E L £ 9, hdbsqlZ 541 7> k THANAT—Z X
— TV ERTBHDICFEBLET,

2. SnapCenter TRX FL—C%REL £9- SnapCenter h' 5ONTAP SVMDFSXIC T VXT3 D T L
Tyl

B TFZTAVEADI LTI VILERET 5. HEXSnapCenter 7551 VZHANAT —Z R — KR
MIBEMICEALTA YR M=)LT27OHICERLET,

4. SnapCenter ICTHANAR X FZBIIL £9, HEASnapCenter 7574 Y EBALTA YA M=JLLZE
ED

5. RS —%BET B, NI 7y TUEBORAT (Snapshot. 7 71JL) . RIFRE. H & USnapshot
NV ITYTDFXToaoLFVr—oavaEERELET,

6. HANAD )Y — X RE%FRTE T D, hdbuserstoreF—% AL, HANAUY —RIZRY S = R a—
ILEBERALEY,

SAP HANA D /\vw 2 7w F1—1¥ hdbuserstore DX EZIEEL T
SnapCenter T/\'v 2 7w FAIEHERITT BI1ClF. HANA T—AR—RICEHADT —AR—R1—H%HRET

BLCEWRELEFT, 2B BDOFIETIE. CONY I 7w FA—HEIC SAPHANA 1 —H X f 7F—HERE
TN, TOI—H R b7 F—IX SnapCenter SAP HANA 50«1 VDB CTEAINE T,
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ROBIE. Ny T 7y TA—FOIERICERTE 5SAP HANA StudioZ/RL TWES

WNEIRHERRIE. HANA 2.0 SPS5!) 1) — X TEEETNTWLWE Y, backup admin. catalog read. database
backup admin. ¥ & Ufdatabase recovery operatorlABID ) 1) —XDFEIE. Ny o7y TEEBECHZOY
DA T+ T,

SAP HANAMDCY 27 LADEEIFE. AT LTF—EIR—RCA—H%ZERTIRERHD £T, "hlk. >
AT LT —ER—=RETF IR T—EAR=ZADIARNTONY I 7Yy TAI Y R AT LT —IR— % EH
LTERITINB=HTY,

T8 hdbstudio - /Security/Users/SNAPCENTER System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio - =} %
File Edit Navigate Search Run Window Help
O-HRE-§f-ve-o- |t Q E®®
oy = = 3 =
Yo systems X E-|B I -mEBES 8 0§ erxeprx {2} Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 §§ svstempB@Prx (i SYSTEMDB@PFX - SNAPCENTER XX a
> {E PrX@PFX (SYSTEM) HANAZO SPSS SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5  hana-100 Bl d| © |
v [F5 SYSTEMDB@PFX (SYSTEM) HANA2 0 PS5 i
) Backup i User 'SNAPCENTER' created g
> (& Catalog -
> [ Provisioning User | User Paramelers‘
v [ Security 2
B security ' SNAPCENTER
v ) vsers [ Disable ODBC/JDBC access
{} SAPDBCTRL
‘g SNAPENTER Authentication
i svs
Password [JsAML [JSAP Logon Ticket
i svstEm = a amn
Password*: Confirm*:
{} XSSQLCC_AUTO_USER_3094F258A8978F7A7558E080C ‘ e e e T 1
{§ XSSQLCC_AUTO_USER _5E2492DBCDEDAESBFSAOEA: Orce password change on next logor & ° o
{ XSsQLCC_AUTO_USER_DSD3BOCAF06A79377BEODA1S a ’f”be""s CIxs09 [ISAP Assertion Ticket
{i _svs_apvisor bemnal b
§ _svs_ArL
{i _SYS_DATA_ ANONYMIZATION Valid From: Feb 21, 2022, 3:08:28 PM GMT B Valid Until izt
i _svs_epm
_SYs ; -8
§ _SYS_PLAN_STABILITY Session/Client —
# _svs_Rrero .
{i _sys_sQL ANALYZER Granted Roles | System Privileges  Object Privileges Analytic Privileges ~Application Privileges ~Privileges on Users
{i _sys_sTatisTics . o
i svs. - X 2 - Details for ‘BACKUP ADMIN'
{i _SYS_TABLE_REPLICAS - i
m Privile rantor
& _sys_TAsK . 9
{ _SYS_WORKLOAD_REPLAY e CCIEUI S [ Grantable to other users and roles
s Glroes & &= CATALOG READ SYSTEM
N &= DATABASE BACKUP ADMIN SYSTEM
&= DATABASE RECOVERY OPERATOR SYSTEM
v
= e g o
[ properties X @ Error Log Y H m]
Property Value
< >
SYSTEMDB@PFX hana-1 00 (SYSTEM):SYSTEM

ROAR Y RiF'<sid>adm I —FZFEALILA-F XA N T7REICERASINET
hdbuserstore set <key> <host>:<port> <database user> <password>

SnapCenter |Z. [ <sid>adm | Z—H#%#FHALTHANA FT—AR—XE@EELET, LicH>T. 2—HR
R7F—lF. T—ER—ZKZ b ED<%sid>adm 1—HZEALTHRETIHENHD £, BE. SAP
HANAhdbsql 2 547> hY T I T7E. T—ER—=IAY—=NDA VA —=JLE—HEICA VR M=ILTHh
£9, T3 THRWVWIEEIZ. fKichdbclientz 1 > X b—ILTZHELRH D £7,

SAP HANA MDCOERE Tld. R— b I3<instanceNo>13] 32 AT LT —EAR—IADSQLT 7t ZHDIZ
ZER—NTHD. hdbuserstoreDRETHER T IHNELHD £,

SAPHANAVYILFRA M ERET3HBEIE. IRTORIAMNIA—HFRARNTTEF—%REITINELNHD X
9o SnapCenter IFIEETN/RZRF—%2FHAL TT—AR—INDEHZEHXAE T, TD=H. BERBZHKI+
ADSAPHANAY —EXDT7 A IIA—N—CIFMIILTEMEL XS, ZRDEY N7 v I TlE. X T
LPFXD—% Tpfxadm) OA—HFI+7E*F—ZRELELTe ThiE 22T TFHFY ROV TILIRZR
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FHANAMDC> X7 LTY,

pfxadm@hana-1:/usr/sap/PFX/home> hdbuserstore set PFXKEY hana-1:30013
SNAPCENTER <password>
Operation succeed.

pfxadm@hana-1:/usr/sap/PFX/home> hdbuserstore list

DATA FILE : /usr/sap/PFX/home/.hdb/hana-1/SSFS_HDB.DAT
KEY FILE : /usr/sap/PFX/home/.hdb/hana-1/SSFS HDB.KEY
ACTIVE RECORDS : 7

DELETED RECORDS : 0
KEY PFXKEY
ENV : hana-1:30013
USER: SNAPCENTER
KEY PEFXSAPDBCTRL
ENV : hana-1:30013
USER: SAPDBCTRL
Operation succeed.

F—ZEATBHANAS R T LT —ZR=ZAANDT7 7t RF. Thdbsqly IVY R THERTEXT,

pfxadm@hana-1:/usr/sap/PFX/home> hdbsgl -U PFXKEY
Welcome to the SAP HANA Database interactive terminal.
Type: \h for help with commands

\g to quit
hdbsgl SYSTEMDB=>

AML—CZRET D
SnapCenter TR ML —JZRET BICIE. XDFIEZEITLET,

1. SnapCenter UI'C. AL =SS XTLERERIRLET,
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M NetApp SnapCenter®

Status  GetStarted
< ——
Last refreshed: 02/21/2022 03:15 PM

255 Dashboard
& Resources
RECENTJOB ACTVITIES @ AERTS © LATEST PROTECTION SUMMARY €
2 Monitor © 0 critical 0 Warning Secondary
Primary
@ Reports
& Hosts
i No data available NEusa saE No Plugiins, No Plugeins
i Storage Systems
= settings
A Aens w00 qureci0 o o o gured: 0 0
Jo85 @ Last 7 days ~ sTorace @
Back 0 0 0 0x
0Snapshots 0SnapMirrors 0Snapvauls Storage Savings
No data availeble No data availeble No data avallable
«Falled:0 < Warning: 0  Completeci0 @ Running 0 o PrimarySnapshots  Secondary Snapshts Primary Storage

CONFIGURATION @

B 0 hosts ®o € 0w

@
o
[ ]
=)

ARL—USRFLDAATE LT, ONTAP SYUME7-IZONTAP UV S R A% #IRTEF 9, XROHT
IZ. SUMBEZERLTWVWET,

FINetApp SnapCenter® min  SnspCenterAdmin [ Sign Out

ONTAP Storage

<
G oo | v D - e +

O Resources ONTAP Storage Connections

$  Monitor Name Eow Cluster Name. User Name Platform Controller License.
- There is no match for your search or data s not available.

il Reports

& Hoss

AL =PO AT LEEML. BBBRAMREILT OO VILZANTBICIE Newz o ) w o LF
ED

ROBUSRT & SIS0 SVMA—HZvsadmin I—HICTIHEIFHD FHA. BE. 1—HIESYM LT
BREL. NI Ty TR NTDIIBEZRITITR-DICHELHERZEIDHTE T, HELERICOVN
Tld. ZBBL T ZE 0V "SnapCenter 7 >~ 2 =LA E" T Minimum ONTAP Privileges Required J
DIEZEBRLTLIEEL,

I NetApp SnapCenter®

ONTAP Storage Add Storage system

>

Add Storage system @

Storage Syste E -hana-s\
ONTAP Storage Connections PREgEYme ] e R B

N I Username  vsadmin

There is no match for your search or data Password | eesseune
Is not avallable.

AL =TF Sy T —LEEBRT BICIE [EOMOA T3V EIUv I LET,

- AL =2 257 L LTAIFlash FAS Z3#ERL T, FSXfor ONTAP ICEENTWE 11> X
H'SnapCenter TEAREEICAR > TWB ZE EERL £ 95
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More Options x

Platform | All Flash FAS - LJ Secondary @
Protocol | HTTPS v
Port 443
Timeout 60 seconds i)
) Preferred IP [} ]

SVM Tsapcc-sana-svm] H'SnapCenter TERE SN X L7,

I NetApp SnapCenter®

ONTAP Storage

Dashboard

Resources

Cluster Name

TSTAEABDIL T vIL 2B LET

SnapCenter EBMNIC L TRER TSI 1 VHHANARA MCEATES L5129 3ICIE. 22— oLToY
vILERETIHRENHD FT,

1.

[

M NetApp SnapCenter®

REICHBEL. [BERBR]ZERLT. [FR]1=zI7VvILET

2. SRDEY FTYTTE TS50 DEAICFERAINBHANAKR I MMIFT LW —4— TSnapCenter
1 BRELFEL MORICTRT L SIS, sudo prvileeZ BNICT ZHEBELHD £,
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Credential X

Credential Name | PluginOnLinux

Authentication Mode Linux ¥

Username | snapcenter i

PEISSW[}!'d SREmERREEE

Use sudo privileges @

hana-1:/etc/sudoers.d # cat /etc/sudoers.d/90-cloud-init-users

# Created by cloud-init v. 20.2-8.48.1 on Mon, 14 Feb 2022 10:36:40 +0000
# User rules for ec2-user

ec2-user ALL=(ALL) NOPASSWD:ALL

# User rules for snapcenter user

snapcenter ALL=(ALL) NOPASSWD:ALL

hana-1:/etc/sudoers.d #

SAP HANARZ b ZEBML X

SAP HANAR X h%Z3BINY % &. SnapCenter ICk > TREBR T Z T A VBT —FZR—AKRZAMIBATN.
BEMRHIENERITEINE T,

SAPHANA 75014 >IiCld. Javabd Ev bN—2 32 1.8 BMIRETY, 7RX k% SnapCenter [ZBNT 581
2. RR MlJavaz A VX =L Z3HREBHRHD X9,

hana-1:/etc/ssh # java -version

openjdk version "1.8.0 312"

OpenJDK Runtime Environment (IcedTea 3.21.0) (build 1.8.0 312-b07 suse-
3.61.3-x86_64)

OpenJDK 64-Bit Server VM (build 25.312-b07, mixed mode)

hana-1:/etc/ssh #
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OpenJDK & 7z|&Oracle JavaldSnapCenter THHR— TN TULET,

SAP HANAZR X b ZBINT B3I, ROFIEEZRTLET,

1.

RASRTT, BMZEIZ) VI LET,

I NetApp SnapCenter®

18

M NetApp SnapCenter®
Managed Hosts

T4 VATV bR LET,

Confirm Fingerprint

Authenticity of the host cannot be determined @@

Host name £ Fingerprint Valid

hana-1 ssh-rsa 3072 2A:98:DB:7E:58:A3:7E:51:06:79:83:C6:9D:BABE69

Confirm and Submit

HANAYLInuX 7S 714> DA VA = ILHABFMICHEIRINE T, 1V AM—IHARTITI L. RXALD
AT —H& ZF)IZConfigure VMware Plug-in £ RRENFX T, SnapCenter (&. SAP HANA 75 1 > HhYk
BIRIBICA YA R—IILENTWVWBRDNESHZEBELEFT, Chid. VMwarelRIED. NT Vv I ISTR
TONAHZDEETYT, TDIBE. SnapCenter IZ/N\1T/NX—NAHF—%ZBETDILIICEEEZRRTLE
ED

COEEXAYE—JZHIRT 3ICIE. ROFIEZETLET,




M NetApp SnapCenter® ® = ©- Asadmin  SnapCenterAdmin @ Sign Out

Managed Hosts  Disks  Shares

@ Resources Name & Type System Plugin Version Overall Status

hana-1 g Configure VMware plugn
P - han, Linux Stand-alone UNIX,SAP HANA 46 8 plugin @
@ Reports

a[RE])AXIT. [7O—NIRE | ZHERLET,

b. NAN—=NAH—FRET. IRTDOHRR IR LT VM I iSCSI Direct Attached Disks F7zI& NFS %
ERL. REZEHMLET,

I NetApp SnapCenter®

Global Settings
< —
5% Dashboard
O Resources Global Settings
$  Monitor
4l Reports Hypervisor Settings @ A
& Hoss VMs have ISCSI direct attached disks or NFS foral the hosts
.
8 Storage Systems
v e Sy Notifcation Server Settings @
== settir
2 Configuration Settings @
A Nems

Purge jobs Settings @
Domain Settings @
CA Certficate Settings @

Disaster Recovery @

SN [N I ] RS i I3

EEICLINUX TS 1 EHANAT S04 VDX T—2 Dt running RSN E 9,

M NetApp SnapCenter®

Managed Hosts  Disks  Shares Initiator Groups  ISCSI Session

@  Resources Name & Type System Plug-in Version Overall Status
u Stand-al UNIX, SAP HANA 45 ® R

D oo and-alone XSAPHANA 46 ®FRumn g

@ Reports

RS —%RET S
R —EBE. VY —XEIERICERE SN, BHDOSAP HANAT —ERN— X TERTE XY,
—HEE BRI, RO S —THRSNET,

LT =2 a3 aIhTIIRRERICCDONY I Ty TZ21T5 128 DR1) 2 — : LocalSnap

*TFAN R=AONY I Ty TeERALICBERT Oy VBEEF T v I DR S —
. BlockIntegrityCheck

DTS 3 >TlE. TN5DR)—DFREICDODWVWTEHBLED,
Snapshot/\v 77w 7DR1) > —
Snapshot/\w 77y TR —%ZRET BICIF. XOFIEZERTLE T,

LIRE]. [RUP—DIEICREL. [FR]Z7VVILET
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M NetApp SnapCenter® ~  Lscadmin  SnapCenterAdmin @ Sign Out

Global Settings _ Policies
< -
SAP HANA

Name Iz BackupType Schedule Type Replication

L
e

There Is no match for your search or data is not available.

]
1
]
&

T
T
&

L i iy
3
@

RIS —BEMBZANLET INZZV v I LFET,

New SAP HANA Backup Policy A
Provide a policy name

2 Settings Policy name LocalSnap | o

3 Inctertion Detalls | Snapshot backup at primary volume

4 Replication

5 Summary

Ny O Ty TRA S LT Snapshot Based | ZFERL. X7 a2—)UEE%IEIRT SIZIE T Hourly |
ZERLEY,

AT 2 a—)LBEFIE. HETHANAD Y Y — 2{REEKTHREL F I,

New SAP HANA Backup Policy x
o Name Select backup settings
Backup Type ® snapshotBased O File-Based @
3 Retention

Schedule Frequency
4 Replication Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

SRS © On demand

® Hourly
O Daily

O Weekly
O Monthly

FTUTFTIVRNY I Ty TOREEHRELEF T,



New SAP HANA Backup Policy x

o Name Retention settings
e SEHlE Hourly retention settings
Total Snapshot copies to kee 7
O Keep Snapshot coples for 14 days
4 Replication
5 Summary

. LN =2 arAFavERELET, CDHE. SnapVault X 7zlE SnapMirror DEHFTISERE N
TWEtHA.

New SAP HANA Backup Policy X
o heme Select secondary replication options €

o Settings [ Update SnapMirror after creating a local Snapshat copy.

a Retention [0 Update SnapVault after creating a local Snapshot copy.

Secondary policy label (1]
4 Replication
3 i

Error retry count

5 Summary
New SAP HANA Backup Policy X
o AR Summary
aSettlngs Policy name LocalSnap
Details Snapshot backup at primary volume
© retention
Backup Type Snapshot Based Backup
o Replication Schedule Type Hourly

Hourly backup retention Total backup copies to retain : 7
5 Summary
Replication none

CNTHLLWRU S —DRESNF LT

M NetApp SnapCenter® @~ ALscadmin  SnapCenterAdmin [ Sign Out

Global Settings ~ Policles  UsersandAccess  Roles  Credential  Software
<
SAP HANA

S Dashboard

=

Resources
N L BackupT) Schedule T Replicatior

@ vortor ame 5 ckup Type chedule Type eplication
Localsnap Data Backup Hourly

4 Repors

& Hosts

¥ Storage Systems
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JOvIBEMF TV IDR) S —
TJOvoBEMF v IR —%2B[EITSFIEIZ. XRDEED T,

LIRE]. [RUP—DIEICEBL. [FR]1Z7VvILET
2. R)O—RBEBBEZANLET N2V VI LET,

New SAP HANA Backup Policy x
Provide a policy name
2 Seftings Policy name BlockintegrityCheck i ]
Details Check HANA DB blocks using file-based backup

3 Retention
4 Replication

5 Summary

BNYITYTRATHE TT7AIAR—R] I ATTa—)L5EE%® THB) ICHELET, RTy>a—Il
B{KiX. & THANAD )Y —R{REERTEHREL T

New SAP HANA Backup Policy x
o Neme Select backup settings
Backup Type O Snapshot Based @® File-Based @

3 Retention

Schedule Frequency

& FSummary. Select how often you want the schedules to accur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.
) On demand
O Hourly
O Daily
® Weekly
O Monthly

4 FOFTIVRNY I Ty TOREZRELF T,

New SAP HANA Backup Policy x
° hers Retention settings
o =G> Weekly retention settings
Total k i k 1
® Total backup copies to keep 52
O Keep backup coples for 14 days
4 Summary

22



S [BIEIR-DT. [ET1Z27UvILET,

New SAP HANA Backup Policy

o Narme

Summary
o Settings Policy name BlockintegrityCheck
Details Check HANA DB blocks using file-hased backup
© retention
Backup Type File-Based Backup
SChEGUIE Type “"‘JEIEIF. y
Weekly backup retention Total backup copies to retain : 1

FINetApp SnapCenter®

Global Settings.

Policies  Usersand Access

<
SAP HANA
3% Dashboard
©  Resources
N : e
© N iame & BackupType Schedule Type
BlockintegrityCheck File Based Backup Weekly
#  Reports
@il Repor
LocalSnap Data Backup Hourly
&% Hosts
I Storage Systems
= Setings
A ANerts

HANA) Y — X Z1&R% L TIRE

T204>DA4 >R =)L, HANAUY — X0 BB 7O XABFHNICHEINE T, [VY—X ] E
ET. FLLWUY—=IDERSINET, CDJY—RE FUERED7A AV TAYIEINTWVWS LR

EINFTo HLLHANADY —XZREL TRET B ICIE. ROFIEZETLET,

1. Z2BRL. VV—RZ2IVy I LTREZHFITLET,

DY —ZXDEHZIZ7Vy I LT VY- REETEHRE IO RZFHTHIBET S EHTETET,

FINetApp SnapCenter®

saprana [

<

@ Resources Lo~ System System ID (SID) Tenant Databases Replication Plugein Host Resource Groups Policies
2 Monitor a8 PFX PRX PRX None hana-1

4l Reports

&% Hosts

¥1  Storage System:

Z=  Settings

A Ners

2. HANA 7= aR—=Z2DA—H I 7F—ZEEL X T,

Lastbackup  Overall Status.

Not protected
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Configure Database

Plug-in host hana-1
HDBSQL OS User pfxadm

HDB Secure User Store

PFXKEY
Key

£,

M NetApp SnapCenter®

SAP HANA
>

Details for selected resource

Type
HANA System Name

sID

Tenant Databases

Plugin Host

HDB Secure User Store Key

HDBSQL S User

Log backup location

Backup catalog location

Storage Footprint

SvM Volume

M NetApp SnapCenter®

saprana [
<
EE Dashboard view
9 :
$  Monitor PRX PRX PR None
4l Reports
& Hoss

B oW
3
@

Snapshot AE—|CHh X R LOEZFHERZHREL I,

Junction Path

FE2LNILOBFRETOERATIE TFYFDT—REXAML—=20 Ty b)Y FOBHRAIEREH SN

LUN/Qree

in  SnapCenterAdmin

cadmin  SnapCenterAdmin

Last backup

Overall Status

Not protected

#5ign Out

#Signout

X




HRZLD Snapshot AE—Z%FFERALT. EDONYIT Y THEDRI)O—ELVR TS a—ILE2A

TTERSNTh ZEEICHEN T Z#HEL £9, Snapshot AE—RICRT P a—ILRA T%ZEM
TBIET. AT a—INv I Ty T EAVTIVRNY I Ty TERXNTEET, ATV RNy
EH] .

IT7vITD TP a—)La) XFINIETITH. RT72a—ILNy o7y FICiE Bk .
Feld TElE) VWS XFIHEENE T,

M NetApp SnapCenter®

sapana [ Multitenant Database Container - Protect
>
g G~ System i ed
- = Configure an SMITP Server to send cheduled or going Server Seitings.
<
af
o 2 3 4 s
Resource  Application Settings Policies Notification Summary

it W

Provide format for custom snapshot name

Use custom name format f

Srocscaeasepe |

SnapCenter

A

(&)
~
N
—
I
\
]
\/
S
2
Fi
>
|
\
A
I
i
S
K3

I NetApp SnapCenter®

SAP HANA ‘ Multitenant Database Container - Protect

>

3 4 5

Resource Application Settings Policles Notification Summary

Select consistency group option for backup €@

O Enable consistency group backup

Scripts. v
Custom Configurations v
Snapshot Copy Tool v

M NetApp SnapCenter®

SAP HANA
>

9 L System

° - o—©O @ : :

W Resource Application Settings Policies Notification Summary
Select one or more policies and configure schedules

.

2

v Localsnap, BlockintegrityCheck - + 0

= v LocalSnap

7N + BlockintegrityCheck s
Policy It Applied Schedules Configure Schedules
BlockintegrityCheck None +
LocalSnap None +
Total 2

7. JOvIBEEF v IR —DRTSa—IL2EHZLET,

COFITIE. BICIEICEREINTWVWE D,

n  @sgnou

EZITOBBIEHD FE A INZTVYILET,

cadmin  SnapCenterAdmin

in  SnapCenterAdmin
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Add schedules for policy BlockIntegrityCheck

Weekly

Start date 02/22/2022 12:00 pm s

[J Expires on 03/22/2022 12:00 pm &

Days Sunday *

+ Sunday g
Monday
Tuesday
Wednesday
Thursday
Friday

1'_' The schedules are triggered in the SnapCenter Server time
zone.

8. O—AJLSnapshot R —DRT P a—ILZzEELET,

26
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Modify schedules for policy LocalSnap -

Hourly

Start date 02/22/2022 02:00 pm iz

(J Expires on 04/28/2022 11:57 am &

Repeat every 6 hours 0 mins

i The schedules are triggered in the SnapCenter Server time %
zone.

FINetApp SnapCenter®

SnapCenterAdmin [ Sign Out
saprana R atabase Container - Protect

Resource Application Settings Policles Notification

Summary

Select one or more policies and configure schedules

LocalSnap, BlockintegrityCheck - + 0

Configure schedules for selected policies

Policy 1¢  Applied Schedules Configure Schedules
BlockintegrityCheck Weekly: Run on days: Sunday ’

LocalSnap Hourly: Repeat every 6 hours ’
Total 2

9. E X—)L@HMICEY 31EHmRzIEELX T,
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FINetApp SnapCenter®

saprana [ Multitenant Database Container - Protect

(B System If you want to send notifications for scheduled or on demand jobs, an SMTP server must be configured. Continue to the summary page to save your Information, g the SMTP

R OKDHE

B it e

M NetApp SnapCenter®
T - |

Il System If you want to send notifications for scheduled or on demand jobs, an SMTP server must [ Y p: information, and then er . X

R O v

&
.
Y
System name
= Policy
Send email

© Application Settings

HANAD U Y —RIBNTETT L. Ny I 7 v T2RITTEDLDICHD T,

M NetApp SnapCenter®
sapHana B3

1t System Manage Copies

PEX
PP 0 Backups
= | ociones

Local coples

Primary Backup(s)
search v

Backup Name Count  IF End Date

There is no match for your search.

SnapCenter /\'v 7 77 v I8

FVTFIY RDSnapshot/\w 27y FUBr A FI > ROV IBEEF v o0

BZ{ERTET XY,

Z 2T RDSnapshot/\w 77w THEIERLE T

F>7< > RDSnapshot/\wy 77w TZERT 3ICIE. ROFIEEZERTLET,

1. JY—XEa2—T. UY—X%&EIRL. 72Ty oL ThrROSE2—ICTIDEXET,
1)y — RO E 2—ICIE. SnapCenter Z{E L TERR SN c. FERARERIRTONY I 7Y TD
BENARTRINE T, LERICIE. oAV ML=y o7y DT (O—AJIE=) &0 794
FDONYOTyTRNL—= Ny o7y 7aE—=) ONv I 7y T RROSHRRINE T,

2. —&EDITT. BackUpNow (5¢<NyIT7v ) PAAVEFEIRLT. AVTFIVRNY I TV
ZHRLEY,
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M NetApp SnapCenter®

EXIN - | *PPX Topology

>

Manage Copies
P . cociuos

Local coples

Primary Backup(s)

search v

Backup Name

There s no match for your search.

S RAy IR - URMDS NV I Ty T - R S —LocalSnap%ziEIR L'[Backup]z 7 U w o LTH VT
OB N7y TZRRLET

Backup

Create a backup for the selected resource

Resource Name PFX

Policy LacalSnap ~- @
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Confirmation X

The policy selected for the on-demand backup Is
associated with a backup schedule and the on-
demand backups will be retained based on the
retention settings specified for the schedule type.
Do you want to continue ?

HID5DDT 3 7 DOY 1%, Topologyt 1 — D FERICH B ActivityfBIRICRRINE T,

D aJOFEME. [TIVTAETa BT TDTITAETA1TTE IV ITRERREINET,

OJOFRTEI Uy I T5E. RT3 TOS B N TEET



Job Details

Backup of Resource Group ‘hana-1_hana_MDC_PFX' with policy 'LocalSnap'

+ w Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'LocalSnap’

v

v

<

S L £ S

© Task Name: Backup Start Time: 02/22/2022 12:08:58 PM End Time: 02/22/2022 12:10:21 PM

* hana-1

Backup

» Validate Dataset Parameters

» Validate Plugin Parameters

» Complete Application Discovery
» Initialize Filesystem Plugin

» Discover Filesystem Resources
» Validate Retention Settings

» Quiesce Application

» Quiesce Filesystem

v

Create Snapshot

» UnQuiesce Filesystem

v

UnQuiesce Application

v

Get Snapshot Details

v

Get Filesystem Meta Data

v

Finalize Filesystem Plugin

» Collect Autosupport data

» Register Backup and Apply Retention
* Register Snapshot attributes

* Application Clean-Up

» Data Collection

» Agent Finalize Workflow

View Logs

Close

Ny OITywTIHRRT TR, FAROPEa—ICHLWIY FUDRRTINE T, NvIT7vT&IE. &7
>3 YV TEH L Snapshot LB UMBMRANCREWE T, " THANAU Y — X %@L L TIRES S "
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FROZPE2—ZFACTHSBERWVWT. BHRININY I TV T I N Z2HBRITI2UEDRDHD T,

I NetApp SnapCenter®

@ = ©- scadmin  SnapCenterAdmin 8 SignOut

SAP HANA| - “PFX" Topology X
- >
[} (] ’ X =
funompcton | iphow’ | Noiy Meann Cootprevuabme e
Syster
ysem Manage Copies
PEX
- B Summary Card
=
0 Clones 1 Backup
Local coples 1 Soapshorbsedbackup
0 e ased ackups ©
0 Clones
Primary Backup(s)
search v
Backup Name Count End Date
SnapCenter_hana-1_LocalSnap_Hourly_02:22:2022_12.08.54.4516 1

02/22/2022 12:09:57 PM

SAPHANA /N2 7w« ARZ0O4 Tld. SnapCenter ®/\w 77w T4IE T Comment] 74 —JLK

¥ T External BackupID (EBID) | 74 —ILRELTREINE T, XORIZ. PATLT—ER—2X
ETF VR T—ER—ZAPFXDOXRDEERL X7,

I8 hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio

= [u] X
File Edit Navigate Search Run Window Help
0 @8- - o e - Q %
G Systems X = O J erxerix £} Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 B sYSTEMDB@PFX  SYSTEMDB@PFX - SNAPCENTER ¥ svstempB@prx §¥ prxaprx Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5 X =0

F-@i-2EE% § @ Backup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5
> &PFX@PF)( (SYSTEM) HANA2.0 SPS5

> [ SYSTEMDB@PFX (SYSTEM) HANA2 0 Overview  Configuration  Backup Catalog

Last Update:12:10:00 PM % 1]

Backup Catalog Backup Details =
Database: |SYSTEMDB v 1B Tes3salre2izs
Status: Successful
[ Show Log Backups [Jhow Deita Backups Backup Type: Data Backup
Status  Started Duration Size Backup Type Destination Ty. Destination.Type: Snapshot
a Feb 22, 2022,12:09:22PM  00h 00m 165 550GB DataBackup  Snapshot Started; Febi22,2022,12:0922 PMUTE)
] Feb 21, 2022, 3:01:49 PM 00h 00m 19s 3.56 GB Data Backup File Finished: Feb 22, 2022, 12:09:38 PM (UTC)
Duration: 00h 00m 165
Size: 550 GB
Throughput: na
System ID:
Comment SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.544516

Additional Information: | <ks

Location: /hana/data/PFX/mnto0001/
Host Service Size Name Source Type  EBID
hana-1 nameserver 550 GB_hdbooooT volume SnapCenter_hana-1_LocalSnap_Hour...|
o g =
[5] Properties X @ Error Log AEYR § =0

Property Value




n hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio -~ o X
File Edit Navigate Search Run Window Help
i g -5l -G e-2 - Q ®®
fa Systems X O Bheexepex 2 Backup SYSTEMDB@PEX (SYSTEM) HANA2O'SPS5 | SYSTEMDB@PFX  SYSTEMDB@PEX - SNAPCENTER [ §' sysempea@prx [ prx@pex (&) Backup SYSTEMDB@PFX (SYSTEM) HANA20 SPS5 X =]
= B 8 ——
‘E" BiH-=288% & Backup SYSTEMDB@PFX (SYSTEM) HANAZ 0 SPS5 Last Update:12:1208 PM 15 B
> [E5PPX@PFX (SYSTEM) HANA20
» [EBSYSTEMDB@PEX (SYSTEM) HANA2 0 Overview_ Configuration | Backup Catalog
Backup Catalog Backup Details 2
Database: |PFX o 1D: 1645531762174
Status: Successful
Show Log Backups [ |Show Delta Backups Backup Type: Data Backup
Status  Started Duration Size Backup Type Destination Ty.. Destination Tyge: Snapshot
o Feb 22, 2022, 12:09:22 PM 00h 00m 165 594 GB Data Backup Snapshot Started: Febi22,2022, 12:0922 PMUTS)
c] Feb 21,2022, 3:02:31 PM 00h 00m 195 364GB DataBackup  File Finished: Feb 22, 2022, 12:09:38 PM (UTC)
Duration: 00h 00m 16s
Size: 594GB
Throughput na.
System ID:
Comment SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.544516
Additional Information: | <ok>
Location: /hana/data/PFX/mnt00001/
Host Service Size Name Source Type EBID
hana-1 indexserver 569GB hdb00003.00003  volume SnapCenter_hana-1_LocalSnap_Hour.
hana-1 xsengine 256.00 MB  hdb00002.00003 volume SnapCenter_hana-1_LocalSnap_Hour..
[E] properties X @] Error Log Ay - u
Property Value
< >

ONTAP 7 71 )L AT LDFSXTlE. SVMD >V —)LIC#EES: L TSnapshot/\w 7 7y TERRTET £,

sapcc-hana-svm: :> snapshot show -volume PFX data mnt00001
---Blocks---

Vserver Volume Snapshot Size Total%
Used$%

sapcc-hana-svm
PFX data mnt00001
SnapCenter hana-1 LocalSnap Hourly 02-22-
2022 12.08.54.4516

126.6MB 0%
2%

sapcc-hana-svm: : >

FoFrROR07OvIoBEMF v IOMIEBEIERT S

7R & —BlockIntegrityCheck%3&{R9 % . Snapshot/N\w o 7w I3 TJERKRICA >V TIVRTIOY IE
BEF v INEBARITINET, CORV—ZFRALINYITYTEZRTDa—ILT3L.

SnapCenter ICE DTV RT LT —ER—RETFH Y T —EZR—XEDIZZED SAP HANA 7 71 JLINw &
Ty THMEREINE T,
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Backup

Create a backup for the selected resource

Resource Name PEX

Policy BlockintegrityCheck ~| @
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Job Details s

b

Backup of Resource Group ‘hana-1_hana_MDC_PFX' with policy 'BlockintegrityCheck'

+ v Backup of Resource Group ‘hana-1_hana_MDC_PFX' with policy 'BlockintegrityCheck’

v ¥ hana-1

» Validate Plugin Parameters
k Start File-Based Backup
» Check File-Based Backup

» Register Backup and Apply Retention

L« € 4 <« 4«

» Data Collection

@ Task Name: File-Based Backup Start Time: 02/22/2022 12:55:21 PM End Time: 02/22/2022 12:56:36 PM

4

View Logs | Cancel |ob Close

SnapCenter Tld. Snapshot AIE—R—XD/N\w o7 v FeREULAETTAVIEEEF T v INKRRTN
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FtHA. KODIC. YV —HA—FRIZIE. T7AIINAR=RDODNY I TV TOEE. UEIODNY I T Y TDRT
—RZABKRTENE T,

M NetApp SnapCenter® @ = @- Asadmin  SnapCenterAdmin @ Sign Out
BT - | PR Topology x
= > -
1] © ’ X (i) =
Remove rotecion Backupow Mty Mairtnance Contigure Daabise
el Manage Copies
PRX

1

P

Summary Card
w0 Clones

2 Backups
Local coples 1 Snapshot based backup
1 il Based backup
Last Backup 2/22/2022 1256:25 PM
Backup succeeded

Primary Backup(s)

search v
Backup Name Count  IF End Date
SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.54.4516 1 02/22/202212:09:57PM 1

SAPHANA DNy O 7y THROTICIE. SRATLT—EAR—=RETFIRT—EAR—=IOWAEDIY K~V
BRRINE T, XOKRIF. PRTLETFYRT—ER=ADONY I 7 v THAROTRNDSnapCenter 7O
vIDEEMF v IEZRLTVWETD,

I hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio - o X
File Edit Navigate Search Run Window Help

Hm e R TRE el R R Q iB*®
Y systems X = O [§eexapex 2 Backup SYSTEMDB@PFX (SYSTEM) HANA20SPS5 | SYSTEMDB@PFX  SYSTEMDB@PFX - SNAPCENTER SysTEMDB@PFX [ PPx@PRx 2% Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 PS5 < =B

B2 -2E@E% § & packup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5
> &PFX@PFX (SYSTEM) HANA2.0 SPS5 [

> (B SYSTEMDB@PEX (SYSTEM) HANA20 Overview  Configuration  Backup Catalog

Last Update:12:57:59 PM | (]| (B

Backup Catalog Backup Details al

Database: SYSTEMDB > b 1B45534521466

Status: Successful
[CIshow Log Backups [] Show Delta Backups Backup Type: Data Backup
Status  Started Duration Size Backup Type Destination Ty. Restination Type: Flle
= Feb 22,2022, 125521PM  00h 00m 21s 356GB DataBackup  File Started, Febi22./2022.32.55 2UPMIUIE)
] Feb 22, 2022, 12:09:22 PM 00h 00m 165 5.50 GB Data Backup Snapshot Finished: Feb 22, 2022, 12:55:43 PM (UTC)
5} Feb 21, 2022, 3:01:49 PM 00h 00m 195 356GB DataBackup File Duration: 00h 00m 215

Size: 356GB

Throughput: 173.71 MB/s

System ID;

Comment:

SnapCenter_hana-1_BlockintegrityCheck Weekly_02-22-2022_12.55.18.7966 ‘

Additional Information:

<ok> ‘

Location; /backup/data/SYSTEMDB/ ‘
Host Service Size Name Source Type  EBID

hana-1 nameserver 6.06 KB SnapCenter_Snap... topology

hana-1 nameserver 356 GB SnapCenter_Snap... volume

[ properties X @] Error Log

Property Value
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I8 hdbstudio - System: SYSTEMDB@PFX Host: hana-1 Instance: 00 Connected User: SYSTEM System Usage: Test System - SAP HANA Studio

File Edit Navigate Search Run Window Help

A== ERE RISy RER AR ]

& Systems X O T rex@prx %) Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 SPS5

EP-@i-=2BE% 8 @ gackup SYSTEMDB@PFX (SYSTEM) HANAZ.0 SPS5

> (5 PFX@PFX (SYSTEM) HANA2 0 5PS5
> [FLSYSTEMDB@PFX (SYSTEM) HANAZ C

Overview | C: Backup Catalog

1§ svstemps@prx

SYSTEMDB@PFX - SNAPCENTER

¥ sysTemDB@PFX Tl prxaprex

— u] X

Q B(s
) Backup SYSTEMDB@PFX (SYSTEM) HANA2.0 PS5 X< =

Last Updater12:58:19 PM | (]| B

Backup Catalog
Database: PFX v

[CIshow Log Backups [ Show Delta Backups

Status  Started Duration
L] Feb 22, 2022, 12:55:34 PM 00h 00m 27s.
=] Feb 22, 2022, 12:09:22 PM 00h 00m 16s
=] Feb 21, 2022, 3:02:31 PM 00h 00m 19s

[ Properties X @] Error Log
Property

Size Backup Type
364GB Data Backup
5.94GB Data Backup
364GB Data Backup

Value

Destination Ty...

File
Snapshot
File

Backup Details

D:

Status:

Backup Type:
Destination Type:
Started:

Finished:
Duration:

Size:
Throughput:
System ID:

Comment:

Additional Information:

1645534534230
Successful
Data Backup
File

Feb 22, 2022, 12:55:34 PM (UTC)
Feb 22, 2022, 12:56:01 PM (UTC)

00h 00m 275
364GB
138.07 MB/s

<ok>

SnapCenter_hana-1_BlockintegrityCheck_Weekly_02-22-2022_12.55.18.7966

Location: /backup/data/DB_PFX/

Host Service Size Name Source Type  EBID
hana-1 indexserver 1.58KB SnapCenter_Snap... topology

hana-1 xsengine 80.00 MB SnapCenter Snap... volume

hana-1 indexserver 356GB SnapCenter Snap... volume

B¢
Ll

TOvIBEUF v IDMINT DL, 1BED SAPHANA T—R NV I 7y T T 71 ILHMER SN ZE
9o SnapCenter Tld. 77T ILR—ZADT—

T TNZADMERETNE T,

2Ny 7Ty TIBIC. HANAT —ARX—2X T

RESINT=NY
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hana-1:~ # 1s -al /backup/data/*
/backup/data/DB PFX:
total 7665384

drwxr-xr—-- 2 pfxadm sapsys 4096 Feb 22 12:56
drwxr-xr-x 4 pfxadm sapsys 4096 Feb 21 15:02
SR Rees=e 1 pfxadm sapsys 155648 Feb 21 15:02
COMPLETE DATA BACKUP databackup 0 1
=SEf= === 1 pfxadm sapsys 83894272 Feb 21 15:02
COMPLETE DATA BACKUP databackup 2 1
SE—Eee=== 1 pfxadm sapsys 3825213440 Feb 21 15:02
COMPLETE DATA BACKUP databackup 3 1
== Eo—=—e 1 pfxadm sapsys 155648 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 0 1

== po—m—e 1 pfxadm sapsys 83894272 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 2 1

SE= o= 1 pfxadm sapsys 3825213440 Feb 22 12:56

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 3 1

/backup/data/SYSTEMDB:

total 7500880

drwxr-xr-- 2 pfxadm sapsys 4096 Feb 22 12:55
drwxr-xr-x 4 pfxadm sapsys 4096 Feb 21 15:02
SEj—Ee——== 1 pfxadm sapsys 159744 Feb 21 15:01
COMPLETE_DATA BACKUP databackup 0 1

SE—E=——== 1 pfxadm sapsys 3825213440 Feb 21 15:02
COMPLETE DATA BACKUP databackup 1 1

SE—Rees=e 1 pfxadm sapsys 159744 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 0 1

A 1 pfxadm sapsys 3825213440 Feb 22 12:55

SnapCenter SnapCenter hana-1 BlockIntegrityCheck Weekly 02-22-
2022 12.55.18.7966 databackup 1 1

hana-1:~ #

F—=RR) a—LUNDR) 2a—LDINYIT v

ET—RAR) 2a—LD/INy YT L& SnapCenter L SAP HANAT S5 1 VICHRE S
*LTC*%EJE\ET‘?O

F—BRR—RA VA R=)LUY —RERBLHROTHEZ>TUOWNIE. T—ER—XT—H2R)a—LEFRELT
BEDREICSAP HANAT —AZR—XEZ YA R T7HE LV AN) TBETTHR T,

MOT—R2T7AILDI R STHRBEBELRKEDS ) ANUTBICIE. SAPHANA T—RZXR—=ADNY I T v
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TEEIDIC. T—FR) a—LUADRY 2 —LICHTBEMD/N YO 7w THEREBERT 2 & xR
LET. BEOEHICIHC T, IET—FR) a—LDONY I Ty NIRRT a—ILOBEE L REBOHRENER
BGEDHDET, i IET—RT7MIN%2ZEETZHEEDERITIVELRHD XT, fcrziE. HANA
R a—L T /hana/shared J (CI&. EITRIEET 77 JLE SAPHANA RL—X 7 71 ILHDRRIITNTLWE T,
EITT77MIDEEINDDIE SAPHANA T—EZR =AY T7 v SO L —RENEIGETIEITTIH. SAP
HANA OFSIREZ DT 3 7=®ICIF. SAPHANAD L —X T 7AILDONY I 7 v THEZEL TI23HRELRDH
DEd,

SnapCenter DIET—R KRV 2a—LNY I TV T2 ERTB L. BEETZINTDRY 2— L0 Snapshot T

E—%HHTHERTE. SAPHANA T —EAR—XDNY I 7 v TEELAR—AIREZRIRTEIET, W@
EZDEWIE. SAPHANA F—ZA~R—Z ¥ ® SQL B EIFFREL_E TT,

TR 2 —LUND) Y —R=EHRE
T—RRY2a—LUND) Y —RZRET BICIF. ROFIEZRITLET,

1L [WY—=RIRZTT, [T—RARV2—LTIIEWZEIRL. [SAPHANAT—ER—ZXDEMIZI Uy oL
9o

M NetApp SnapCenter®

@ Resources e Name Associated System ID (SID) Plugin Host ResourceGroups ~ Policies Lastbackup  Overall Status

2. SAPHANAT —ZN—XDEMAA 7OV DR TV 1T UV —REAT )XW BIETFT—FR) 12—
LZFERLET, VY —XDEHL LV Y —RIERTBEESIDESAPHANAT ST 1 VR bz
BEL. ["KN\1Z22 ) v I LET,
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Add SAP HANA Database %

Provide Resource Details

2 Storage Footprint Resource Type Non-data Volume -
Resource Marme PFX-Shared-Volume

3 Summary
Associated SID PFX i ]
Plug-in Host hana-1 - (]

3. SYM R ML= RYa—LZRANL—UBREBELTEML, "NEIUYILFET,
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Add SAP HANA Database

o Name Provide Storage Footprint Details

Add Storage Footprint
3 Summary ®

Storage System sapcc-hana-svm =
Select one or more volumes and if required their assoclated Qtrees and LUNs

Volume name LUNSs or Qtrees

PFX_shared - Default is "None' or type to find

Save

4 REZREFIBICIE. BEFIRTETIZ2VvILET,
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Add SAP HANA Database

o Name

o Storage Footprint

Summary

Resource Type
Resource Name
Associated SID

Plug-in Host

Storage Footprint

Storage System

sapc:-ha-‘a-s-m*.

Non-data Volume
PFX-Shared-Volume
PFX

hana-1

Volume LUN/Qtree

PFX_shared

NT. ILWIET—RAR) a—LHSnapCenter IHEMENE T, FILLWIUYV—XEZHTILV v oL

T VY —ZADFREEZRITLET,

M NetApp SnapCenter®

SAP HANA -

<
W Non-ata volume ~ earch databases

Resources. =~ Name

Dashboard
Associated System ID (SID)

2 PFX-Shared-Volume PRX

EC) @ E
5

-
i

Storage Systems

Settings

B i

Aerts

Plugin Host Resource Groups. Lastbackup  Overall Status

hana-1 Not protected

1)y —2D1REIZ. HANAT —HR—XD Y —ATRIR LT=AEEBLCAETITONE T,

[Ny o7y NIy LT,

NYIT Yy TeRITTEBRELIICBRDE LT



I NetApp SnapCenter®

saprana [

I Name

o
e

]

B it W

2 PRXShared-Volume

L] ©- 2 scadmin

*PFX-Shared-Volume Topology.

Manage Copies

0 Clones

Primary Backup(s)
v

Backup Name count  IF

There is no match for your search.

6. RUL—Z&RL. Ny o7y FUEZRIALE Y,

Backup

Create a backup for the selected resource

Resource Name

Policy

PFx-Shared-Volume

LocalSnap - @

SnapCenter ¥ 3704(CId. B4DT—2 7O0—FIBHRRINE T,

SnapCenterAdmin

End Date
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Job Details

Backup of Resource Group 'hana-1_hana_NonDataVolume_PFX_PFX-Shared-Volume' with
policy 'LocalSnap’

¥ Backup of Resource Group 'hana-1_hana_NonDataVolume_PFX_PFX-Shared-Volume' with policy
'LocalSnap'

« ¥ hana-1

» Validate Dataset Parameters

» Validate Plugin Parameters

b Validate Retention Settings

» Create Snapshot

» Get Snapshot Details

» Collect Autosupport data

» Register Backup and Apply Retention
» Register Snapshot attributes

» Data Collection

N & § % R % % LB

» Agent Finalize Workflow

@ Task Name: Backup Start Time: 02/22/2022 3:27:48 PM End Time:

4

View Logs | Cancel job Close

NT. FHILWNY I Ty IRTFT—2R) a—LUADIY =DV Y —REa—IZRRINET,
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M NetApp SnapCenter®

= SAP HANA -

DX k7 AN

SnapCenter Tld. B—F 7> FDHANAY > F)LRZX FMDCY R T LIS L TEHEIU X 7B 1) AN
MIBHHR—FEINET, BROT Y b E2HFOVILFRAN AT LERIFMDCY R T LDBFE
I&. SnapCenter |3 X F 7HIBEDAHZFEITL. FMTUANVZRTIIHENRHD £,

DR ST7RBEUANIRBOBEEIE. ROFIRTHRITTETE I,

1T UINTIBICERT BNy I 7y TEERLE T,

2. YA RTRAT%EIRLE T, [Complete Restore with Volume Revert or Without VVolume Revert] % 23R
L,

B MDA T arh b ) ANIEA T ERLED,
C ERMOREICEELET
AV A UERA L
CHKEDT—EDNYIT YT
o YANUIRL

BRLICVANIRATE SRATLET T R T—=ER=ZDVANVICERINET,

RIC. SnapCenter (FXRDMNEBERITLE T,

1. HANA 7 —ZR—=2ZHZIEL £ T,
2 F—AR—ZNURFTEINET, BRLEU R R 71 FBL T, BBZLBAETINET.

o AR a—LETHERINTLWBIHE. SnapCenter (7R 2—L%ET7UI TV ML, A ML= LA
YDR) 2—L~R—ZSnapRestore ZEAL TR a—LZzETL. RVa—LZEZEIYTVFLET,

e AR a—LUN—FEFERLABWVIEE. SnapCenter (. A L= LAV TE—T 711
MSnapRestore MIBEFERAL TIRTD I 71 ILEUR ST LET,

T—RER=RZVANILET,

a YRATLT—ER—=XEVANITS
b. 7+ b F—ER—=XZ)ANILET
C. HANAT —AR—X%EEH L TVWET

3.

No RecoveryZiEIR$ 5 . SnapCenter BT L. Y RTLETFY bT—EXR—=AD X +7HIE
ZFHTEITIDBEDNDD FT,
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FETUINTERITTBICIE. ROFIEEZRITLED,
1. SnapCenter T. U X M FHIBIZERITZ NI 7Yy T2 ERLE T,

M NetApp SnapCenter®

PR cackups Summary Card
= ocones 5 Backups
Local coples

Primary Backup(s)

v L] q L

eeeeeeeeeeeeeeeeee
Backup Name Cour i End Date
SnapCenter_hana-1_Localsnap_Hourly 02-23-2022 14.00.05.4361 0212312022 2:01:11 PM 83

02/22/20228:01:01 PM &4
02/22/2022 2:01:01 PM £

SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_14.00.02.8713

he
SnapCenter_hana-1_LocalSnap_Hourly_02:22-2022_20.00.01.4482
h
h: 02/22/2022 12:09:57 PM 3

SnapCenter_hana-1_LocalSnap_Hourly_02-22-2022_12.08.54.4516

2. YRR TOHEEE ZA T2 ERLET,

HANAMDC > > U IILTF+ > b AT LOEENL S F ) AIF. R a—LDETEZHSITEHRIY—X
EFEHAITBRETY. BHOTF > b EEFEDHANAMDC Y X T LDHFE. 1 DDTF>Y hDIHEETT
BZRELNBHIFBENHDEF T, B—FTF > FOETOFHHICOVWTIE. UTEBBLTLLEITL, "UZX
k77 1) A8 (netapp.com) "
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Restore from SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361

Select the restore types

2 Recovery scope @ Complete Resource €

Volume Revert

3 PreOps )
As part of Complete Resource restore, if a resource contains volumes as Storage Footprint, then the latest Snapshot
copies on such volumes will be deleted permanently. Also, if there are other resources hosted on the same volumes,
4 PostOps then it will result in data loss for such resources.
5 MNotification O Tenant Database
6 Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings>Global Settings>Notification Server Settings.

3. Recovery Scope #3&RL. O NY I 7y FehROTNv I 7Yy TOBFR%ZIEELET,

SnapCenter Tld. HANA @ global.ini 7 7 1 ILDFT 7 # )L kNZAFIFEBESINNAZFERAL T, O
JehRATDONY I Ty TOBRANERICANTNE T,
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4.
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Restore from SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361 X

0 Restare scope Recover database files using

2 Recovery scope @ Recover to most recent state @

O Recover to pointin time €@

3 PreOps O Recover to specified data backup @
O No recovery @
4 PostOps
5 Notification Specify log backup locations @
Add
& Summary T
fbackup/log

Specify backup catalog location @

fbackup/log

Recovery options are applicable to both system database and tenant database.

Configure an SMTP Server to send emall notifications for Restore fobs by going to. Settings>Global Settings>Notification Server Settings.

F7a>OVRANTEHOIAR Y RZAALET,



Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361 X

o HEsiorRS60PE Enter optional commands to run before performing a restore operation @
o RE(OVEI')’ scope Pre restore command
4 PostOps

5 Notification

& Summary

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings>Global Settings>Notification Server Settings.

S. A/ arvDURNT7EDIAIY VY REANLET,
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Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361 X

o Bestore scope Enter optional commands to run after performing a restore operation @

e Recovery scope Post restore command

o PreQps

4 PostOps

5 Notification

£

6 Summary

Configure an SMTP Server to send emall notifications for Restore jobs by going to Settings=Global Settings>Notification Server Settings.

6. URFTEIV I ANVRF=ZRIB T BICIIETIZZ) v ILET
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Restore from SnapCenter_hana-1_LocalSnap_Hourly 02-23-2022_14.00.05.4361 %

o Restore scope Summary

oRECOVEW scope Backup Name SnapCenter_hana-1_LocalSnap_Hourly_02-23-2022_14.00.05.4361
Backup date 02/23/2022 2:01:11 PM

© o
Restore scope Complete Resource with Volume Revert

of’cstﬂps Recovery scope Recover to most recent state
Log backup locations /backup/log

oNcﬂﬂcatjan
Backup catalog location /backup/log

6 Summary Pre restore command

Post restore command

Send email No

If you want to send notifications for Restore Jobs, an SMTP server must be configured. Continue to the Summary page to save your Information, and
then go to Settings>Global Settings>Notification Server Settings to configure the SMTP server.
Previous

SnapCenter ICK > TU R R T7E LX) ANVIBHAERITEINE T, COBIE. VAT aTE AN
J)2adooadoFElERRLTVWET,
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Job Details

Restore 'hana-1\hana\MDC\PFX'

¥ Restore ‘hana-1\hanatMDCWPFX'
v hana-1
v Restore

» Validate Plugin Parameters

» Stopping HANA instance
» Fllesystem Pre Restore

v

L

v

L

v v Pre Restore Application
L

v

v v Restore Filesystem
L

» Filesystem Post Restore

» Recovering system database
» Checking HDB services status
» Recovering tenant database 'PFX'
» Starting HANA instance
» Clear Catalog on Server
» Application Clean-Up

» Data Collection

¢ ¢ £ ¢ £ £ < 4

» Agent Finalize Workflow

© Task Name: Recaver Application Start Time: 02/23/2022 2:07:31 PM End Time:

View Logs

Cancel job

k

4

Close




SnapVault ZEB LNy O 7y TL U r—3>
BIE- SnapVault ICK BN\ o7y L) 5—2 3>

CDOTRRETIE. 22BDAWSTARA ZE ) 54 —>TFSX for ONTAP 7 71 LY
2T L%E2DBICL T HANATF—ZAR 2a—LDNY I 7y LU r—> 3 0% BN
LEd,

FTETHEALILESIC, " TF—2FEHR, "LTVr—>a3>a2—45y hME. 754 <JFSx for ONTAP 7
AN AT LDOBEBENSRETDI-DIC. IOTRAISED T4V —ICHB2DBDFS for ONTAP 7 7
AN AT LTHRIREBLHD FT, £fo HANARBR) 2 —LEONTAP 7 7MLV AT LDEH VA

DESXICL TV — T 23REBLHD X9,

AWS Availability Zone 1 AWS Availability Zone 2

hana-1 HYJHANA SnapCenter
PFX - single host -
MDC single tenant -
HANA plug-in
[L===]]

SVM: sapcc-hana-svm SVM: sapcc-backup-target-zone5

SnapVault

~ Backup
Log % ‘E[] - Data II.
Log
Backup

FSxN FSxN

REFIRDOBIE

FSX for ONTAP L 1 VY TERITI 23N BEHLH ZREFIBIIWV DD HD £9, ik NetApp Cloud Manager
F7-IIONTAP OX YV RSA4 VDFSXTERITTEF X,

1. ONTAP 7 7 1LY R T LEADET7FSX. ONTAP 7 7 1LY X7 LDFSXIF. HMEDL FU—>a>%
SRS B1HICETBRERET D2HEDHD X,

2. SVMZEET7 ) VISVMBEIDOL P r— 3> %8Rl 31Cld. SYMBICE7ERERE T IHEHLH D
£9,

3. =4y b ARUa—LEERLET. Z2—4 v FSYMICARY) 2— L%+ DP) #IEELTHRY a—L4
EERLES, LTVTr—>a>y 2=y bk R a—LE LTERTBICIFDPRA THYRETY

4. SnapMirroriR1) > —%1ERR T %o UL vautZ A 7DOL P r—> 3> DR) O —EERT D 1-DICE
BAEnxd

a R)I—IZIL—=IZEBMLET, CDIL—ILICIE. EAVR)HA ETD/NY T T v FDSnapMirror
IRV EFRFICEATABHRDAZENTUVET, COITRNIDEFENTVWBRBY —RXAKR)a—L4A
IZSnapCenter |2 & o TSnapshot/\w I 7 v THMER E N3 & 51 SnapCenter /R 1) & —DE¥TH
CSnapMirrorZ RNILERET 2HEHHD £7,
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5. SnapMirrorBRZ Y — AR ) a— LR =7y bR a—LDBOL TV -2 a VBREEEL.
/Tf'J 9_%i@ﬁﬁbi-§_o

6. SnapMirrorz 8L ZRFIDL TV r—> 3 VD BIRIN. V—XDIRTDOT—EHE =4y hR1) 22—
LICEREXTINE T,

R)a—LL )= 3 VDRENTT LI=5. SnapCenter TRDESICNY I Ty L) yr—> 3>
TRETIHNENHD T,

1. 2—%4"v kSVM% SnapCenter 2B L 9

2. Snapshot/\w 2 7w F ¥ SnapVault L 1) /r—< 3 VRIZH L L \SnapCenter /R > —ZER L £9,
3. HANAD )Y —RIRFEICRU > —&BML X T,

4 FLWRYS—ZFRAL TNV I T Y TZRITTERLSICHRD F LT

MUEDETIE. BEXDOFIRICOVWTHFLLEHALET,

ONTAP 77 AL RTLDL T —> g VBB EFSXICERELF T

SnapMirrorDEEEA 7> a3 VBT 2EBMIBEER ICDWLWTIE. ONTAPD RFa X2 +%&
B L TLEEV "SnapMirrorL 7)o —> 3 >0 7—2 70— (netapp.com) "o

* ONTAP 7 7 1)L R T LD/ — XFSX :'FSxId00fa9e3c784b6abb

* YV —2Z8VM : T[sapcc-sana-svm

*ONTAP 771l + Y XAT LADH—%v FFSX ! FsxId05f7f00af49dc7a3e
* X—%"vw FSVM ! sapcc-backup-target-zone5

ONTAP 7 71 IL> AT LADETFSX

FsxId00fa%e3c784boabbb: :> network interface show -role intercluster

Logical Status Network Current Current
Is
Vserver Interface Admin/Oper Address/Mask Node Port
Home

FsxId00fa%9e3c784bbabbb
inter 1 up/up 10.1.1.57/24
FsxId00fa9e3c784bbabbb-01
ele
true
inter 2 up/up 10.1.2.7/24
FsxId00fa%e3c784bbabbb-02
ele
true
2 entries were displayed.
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FsxId05f7f00af49dc7a3e: :> network interface show

Logical Status Network
Is
Vserver Interface Admin/Oper Address/Mask
Home

-role intercluster

Current

Node

Current

Port

FsxId05f7f00af49dc7a3e
inter 1 up/up 10.1.2.144/24
FsxId05£f7f00af49dc7a3e-01

true
inter 2 up/up 10.1.2.69/24
FsxId05f7f00af49dc7a3e-02

true

2 entries were displayed.

ele

ele

FsxId05f7f00af49dc7a3e::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.1.57, 10.1.2.7

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship,

phrase or sequence of characters that would be hard to guess.

Enter the passphrase:
Confirm the passphrase:

use a

Notice: Now use the same passphrase in the "cluster peer create" command

in the other cluster.

@ peer-addrs] l&. TRAT 14 R—2 3V I SREZDI S5 XFIPTY,
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FsxId00fa9e3c784b6abbb::> cluster peer create -address-family ipv4 -peer

-addrs 10.1.2.144, 10.1.2.69

Notice: Use a generated passphrase or choose a passphrase of 8 or more

characters. To ensure the authenticity of the peering relationship, use a
phrase or sequence of characters that would be hard to guess.

Enter the passphrase:

Confirm the passphrase:

FsxId00fa%9e3c784bbabbb: :>

FsxId00fa9%e3c784b6abbb::> cluster peer show

Peer Cluster Name Cluster Serial Number Availability
Authentication
FsxId05f7f00af49dc7a3e 1-80-000011 Available ok

SVMzE7 >

56

FsxId05f7£00af49dc7a3e: :> vserver peer create -vserver sapcc-backup-
target-zoneb5 -peer-vserver sapcc-hana-svm -peer-cluster
FsxId00fa9e3c784bbabbb -applications snapmirror

Info: [Job 41] 'vserver peer create' job queued

FsxId00fa9%e3c784b6abbb: :> vserver peer accept -vserver sapcc-hana-svm
—-peer-vserver sapcc-backup-target-zoneb
Info: [Job 960] 'vserver peer accept' job queued

FsxId05f7£00af49dc7a3e: :> vserver peer show

Peer Peer Peering
Remote
Vserver Vserver State Peer Cluster Applications
Vserver

sapcc-backup-target-zoneb
peer-source-cluster
peered FsxId00fa9e3c784b6abbb
snapmirror
sapcc-hana-svm



A=y MR a—LZfERLEY

LTV —23> 8=y b LTIZT9ZRETBICIE. Tdpy RATDE—7y bR 2 —LZ1ERT
BHENBD XY,

FsxId05f7f00afd49dc7a3e::> volume create -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -aggregate aggrl -size 100GB -state online
-policy default -type DP -autosize-mode grow shrink -snapshot-policy none
-foreground true -tiering-policy all -anti-ransomware-state disabled

[Job 42] Job succeeded: Successful

SnapMirror R > —%{ERR T B

SnapMirror7R 1) & — £ BINIL— )L TFREF E SnapMirrorSARNILZE&E L. L 714 — k§ %SnapshotZ45E L
£9, HE& TSnapCenter R > —%{EFHT 2 & ElF. RILINILEFERTIHNELHD £,

FsxId05f7f00af49dc7a3e: :> snapmirror policy create -policy snapcenter-
policy -tries 8 -transfer-priority normal -ignore-atime false -restart

always -type vault -vserver sapcc-backup-target-zoneb

FsxId05f7f00af49dc7a3e: :> snapmirror policy add-rule -vserver sapcc-—
backup-target-zone5 -policy snapcenter-policy -snapmirror-label
snapcenter -keep 14

FsxId00fa%e3c784bbabbb::> snapmirror policy showVserver Policy
Policy Number Transfer
Name Name Type Of Rules Tries Priority Comment

FsxId00fa%9e3c784boabbb

snapcenter-policy vault 1 8 normal -
SnapMirror Label: snapcenter Keep: 14
Total Keep: 14
SnapMirrorB3fR% {ER

CNT. V=—RRUa—LEZ—7y bR) a—LOBRICIMZ. XDPE A FERIDFIETIER LR > —
NEREEINET,
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FsxId05f7f00af49dc7a3e::> snapmirror create -source-path sapcc-hana-
svm:PFX data mnt00001 -destination-path sapcc-backup-target-
zoneb5:PFX data mnt00001 -vserver sapcc-backup-target-zoneb -throttle
unlimited -identity-preserve false -type XDP -policy snapcenter-policy
Operation succeeded: snapmirror create for the relationship with
destination "sapcc-backup-target-zoneb5:PFX data mnt00001".

SnapMirror% #JHA{t

COAXVRZEATRL. RADL TV =2 a B FRENEd, Chid. V—RRUa—-Lh58—7
Y RRY 2= LADIRTODT—ED T ILERXT I,

FsxId05f7f00af49dc7a3e: :> snapmirror initialize -destination-path sapcc-
backup-target-zone5:PFX data mnt00001 -source-path sapcc-hana-
svm:PFX data mnt00001

Operation is queued: snapmirror initialize of destination "sapcc-backup-
target-zoneb5:PFX data mnt00001".

L7V —23a>DRXT—2 X E’snapmirror show A Y RZFEHRA L CHERTS XY

FsxId05f7£00af49dc7a3e: :> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zone5:PFX data mnt00001
Uninitialized
Transferring 1009MB true
02/24 12:34:28
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FsxId05f7£00af49dc7a3e: :> snapmirror show

Progress

Source Destination Mirror Relationship Total

Last

Path Type Path State Status Progress Healthy
Updated

sapcc-hana-svm:PFX data mnt00001
XDP sapcc-backup-target-zoneb

Snapmirrored

Idle

SnapCenter (Z/\v 7 7 v FSVMZ% 3G
SnapCenter [Z/\w U 77w TSVMZEINT B ICId.

:PFX data mnt00001

= true

RDFIEZERTLET

1. SnapVault 2 —4"w k7R 12— LHEIE TN TLSSVM% SnapCenter IZFREL £,

I NetApp SnapCenter®
ONTAP Storage

Add Storage System

Add Storage System @

2. [FOMDA T a VTV RIT. T3V b T7x—LE LT[IRTDFlash FAS |Z:&ERL. [EHVA

D12 BRLE T,

& = @ Lsadmn SnapCenterAdmin ¥ Sign Out

X
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More Options X

Platform | All Flash FAS - Secondary @
Protocol | HTTPS w |

Port = 443
Timeout 60 seconds [ ]

(J Preferred IP (i ]

Save Cancel

_MNT. SVMZ%ZSnapCenter TERTE3&L5ICBRD T,

I NetApp SnapCenter®

\ ONTAP Storage

2 scadmin  SnapCenterAdmin Sign Out
<

B Dashboard -l  ONTAP SVMs ~ [ search by Name

HH

u Resources

ONTAP Storage Connections

e Monitor [ Name ©® P Cluster Name User Name Platform Controller License

sapcc-backup-target-zones 10.1.2.31

{ﬁﬁ Reports

& Hosts

vsadmin AFF Not applicable
O sapcchana-svm 198.19.255.9 vsadmin AFF v

:-I Storage Systems

E L

A Alerts

Ny o7y TLT)r— 3> AOF LLSnapCenter R S —%ERLET
NI TyFTLFVT—23 > DR)O—IERDEDICRETBIHRELNHD £,
1. R)>—D&FIZiEELET,

M NetApp SnapCenter® [ ] @~  Lscadmin  SnapCenterAdmin [ Sign Out

Global Settings ~ Polies  UsersandAccess  Roles
<

SAP HANA
Dashboard

Resources

9
e

: Backy Schedule Type Replication
o 5 ip Type VP pl

BlockintegrityCheck ile Based Backup Weekly
Reports

®

LocalSnap Data Backup Hourly
Hosts.

Storage Systems

Settings

L il R

Alerts

2. Snapshot/\w 77w LRI a—LBEZERL T, BF. Dalyld/N\v o7y FOLF)/r—>3
VICERINE Y,
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New SAP HANA Backup Policy x

m Provide a policy name

2 Settings Policy name LocalSnapAndSnapVault (1]

Details Replication to backup volume
3 Retention | P P

4 Replication

L

Summary

3. Snapshot/\'y 7 7 v 7O FFEHEB %= ERL £,

New SAP HANA Backup Policy =
o Name Select backup settings
Backup Type ® Snapshot Based O File-Based @
3 Retention

Schedule Frequency
4 Replicatien Select how often you want the schedules to occur in the policy. The specific times are set at backup job creation enabling you to
stagger your start times.

5 Summary O On demand

O Hourly

® Daily

O Weekly

O Monthly

hiE. 74TV A ML= TER S NI-BEAMIDSnapshot/N\w O 7 v 7DRF TS, SnapVault X —
Ty hTOEAYEUNY I Ty TOFREFRTEIE. ONTAP LAJLTadd ruleA<X Y REFHL TT TICEH
EETNTUVWET, TONTAP 7 7ML RTFLDFSXTOL U —> 3 VEEZROER)  (xref) ZBBL
TLIEE W,

New SAP HANA Backup Policy X
o Narme Retention settings
o Settings Dally retention settings
@ Total Snapshot copies to keep 3 = [i ]
O Keep Snapshot coples for 14 days

4 Replication

5 Summary

4. Update SnapVault 7 1 —JL R%ZERL. AXRLSRILEIBELE T,

CDIANJLIFE. Taddrule; O< > KR TONTAP LARJLTIEE T N7=SnapMirrorS NJL & —E§ 2 HENH
D%d,
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New SAP HANA Backup Policy 2

o Name Select secondary replication options €
o Settings [ Update SnapMirror after creating a local Snapshot copy.
o Retention Update SnapVauit after creating a local Snapshot copy.
Secondary policy label Custom Label -~ 0
4 Replication
snapcenter|
5 Summar
x Error retry count 3 i ]

New SAP HANA Backup Policy x

0 NETE Summary

o Settings Policy name LocalSnaj

Details Replication to backup velume

© retention
Backup Type Snapshot Based Backup

o Replication Schedule Type Dz
Daily backup retention Total backup coples to retain: 3

5 Summary
Replication SniapVault enabled , Secondary policy label: Cus anter , Error retry
count: 3

CNTH L WLSnapCenter R S —HRESN F LT

M NetApp SnapCenter® 2 scadmin  SnapCenterAdmin @ Sign Out
GlobalSettings ~ Polides  UsersandAccess  Roles  Credential  Software
SAP HANA
Dashboard X P
coTT— ’
@ Resources w
Name S BackupType Schedule Replication
£ Monitor I P Type ule Type =
BlockintegrityCheck File Based Backup Weekly
@ Reports
il Repo
Localsnap Data Backup Hourly
Hosts LocalSnapAndsnapVault Data Backup Dally SnapVault

8 Storage Systems.

= Settings

)Y —ZDFREICR) D —ZEMLET

ROBUSTT DS FILWERY S —ZHANAD Y Y — Z{REBKICIEN T 2 HED D
D&,

M NetApp SnapCenter® E A scadmin  SnapCenterAdmin @ Sign Out

SAP HANA - PFX Topology X | Multitenant Database Container - Protect

Manage Copies

PRX Primary Backup(s) ‘ ° e A 5

search Resource Application Settings Policies Notification Summary

Backup Name
Select one or more policies and configure schedules
SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_14.00.03.6698 LocalSnap, BlockintegrityCheck - + O

SnapCenter_hana-1_LocalSnap_Hourly_02- v Localsnap
24-2022.08.00.02.2808

v BlockintegrityCheck s
SnapCenter_hana-1_LocalSnap_Hourly_02- LocalSnapAndSnapVault
24-2022.02,00.02.1758 1Schedules Configure Schedules
P, I, S - BlockintegrityCheck Weekly: Run on days: Sunday s | =
232022.20.00.02.3280 LocalSnap Hourly: Repeat every 6 hours /s | =
SnapCenter_hana-1_Localsnap_Hourly_02:
23-2022.14.00.05.4361
SnapCenter_hana-1_LocalSnap_Hourly_02- Total 2

22-2022.20.00.01.4482

SnapCenter_hana-1_Localsnap_Hourly_02-
22-2022.14.00.028713
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Yy b7y TTIEG BRRT D a—-IILZ2ERLET,

@ = ©- sadmin  SnapCenterAdmin  SignOut

M NetApp SnapCenter®

SAP HANA| ﬂ PFX Topology X | Multitenant Database Container - Protect

i
12 System Manage Copies

PRX Primary Backup(s) ‘ ° 9 A s

search Resource  Application Settings Policies Notification Summary

Backup Name
Select one or more policies and configure schedules

SnapCenter_hana-1_LocalSnap_Hourly_02-

24-2022_14.00.03.6698 LocalSnap, BlockintegrityCheck, LocalSnapAt ~ + O

alsnap_Hourly_02-
% Configure schedules for selected policies

LocalSnap_Hourly_02- Policy I:  Applied Schedules Configure Schedules

alsnap_Hourly_02- BlockintegrityCheck Weekly: Run on days: Sunday ¢ | x

Localsnap Hourly: Repeat every 6 hours. s | x

alsnap. Hourly 02- LocalsnapAndsnapVault Dally: Repeat every 1 days s x
iana-1_LocalSnap_Hourly_02- Total 3

sn: _hana-1_|
22:2022.20.00.01.4482

SnapCenter_hana-1_LocalSnap_Hourly_02-
22-2022.14.00.02.8713

L= araEFERLTNY I 7y T2 ERLET

Nw o 7w, O—AHI)LSnapshotAE—EULAETIERL £,

L7V —2a>z#E5N\v o7y TRERTBICIE. N IT7 v LTV r—23 080K O —%FR
L N\wo7wTZ20)voLFET,

Backup X

Create a backup for the selected resource

Resource Mame PEX

Policy LocalSnapAndSnapVault ~| @

SnapCenter ¥ 3 7 0O47(Zl&. SnapVault EFTAURZHB T2 H A ) 7y ITT7— ATy THRREINF
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—rENFET,
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v
L
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¥
v
v
L
v
v
o
v
L

Job Details

v hana-1
¥ Backup

» Validate Dataset Parameters

» Validate Plugin Parameters

* Complete Application Discovery

» Initialize Filesystem Plugin

» Discover Filesystem Resources

» Validate Retention Settings

b Quiesce Application

* Quiesce Filesystem

* Create Snapshot

b UnQuiesce Filesystem

* UnQulesce Application

b Get Snapshot Detalls

b Get Filesystem Meta Data

* Finalize Filesystern Plugin

b Collect Autosupport data
Secondary Update.

» Register Backup and Apply Retention

* Register Snapshot attributes

» Application Clean-Up

» Data Collection

b Agent Finallze Workflow

¥ (Job 49 ) SnapVault update

@ Task Name: Secondary Update Start Time: 02/24/2022 3:14:37 PM End Time: 02/24/2022 3:14:46 PM

| View Logs | Cancel Job

Backup of Resource Group 'hana-1_hana_MDC_PFX' with policy 'LocalSnapAndSnapVault'
w ¥ Hackup O Hesource Lroup nana-1_nana_MuUL_FEX With policy ‘LocalbnapAndsnapvault

: Close

ONTAP 7 71 )L + X7 LDFSXTIE. SnapCenter RIS —TREINTLS K SIC. SnapMirrorS N
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JL TSnapCenter | ZFHELTY—X « /R 2—L_EDSnapshothMER SN E T,

FsxId00fa9%e3c784b6abbb: :> snapshot show -vserver sapcc-hana-svm -volume
PFX data mnt00001 -fields snapmirror-label

vserver volume snapshot

snapmirror-label

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 13.10.26.5482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 03-31-
2022 14.00.05.2023 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 08.00.06.3380 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-05-
2022 14.00.01.6482 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-14-
2022 20.00.05.0316 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 08.00.06.3629 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-1 LocalSnap Hourly 04-28-
2022 14.00.01.7275 -

sapcc-hana-svm PFX data mnt00001 SnapCenter hana-

1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853

snapcenter

8 entries were displayed.

2=y kR a— LI, BLC%BIDOSnapshot IE—DER SN E T,

FsxId05f7£00af49dc7a3e: :> snapshot show -vserver sapcc-backup-target-zoneb
-volume PFX data mnt00001 -fields snapmirror-label

vserver volume snapshot

snapmirror-label

sapcc-backup-target-zone5 PFX data mnt00001 SnapCenter hana-
1 LocalSnapAndSnapVault Daily 04-28-2022 16.21.41.5853 snapcenter
FsxId05f7f00af49dc7a3e: :>

HANAD /Y 2 7w 7HROTICHF L UWSnapshot/\w o 7w ITHRRESNE T,
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Backup Catalog Backup Details

Database: | SYSTEMDB > Ib: 165162320804
Status: Successful
[[show Log Backups [ Show Delta Backups Backup Type: Data Backup
Status  Started Duration Size BackupType  Destination Ty.. Destination Type: Snapshot
@ Apr 28, 2022, 4:22:06 PM 00h 00m 155 550GB Data Backup Snapshot Started: Apri26,,2022,:4:22:061PM.(LITC)
Apr 28, 2022, 2:00:26 PM 00h 00m 15s 5.50 GB Data Backup Snapshot Finished: Apr 28, 2022, 4:22:21 PM (UTC)
Apr 28, 2022, 8:00:35 AM 00h 00m 155 550 GB Data Backup Snapshot Duration: 00h 00m 155
] Apr 15, 2022, 5:00:44 PM 00h 06m 59s 5.50 GB Data Backup Snapshot Size: 5.50 GB
[} Apr 14, 2022, 8:00:32 PM 00h 00m 165 550 GB Data Backup Snapshot Throughpu na
Apr 5, 2022, 2:00:29 PM 00h 00m 155 550 GB Data Backup Snapshot
@ Apr 5, 2022, 8:00:39 AM 00h 00m 155 550GB Data Backup Snapshot System P
@ Mar 31, 2022, 2:00:29 PM 00h 00m 155 550 GB Data Backup Snapshot Comment: SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853
5] Mar 31, 2022, 1:10:57 PM 00h 00m 165 550 GB Data Backup Snapshot
Feb 22, 2022, 12:55:21 PM 00h 00m 215 3.56 GB Data Backup File

Additional Information: | <ok>

Location: /hana/data/PFX/mnt00001/
Host : Service Size Name Source Type EBID
hana-1 nameserver 5.50 GB hdb00001 volume SnapCent...

SnapCenter Tl&. AROPE2—DONYy I 7y FaAE—%Z0)yILT. LTUIT—rENTNYITYVS
DIR+ZRRTEET,

I NetApp SnapCenter® @ = @- fsadmin  SnapCenterAdmin B Sign Out
SAP HANA ﬂ PFX Topology x

cr—— e s o o =
" =

BsckupNaw Modiy Producton e Cont . e

i Syster p
L Een Manage Copies
PFX
8 Backups Summary Card
=
= | ocines 10 Backups
Local coples. 5 Snapihotbased backups
u 1 bl Based backup x
0 Clones
0 Clones
Vault copies
Secondary Vault Backup(s)
search v
Backup Name Count. = End Date
SnapCenter_hana-1_LocalShapAndSnapVault_Dally_04-28-2022_16.21.41.5853 1 04/28/2022 4:22:40 PM 19

TAVAIVZAML=D5UIRTEIVCIANITS
THVHAVRAL=UDB VR NTEITIANITBICIE. ROFIEZRITLET,

THVRAVIAML =2 EDTRTONY I 7Yy TN X ZEUET BICIF. SnapCenter MROTE 12—

TVault Copies (Jx—ILEOE—=) ZIUv o L. NvIT7vF%EIRL CRestore (187x) 7w oL ZE
ERS

M NetApp SnapCenter® @ = @- Lsadmin  SnapCenterAdmin [ Sign Out

SAP HANA - PFX Topology X
>

cCr— e s o o

Backup Now Moaity Procucton

Manage Copies

- Stkps Summary Card

=1
== 0Clones 10 Backups

9 Snapsiot based backups
u 1 Backup

1 Hie Based backup X
0 Clones

Local coples

0 Clones
Vault copies
Secondary Vault Backup(s) =B
search v L]
_ cone o
Backup Name Count  IF End Date
SnapCenter_hana-1_LocalSnapAndsnapVault_Dally_04-28-2022_16.21.41.5853 1 0412872022 4:22:40 PM 1

JZRT7RA7O7ICEHh 2R DERBPRREINE T,
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Restore from SnapCenter_hana-1_LocalSnapAndSnapVault_Daily_04-28-2022_16.21.41.5853 X

2 Recovery scope ® Complete Resource @

O Tenant Database
3 PreOps
Choose archive location
4 PostOps

SepeEhana-auTL PR data TtaBaat sapcc-backup-target-zone5:PFX_data_mnt00 ~

5 Notification

6 Summary

The newer tenants added on the host after the backup was created cannot be restored and will be lost after restore operation.

Configure an SMTP Server to send email notifications for Restore jobs by going to Settings>Global Settings=Notification Server Settings.
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* [FSX for NetApp ONTAP user guide—What is Amazon FSX for NetApp ONTAP ? J

https://docs.aws.amazon.com/fsx/latest/ ONTAPGuide/what-is-fsx-ontap.html
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* SnapCenter D) Y —XR—
"https://www.netapp.com/us/documentation/snapcenter-software.aspx"

* SnapCenter V 7 b T 7D RFaX2 b

"https://docs.netapp.com/us-en/snapcenter/index.html"

* TR-4667 : [Automating SAP HANA System Copy and Clone Operations with SnapCenter J
"SnapCenter Zfff L T SAPHANA > X7 LD IE—H Loy O—VEB% 581t"

* TR-4719 : SAP HANA System Replication—Backup and Recovery with SnapCenter J

"SnapCenterlC &2 /\w o 7w &) A/ND"
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