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hana-8:~ # 1lsblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINTS
sda 8:0 0 100G 0 disk

F—sdal 8:1 0 256M 0 part /boot/efi
L—sda2 8:2 0 82G 0 part

F—system—root 254:0 0 60G 0 lvm /root

| /var
| /usr/local
| / tmp
| /srv
| /opt
| /home

| /boot/grub2/x86++ ++64-efi

| /poot/grun2/1386-pc

| / .snapshots

| /

L—system—swap 254:1 0 2G 0 lvm [SWAP]
sdb 8:16 0 95G 0 disk

sdc 8:32 0 95G 0 disk

sdd 8:48 0 95G 0 disk

srO0 11:0 1 17.1G 0 rom



VM/\ < X—%disk.EnableUUID

CONTA—REBNRET ZBELNHDEFT, £5LALE. SnapCenterT —HAR— XD BEFHEH IF5k
BLEY,

1L VMD> vy bZD Y

2. 1L LW/VS5 X—4 Tdisk.EnableUUID] ZEBHML. TTRUEJ ICRELET

3. Start VM

Edit Settings | hana-g

[FE
pciBridges peiSlotNumber
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pciBridge7 peiSlotNumber

scsi0:0.redo
vmware.tools.internalversion

vmware tools requiredversion

migrate hostLogState

migrate migrationid

migrate.hostLog

scsiilredo

scsi0:2.redo

scsi0:3.redo

diisk EnableUUID

guestinfo.vmtools buildNumber
guestinfo.vmtools.description
guestinfo.vmtools.versionNumber
guestinfo.vmtools.versionString
guestinfo.ymware.components.available

guestinfo.appinfo

12448
12448
e

asa_hana01-52af231b.hloc

TRUE

24276846
open-vm-tools 12.5.0 buil
12448

1250

none

("version":"1", "updateCot
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hana-8:~ # mkfs.xfs /dev/sdb

meta-data=/dev/sdb isize=512 agcount=4, agsize=6225920 blks
= sectsz=512 attr=2, projid32bit=1

= crc=1 finobt=1l, sparse=1l, rmapbt=1

= reflink=1 bigtime=1 inobtcount=0 nrext64=0

data = bsize=4096 blocks=24903680, imaxpct=25

= sunit=0 swidth=0 blks

naming =version 2 bsize=4096 ascii-ci=0, ftype=1

log =internal log bsize=4096 blocks=16384, version=2
= sectsz=512 sunit=0 blks, lazy-count=1l

realtime =none extsz=4096 blocks=0, rtextents=0
Discarding blocks...Done.

hana-8:~ # mkfs.xfs /dev/sdc

meta-data=/dev/sdc isize=512 agcount=4, agsize=6225920 blks
= sectsz=512 attr=2, projid32bit=1

= crc=1 finobt=1, sparse=1, rmapbt=1

= reflink=1 bigtime=1 inobtcount=0 nrext64=0

data = bsize=4096 blocks=24903680, imaxpct=25

= sunit=0 swidth=0 blks

naming =version 2 bsize=4096 ascii-ci=0, ftype=1

log =internal log bsize=4096 blocks=16384, version=2
= sectsz=512 sunit=0 blks, lazy-count=1

realtime =none extsz=4096 blocks=0, rtextents=0
Discarding blocks...Done.

hana-8:~ # mkfs.xfs /dev/sdd

meta-data=/dev/sdd isize=512 agcount=4, agsize=6225920 blks
sectsz=512 attr=2, projid32bit=1

crc=1 finobt=1l, sparse=1l, rmapbt=1

reflink=1 bigtime=1 inobtcount=0 nrext64=0

data = bsize=4096 blocks=24903680, imaxpct=25

= sunit=0 swidth=0 blks

naming =version 2 bsize=4096 ascii-ci=0, ftype=1

log =internal log bsize=4096 blocks=16384, version=2
= sectsz=512 sunit=0 blks, lazy-count=1l

realtime =none extsz=4096 blocks=0, rtextents=0
Discarding blocks...Done.

hana-8:~ #
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hana-8:/ # mkdir -p /hana/data/VFS/mnt00001

hana-8:/ # mkdir -p /hana/log/VFS/mnt00001

hana-8:/ # mkdir -p /hana/shared

hana-8:/ # chmod -R 777 /hana/log/SMA

hana-8:/ # chmod -R 777 /hana/data/SMA

hana-8:/ # chmod -R 777 /hana/shared
letc/fstabD 3% E

hana-8:/ # cat /etc/fstab

/dev/system/root / btrfs defaults 0 O

/dev/system/root /var btrfs subvol=/Q@/var 0 O
/dev/system/root /usr/local btrfs subvol=/@/usr/local 0 0
/dev/system/root /tmp btrfs subvol=/@/tmp 0 O
/dev/system/root /srv btrfs subvol=/Q@/srv 0 O
/dev/system/root /root btrfs subvol=/@/root 0 0
/dev/system/root /opt btrfs subvol=/@/opt 0 0
/dev/system/root /home btrfs subvol=/Q@/home 0 O
/dev/system/root /boot/grub2/x86++ ++64-efi btrfs
subvol=/Q/boot/grub2/x86++ ++64-efi 0 O

/dev/system/root /boot/grub2/i386-pc btrfs subvol=/Q/boot/grub2/i386-pc 0
0

/dev/system/swap swap swap defaults 0 O

/dev/system/root /.snapshots btrfs subvol=/Q/.snapshots 0 O
UUID=FB79-24DC /boot/efi vfat utf8 0 2

### SAPCC_share

192.168.175.86:/sapcc_share /mnt/sapcc-share nfs
rw,vers=3,hard, timeo=600,rsize=1048576,wsize=1048576,intr,noatime,nolock 0
0

/dev/sdb /hana/data/VES/mnt00001 xfs relatime, inode64 0 O
/dev/sdc /hana/log/VES/mnt00001 xfs relatime,inode64 0 0
/dev/sdd /hana/shared xfs defaults 0 O

hana-8:/ #

hana-8:/ # df -h

Filesystem Size Used Avail Use$% Mounted on
/dev/mapper/system-root 60G 4.4G 54G 8% /

devtmpfs 4.0M 0 4.0M 0% /dev

tmpfs 49G 0 49G 0% /dev/shm

efivarfs 256K 57K 195K 23% /sys/firmware/efi/efivars

tmpfs 13G 18M 13G 1% /run

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev-

early.service



tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-sysctl.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-vconsole-setup.service

/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root
/dev/mapper/system-root

60G
60G
60G
60G
60G
60G
60G
60G
60G

/dev/sdal 253M 5.9M 247M 3%
/dev/mapper/system-root 60G 4.4G 54G 8% /root
tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup.service

tmpfs 6.3G 72K 6.3G 1%

4.
.4G
4G
.4G
.4G
4G
.4G
.4G
4G
/boot/efi

[ T S N > T ST

4G

54G
54G
54G
54G
54G
54G
54G
54G
54G

/run/user/464

8%
8%
8%
8%
8%
8%
8%
8%
8%

/ .snapshots
/boot/grub2/i386-pc
/boot/grub2/x86++ ++64-efi
/home

/opt

/srv

/tmp

/usr/local

/var

tmpfs 1.0M 0 1.0M 0% /run/credentials/getty@ttyl.service

tmpfs 6.3G 52K 6.3G 1%

/run/user/0

192.168.175.86:/sapcc_share 1.4T 840G 586G 59% /mnt/sapcc-share
/hana/data/VFS/mnt00001
/dev/sdc 95G 1.9G 94G 2% /hana/log/VES/mnt00001

/dev/sdb 95G 1.9G 94G 2%

/dev/sdd 95G 1.9G 94G 2%

hana-8:/ #
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Host: hana-8 Instance: 45 Connected User: SYSTEM System Usage: lest System - SAP HANA Studio

Y Syzterms % B- @ -2E@E% 8§ 0 [fsorvoses>  §§svstevosess>  sySTEMDR@SS.

~ [ SMA - Vinware FC and Sh-as
5 SMA@SMA (SYSTFM) Shin
i SYSTEMDB@SMA (SYSTEM) 1A
~ (551 - MDC single tanant 2,057
> [Ess1@sst (SYSTEM) 551 MDC <
[ SYSTEMDB@SST (SYSTEM) 551
~ (2551 Repair System
(B ss1@ss1 svstem) ss1 kepair tenant
~ Ess2HsR hana 3 > hana 4
[ ssa@ss2 (svsTEM) 552 - H
[ 557@552 (5YSTFM) 557 - 11
[Eysvstemppass2 (svsTem)
(55 SYSTEMDB@SS2 (SYSTEM) 552 - HS
~ EVFs - Vimware VMDK
v Ei«mmnmws (SYSTEM) VFs.

iBackup

> (& Catalog

(& provisioning
v Eseauriy

T sccurity

v {users
SAPDBCIRL
SNAPCENTER
i svs
SYSTEM
XSSQUCC AUTO USER 309425889 78F 1AT553E080094C8500,
XSSQUCC_ AUTO_USER 5E2492DBCDEDAEBBFESA0EA2741D23(
{} XSSQLCC_AUTO_USER_DSD3BOC4FOGATO3T7BEDDA1976ECS
_SYS_ADVISOR
SYS ATL
_SYS_ DATA ANONYMIZATION
_svs_Eem
) _svs_pLAN STABILITY
_SYS RFPO
Y5 SQU ANALYZER
_SYS STATISTICS
_SYS_TABLE_REPLICAS
) svsTask
Y5 WORKLOAD REPLAY

> B roles

> [ ves@vFs (sysTem) vrs
[F5 SYSTEMDB@CPI (SYSTEM) CPI HANA Cockpi

" SYSTEMDB@VES (SYSTEM) VFS  hana-8 45

1 User SNAPCENTER'changert
“User| User Parameters
i snarcenTeR
iisable ODBC/IDBC access
Authentication

Flpassword

Password Confirm:
Force password change on ned logan: — Yes © No
LKerb
Valid From: May 19, 2025, 10:40:01 AM GMT 0400 (5
o]

Session Client:

Granted Roles | System Privieges Object Privileges Analytic Privileges

+ %

system privilege Grantor
= BACKUP ADMIN SYSTEM
& CATALOG READ SYSTEM

ATABASE BACKUP ADMIN SYSTEM

IATABASE RECOVERY OPFRATOR SYSTEM

HDB1—t#%—X 77X —%HRTETS

dA—H—vfsadmDI—HF—X T F—ZER T BIVENDD T, R— bBEDDHIC. HANAT VXXV R
BSZBYICKREIBIHVEDNHDEIT, Ly b7y T T A1 VXZVRES T45) HMERINE T,

vEsadm@hana-8:/usr/sap/VFS/HDB45> hdbuserstore SET VFSKEY hana-8:34513

SNAPCENTER <password>

Retroactive report:

7Ot A2 RT3

vfsadm@hana-8:/usr/sap/VFS/HDB45> hdbsgl -U VFSKEY

Application Privileges Privileges on Users

Operation succeed.

X ¥ svstempe@vFs BT *SYSTEMDBG@V. % Backup SYST. . SYSTEMDB@SS.

4~ Detaits

SYSTEMDB@VES hana-8 45 (SYSTEMJSYSTEM

Welcome to the SAP HANA Database interactive terminal.

Type: \h for help with commands

\g to quit

hdbsqgl SYSTEMDB=> exit

vfsadm@hana-8:/usr/sap/VFS/HDB45>
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7=SnapCenter CiIHHR— I Et A,

SAP HANAD TILF KR b X7 Lld. FROHANAT S 1 V& EALTRET SRENH BT, T7 =

JILETIEFHTRESNE I, £/, VMware VMFSZFEAT 3558, CD X SHR T X T LlESnapCenter Tl
HR—rSNFEHAS

SnapCenter for VMware vSphere 754 1

SnapCenter for VMware vSphere 75 7' 1 > ZVMwarelRIZICEA T 3HREHH D £,

Storage SVM E1E IP
LUNZRXAETBAML—Y SYMICIEBIEA VR —T T A ADRESNTVBIRENRHD XTI, £5TAHL

E. OSR2—0EBM #7>a> aERALTIX ML= EBAMLZE FI2 SYM H'SnapCenteril ) X BT
ng. BFEERENKBLE T,
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Job Details

Discover resources for host 'hana-8.sapcc.stl.netapp.com

€ Failure in virtual resources discovery: [Falled to resolve the storage associated with the YMware virtual disks

x v Discover resources for host ‘hana-8.sapcc.stl.netapp.com’

v hana-8.sapcc.stl.netapp.com
Discover
» Complete Application Discovery
» Discover Filesystem Resources
* Discover Virtual Resources

* Discover_OnFallure

6000c2964ec4375910dc9953d9f870ca)

12

View Logs

Close
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T NetApp SnapCenter® ~ % sapcciscadmin  SnapCenterAdmin @ Sign Out

ONTAP Storage  Azure NetApp Files

v (D -

ONTAP Storage Connections

e Monitor Name L 1P Cluster Name. User Name Platform Controller License

i svm1 10.63.167.55 10.63.167.54 ASA v ]

Tana T0.63.150.245 AFF v
hana-backup 10.63.150.246 10.63.150.245 AFF v

L
o#  Storage Systems hana-cloud-dr 10.1.2175 FSx Not applicable

Ey 10.63.150.247 10.63.150.245 AFF v

10.63.150.248 ... 10.63.150.245 AFF v

A Nerts

VMT 1 RTINS X—=4&

NFA=2F BTHATNTVLEILIICKRETIHENRDHD X T, " [VM/VZ X —%disk.EnableUUID] "€
5 LAWE. SnapCenterT—4#~N—XDEERH IFEBL FT,

Configure Database X
Plug-in host hana-8.sapcc.stl.netapp.com
HDBSQL OS User vfsadm

HDE Secure User Store

Key VFSKEY L]

A Failure in getting storage details: [Failed to retrieve the unit serial number for the device
'/dev/sdb’, Reason: 'SCS! inquiry falled. Check if the disk.EnableUUID parameter |s set to %
TRUE In the VM configuration file.".] I

Cancel oK

A ML —TBEICREST APIZ Y % & 5 ICSnapCenterz #8689 %

SnapCenterid. X ;L —@BEICRESTAPIZEHET AL DICHET IBENHD T, RESNTLAWEG
B, XAFv T ay MEBIREIIEKRBL. UTOIS—XvtE—IhRRINET,
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Job Details X

3

Backup of Resource Group 'hana-8_sapcc_stl_netapp_com_hana_MDC_VFS' with policy
'LocalSnap’

% v Backup of Resource Group 'hana-8_sapcc_stl_netapp_com_hana_MDC_VFS' with policy 'LocalSnap’

¥ v hana-B.sapcc.stl.netapp.com

x v Backup
v * Validate Dataset Parameters
o » Validate Plugin Parameters

v » Complete Application Discovery

¥

Initialize Filesystem Plugin

v » Discover Filesystern Resources
W * Discover Virtual Resources
e » Populate storage details
* Validate Retention Settings
W * Quiesce Application
v » Quiesce Filesystem
® Create Snapshot

A » Backup_OnFailure

©) SCC-STORAGE-02002: Creating Snapshot copy [SnapCenter_hana-8_LocalSnap_Hourly 05-20-2025_10.33.58.2195]
on storage resource [svm1:hana_data_VFS] falled with error [Snapshot operation falled. [400]: POST, DELETE, and
PATCH requests on the snapshot sesslon endpoint are not suppaorted an this platform.]

4

View Logs el Jo Close
7 7 -1 )L + C:\Program Files\NetApp\SMCore\SMCoreServiceHost.dll.config AN /N5 X —4&
— TlsRestEnabledForStorageConnection] % [truel ICERET Z2HEHLHD £7,

<% —="IsRestEnabledForStorageConnection" {E="true" % B/l />

14



7 sMCoreServiceHost.dll.config - Notepad - a] X
File Edit Format View Help

<add "EnableCancellob” value="true" /> ~
<add "PSErrorString” value="internal network error,API invoke failed,No such file or directory” />
<add "CommandErrorDuringMccFailure” value="timed out,Unknown internal error,API invoke failed,metrocluster” />
<add "VolumeEnumerationOptimized" value="true" />

<add "CloneSplitStatusCheckPollTime" value:

<add "ConfigCheckerJobStatusTimeout" value="20" />

<add "ConfigCheckerJobStatusRetry” value="30" />

<add "AzureEnvironment” value="AzureGlobalCloud" />

<add "AzureLongRunningOperationRetryTimeoutInSec” value="20" />

<add "AzureClientType" value="sdk" />

<add "AzureThreadSleepTime" value="10000" />

<add "AzureRestVersion" value="2019-11-01" />

<add "GetStorageIDBeforeCacheInitialize" value="true" />

<add "SccCloneSuffix" value="Clone" />

<add "SourceComponent” value="smcore" />

<add "WmiTimeoutIntervalMinutes"” value="30" />

<add "IsWmiTimeoutSet" value="true" />

<add "OracleAlmActivityParallelExecution” value="true" />

<add "OracleAlmActivityParallelMountInterval” value="20" />

<add "OracleAlmActivityParallelUnmountInterval” value="10" />

<add "SkipOracleALMBackupsCatalogAndUncatalog” value="false" />

<add "UseVolumeFilterInGetSnapshot” value="true" />

<add key="EnablePredefinedWindowsScriptsDirectory” value="true" />
<add key="PredefinedWindowsScriptsDirectory” value="C:\Program Files\NetApp\SMCore\Scripts" />

l <add key="IsRestEnabledForStorageConnection” value:“truel" />

LunMap" />

<add "MinOntapVersionToUseREST" value="9.13.1" />

<add "IS_COLO_SNAPCENTER_AGENT" value="true" />
<add "IS_SCW_PLUGIN_SERVICE_PRESENT" value="false" />
<add "SMCORE_IMAGE_PATH" value="C:\Program Files\NetApp\SMCore\" />
<add "REPOSITORY_PATH" value="C:\ProgramData\NetApp\SnapCenter" />
<add "SNAPGATHERS_PATH" value="C:\Program Files\NetApp\SnapGathers" />
<add "SNAPGATHERS_PATH_WINDOWS" value="C:\Program Files\NetApp\SnapCenter\SnapGathers" />
<add "smcoreprotocol” value="https" />
<add "SERVICE_CERTIFICATE_PATH" value="/var/opt/snapcenter/certs/snapcenter.pfx" />
<add "SERVICE_CERTIFICATE_PASSWORD" value="" />
<add "ForceSHA256EncryptionKey" value="false" />
<add "WINRM_PROTOCOL" value="http" />
<add "WINRM_PORT" value="5985" />
<add "WINRM_AUTH_TYPE" value="ntlm" />
<add "DoNotSaveOracleBlob” value="false" />
<add key="IsRestEnabledForLowerONTAP" value="false" />
</appSettings>
</configuration> v
< >

ZTE%{To7-#%. SnapCenter SMCore H—E X% {E1L L TR T ZHELHD £,

e Services m] o
Eile Action \iew Help
| M E cd== Hml » 8 nn

SnapCenter SMCore Service Mame - Descripion  Status  Statup Type  Log On As -
i Remiote Procedure Call (RPC) TheRPCSS.. FRunning  Automatic Metwork 5.

?ﬁ‘“;’:’“w:u £ Rarnote Procedure Call (RP...  In Windows,.. Manusl Metwork 5...

e T Remate Registry Enables ren.. Autormatic (T-. Locsl Service

T4 Resultant Set of Policy Provi.. Provides an.. anual Local Syste_.

Description: 15, Routing and Remote Access  Offers routi.. Cabled Local Syste...

mﬂfﬂ_ﬂ:’m“ :;._'J,RP( Endpoint Mapper Resobves RP... Running  Automatic Metwork S..
10} Secondary Logon Eralles star. Menual Local Syste.,
15 Secure Socket Tunneling Pro.  Provides su.., Manual Local Service
\ﬂ!, Secunty Accounts Manager  The startup ... Running  Automatic Local Syste...
(5} Sensor Data Service Delivers dat... Manual (Trig... ! Leal Sgpstem—l
15} Sensor Monitoring Service  Menitors vi.. Manual (Tng..  Local Service
£, Sensor Senice A senaice fo... Manual [Trig.. Local Syste...
L Server Supports fil.  Running  Automatic Local Syste..,
12}, Shell Hardware Detection Prevides no... Running  Automatic Local Syste...
15 Senart Card Manages ac... Local Service
5 Snant Card Device Enumers... Creates soft,.. . Local Syste.,
{4 Senart Carel Removal Policy  Allows thes.. Local Syste...
158, SHMP Trap Receives tra.. Manual Local Service
;ﬂhﬂmm Protection Emables the ... Automatic (.. Metwork 5.
) Special Adrunistration Con...  Allows adm.. Manual Local Syste...
1 Spot Verifier Verifies pote... Manuai (Trig.. Local Syste...
£, S5DP Discovery Discoversn., PRunning Manual Local Service
15}, Seste Repository Service Provides re..  Runming  Manual Local Syste...

| \"ﬂ; Sall fmage Acquisition Events  Launches a., Manual Local Syste... K
| - - - = =2 = ==
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SnapCenteriCVMware 754 1 > %1BIY %

KRR k%SnapCenteriZBNT % 81IC. VMware vSphereFiSnapCenter 754 1 > % VMwareE=IiE(ICE A 3 3 44
BRAHD FT, HEEL TL TV "SnapCenter Plug-in for VMware vSphere DE A",

C) LTS vILEERR MBIMT—2 7O—TRETBBENBDET, KR X1 TLL
TvSphereZEIRTET X J,

I NetApp SnapCenter® - L sapccscadmin - SnapCenterAdmin [ Sign Out

Managed Hosts X
Search by Name

Name

>

Host Details
Host Name  scv-vmw.sapcc.stl.netapp.com
Alerts

Host IP 10.63.167.24
hana-1.sapcc.stlnetapp.com No Alerts

Overall Status ® Running

hana-2.sapcc.stl.netapp.com

hana-4.sapcc stl.netapp.com

System Stand-alone
hana-7.sapcc.stl.netapp.com

hana-8.sapccstl.netapp.com Credentials ‘ SCV-sapcc |

sov-vmw.sapcc.stl.netapp.com

]
|
[]  hana3sapccstinetapp.com Host Type vSphere
J
]
J

Push Server
—_— Credentials —

VCenter Host 10.63.167.20
VCenter Port 443
VCenter User administrator@sapcc.vcenter

Plug-ins SnapCenter Plug-in 6.1.0 for VMware vSphere

VMware vsphere

submit ] H Reset ‘

HANAR X b &ZIENNT 3

() B#aBHEsnD FtA, 7571 OEAL BBREIEERCEDRITINET,

M NetApp SnapCenter® - SnapCenterAdmin [ Sign Out

Managed Hosts isks  Shares Initiator Groups  ISCS Sess
X

Overall Status

system

Plugein

tnux @ Stand-alone SAP HANA, UNIX 6.1 @ Running
Linux @ Stand-alone SAP HANA, UNIX 61 ® Running
Linix @ Stand-alone SAP HANA, UNIX 61 ® Running

8 Storage Systems
Linux @ Stand-alone SAP HANA, UNIX 61 ® Running

I Settings
Lnux @ Stand-alone SAP HANA, UNIX 61 ® Running

Alerts

Linux @ Stand-alone ® Installing plugein ]
vsphere Stand-alone VMware vSphere 61 ® Running

BERHE 7Ot XL D, SnapCenter IFHANA Y — XA VMFS TIREB{IEL SN TEITINTVWBR I %1%
HLEY,
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https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_deploy_snapcenter_plug-in_for_vmware_vsphere.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_deploy_snapcenter_plug-in_for_vmware_vsphere.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_deploy_snapcenter_plug-in_for_vmware_vsphere.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_deploy_snapcenter_plug-in_for_vmware_vsphere.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_deploy_snapcenter_plug-in_for_vmware_vsphere.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_deploy_snapcenter_plug-in_for_vmware_vsphere.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/scpivs44_deploy_snapcenter_plug-in_for_vmware_vsphere.html

E M NetApp SnapCenter® .

sapHanA | Resource - Detalls X

@©~ L sapci\scadmin SnapCenterAdmin @ Sign Out

Details for selected resource

a Qs1 Type Multitenant Database Containes
HANA System Name VFs
SM1
S VEs
ss1
Tenant Databases VFS
552
Plugrin Host sapce.stl.netapp.com
i HDB Secure User Store Key
Vs

HDBSQL OS User

Log backup location SIVFS/HDBAS/backup/iog
Backup catalog location pIVFS/HDBAS/backupliog
System Replication None
Plug-in name SAP HANA
Last backup None
Resource Groups None
Policy None
Discovery Type
Storage Footprint
SVM Volume Junction Path LUN/Qtree

svm1 hana_data_VFS

Activity The 5 most recent jobs are displayed o 5 Completed o 0Warnings 0 0 Failed @u Canceled O 0Running @ 0 Queued A

R —r 1)y —XIREDERK
VMFS ZER 9% VMware ICEBEDHDIEH D £t Ao
INY DTy TR

VMFS {9 % VMware ICEBDHDIEHD £t Ao

17



Job Details

Backup of Resource Group 'hana-8_sapcc_sti_ne

+" ¥ Backup of Resource Group ‘hana-8_sapcc_stl_netapp_com_hana_MDC_VF5' with policy 'LocalSnap'

C € 4 B 4

€ 4 4 4 4 4 S 4 R £ 4 £ 4%

¢ 4 ¢4 < 1

@ Task Name: Backup Start Time: 05/21/2025 10:29:05 PM End Time; 05/21/2025 10:30;38 PM

18

¥ hana-8.sapcc.stl.netapp.com

*

Validate Dataset Parameters
Validate Plugin Parameters
Complete Application Discovery
Initialize Filesysterm Plugin
Discaver Filesystem Resources
Discover Virtual Resources
Populate storage detalls
Validate Retention Settings
Qulesce Application

Quilesce Fllesystem

Create Snapshot

UnQuiesce Filesystem
uUnQuilesce Application

Get Snapshot Details

Get Fllesystermn Metadata

Get Virtualization Metadata
Finalize Filesystem Plugin
Collect Autosupport data
Register Backup and Apply Retention
Register Snapshat attributes
Applicatlon Clean-Up

Data Collection

Agent Finalize Workflow

na_MDC_VFS' with policy 'LocalSnap'

| View Logs

Close

]



M NetApp SnapCentert 2 sapcc\scadmin - SnapCenterAdmin @ Sign Out

SAP HANA . VFS Topology

Search databases ElY e
(]

B toObjecStore RomoveProtction Moary [r— oetals - Rerran

Manage Copies

= summary Card

==  oCiones

551 12 Backups
Local coples 12 Srapshot based backups

=2 0 Fle Based backups @

e 0 Clones

VEs 0 Snapshots Locked
Primary Backup(s)
{ search v
Backup Name Snapshot Lock Expiration Count End Date
SnapCenter_hana-§ LocalSnap_Hourly_05-22-2025_06.29.00.3706 1 05/22/2025 6:30:14 AM B9
SnapCenter_hana-8_Localsnap_Hourly_05-22-2025_02.29.00.3541 1 05/22/2025 2:30:12 AM 8
SnapCenter_hana-§_Localsnap_Hourly_05-21-2025 22.29.03.2699 1 05/21/2025 10:30:19 PM £
SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025_18.29.003956 1 05/21/2025 6:30:12 PM 8
SnapCenter_hana-8 Localsnap_Hourly_05-21-2025_14.29.00.3696 1 05/21/2025 230:12PM B9
SnapCenter_hana-8_Localsnap_Hourly_05-21-2025_10.29.00.3581 1 05/21/2025 10:30:12 AM £
SnapCenter_hana-§ LocalSnap_Hourly_05-21-2025_06.29.00.3960 1 05/21/2025 6:30:12 AM B9
SnapCenter_hana-8_Localsnap_Hourly_05-21-2025_02.29.003515 1 05/21/2025 230:12 AM &9
SnapCenter_hana-§_Localsnap_Hourly_05-20-2025 22.29.00.3896 1 05/2012025 10:30:12PM &9
SnapCenter_hana-8_Localsnap_Hourly_05-20-2025_18.29.00.3611 1 05/20/2025 6:30:12PM 8
SnapCenter_hana-8_Localsnap_Hourly_05-20-2025_14.29.00.3840 1 05/20/2025 230:12PM 89
SnapCenter_hana-8_LocalSnap_Hourly_05-20-2025_11.03.44.3420 1 05/20/2025 11:05:03 A £

Total 6 Total 12

Activity The 5 most recent jobs are displayed @ scompees @owamings  §Qoraled  @)ocanceles @ orumning @0

SnapCenterid AV X7 —J)L—7 (CG) Z{ER L. X bL—2 1= w hhana++data+++VFSZ CGIC
BMLET, XFv T3y MECCGLARIILTERINE T,

= FINetApp ONTAP System Manager | A70-SAPCC Q search actions, objects, and pages " O > 0

Dashboard Storage
Insights The basic unit of storage is a LUN (for SCSI hosts) or NVMe namespace (for NVMe). You can add LUN or NVMe namespace storage units based on your data center configuration. More [
Storage
Hosts g 19 53] 68.5 s @ 19 @ 0
p— % Storage units Available Online Offiine

Overview

FC ports [ ] Name Consistency group Capacity Data reduction Host mapping 10Ps Latency (ms) | Throughput (Me/s)
Events & jobs e v hana_data VFS 5c20250520_110422_689 100 GiB 1101 otv_host-44_e3d7e9d4-463-4fd: 1 007 0
Protaction ~ v hana_log VFS = 100 GiB 119101 otv_host-44_e3d7e9d4-463-4fd: 4 023 041

Overview

v hanashared VFs 100 GiB 28101 otv_host-44_e3d7e9d4-46f3-4fd 6 023 043
Consistency groups

19



= M NetApp ONTAP System Manager | A70-SAPCC

Dashboard 4 Back to eonsistency groups
Insights
5¢20250520_11... ¥
Storage
ol Overview Snapshots Replication
Network ~
Storage VM
Overview
svm1
Ethernet ports
FC ports
Events & jobs -
Protection
Protection o~
Over Snapshots
~ None

Consistency groups

Policies
Replication
Cluster v v
Storage units
Selets ' s
[ ] Name
hana_data_VFS
= I NetApp ONTAP System Manager | A70-SAPCC
Dashboard « Back to consistency groups
Insights
$c20250520_110422... ~
storage
Hosts Overview Snapshots Replication
Network ~
Events&jobs v
[ | nName
Protection ~
SnapCenter_hana-8_LocalSnap_Hourly 05-20-2025_11.03.44.3420
Ovenview

T SnapCenter_hana-8_LocalSnap_Hourly_05-20-2025_14.29.00.3840

Polices SnapCenter_hana-8 LocalSnap_ Hourly 05-20-2025.18.29.00.3611
Replication
SnapCenter_hana-8.LocalSnap. Hourly 05-20-2025 22.29.00.3696
Cluster v

SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025_02.29.00.3515

SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025_06.29.00.3960

SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025_10.29.00.3581

SnapCenter_hana-8_LocalSnap_Hourly_05-21-202514.29.00.3696

SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025_1829.00.3956

SnapCenter_hana-8_LocalSnap_Hourly_05-21-2025 22.29.03.2699

SnapCenter_hana-8_LocalSnap_Hourly_05-22-2025_02.29.00.3541

SnapCenter_hana-8_LocalSnap_Hourly_05-22-2025_06.29.00.3706

g Storage units
1

cation
7 None

Capacity Host mapping

100Gie otv_host-44_e3d7e9d4-4613-4fda-aba3-00c1bedcOict +2

Created

May/20/2025 11:10 AM

May/20/2025 2:36 PM

May/20/2025 6:36 PM

May/20/2025 1036 PM

May/21/2025 2:36 AM

May/21/2025 6:36 AM

May/21/2025 1036 AM

May/21/2025 2:36 PM

May/21/2025 6:36 PM

May/21/2025 1036 PM

May/22/2025 2:36 AM

May/22/2025 6:36 AM

)R 7B ) H/N) LR

VMFS/VMDK M SnapCenteriZ{R12 S 7=1k

BEICK o THRITEINE T,

A8 1

Iy

)YV —2DGE. Ex@EEFRICIO—2.

Q Search actions, objects, and pages )

G Application type
VMware

( Q search actions, objects, and pages

SnapMirror label

NIV

1. SnapCenterlZZBIR L7 XF v I a3y MIEDWTR N —2o70O0—->%1ERLE T
2. SnapCenterlFLUNZHF LWT—Z X R 7 E LTESXRAMIRTYMLET,

3. SnapCenterid. T—2 X L T7RDVMDK%Z#H L L7+ X2 £ L THANA VMIZIE/N

4. SnapCenterh’# L WL\ T« XU ZLinux OSICY T > b

20
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Edit } More
4 H

(O show uninitialized

" QO O 0
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b OE—




5. SnapCenterid. FTLWT 1 RIDSTDFBFAICT —2EIAE—L T,
6. AE—REMRT I, LRBOVY —RIIRTHEHBRINET,
7. SnapCenterlHANAY 27 LT —BZR—ZAD) ANV ERITLET
8. SnapCenterldHANAT > F T —ZR—XDU ANV ZRTLET

) 2k 7IREDOLEMARETERIZ. T—3ER—IXDH A, AL =05 22— EESXRX MEIDFC
BHEOZIL—Ty MIEKEFELE T, YD THREE (FEAHANACT > X b—)LEF) T, ETEBIEN129 T
L/TCO

Restore from SnapCenter_hana-8_LocalSnap_Hourly_05-22-2025_06.29.00.3706 X

2 Recovery scope [C)] Complete Resource €
Py
) Tenant Database

3 PreQOps

4 PostOps

5 Notification

6 Summary

Restore from SnapCenter_hana-8_LocalSnap_Hourly_05-22-2025_06.29.00.3706 X

o Restore scape Recover database files using

2 Recovery scope ® Recover to most recent state €

() Recover to point in time @

3 PreOps () Recover to specified data backup @
) No recovery @

4 PostOps

5 Notification Specify log backup locations €

Add
B Summary
Jusrisap/VFS/HDBAS/backup/flog

Specify backup catalog location @

Jusr/sap/VFS/HDBAS/backup/log

B ITYANVBREORITHRIC. FLWLWIO—> A hL— 22y RARTENE TS
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Q Search actions, objects, and pages &t

= MINetApp ONTAP System Manager | A70-SAPCC @ © O

Dashboard Storage
Insights ‘The basic unit of storage is a LUN (for SCS! hosts) or NVMe namespace (for NVMe). You can add LUN or NVMe namespace storage units based on your data center configuration. More [
Storage
Hosts
g 20 g 686w @ 20 SRl
N . Storage units Avalable Oniine Offine
Events &jobs
Protection v
] Name Consistency group. Capacity Data reduction Host mapping 1ops Latency (ms) | Throughput (s/s)
Cluster v
v hana_data VFS 5c20250520.110422.689 1006i8 10101 otv_host-44_e3d7e3dd-d6f3-4fd: 0 0 o
v hanalog vFs 100Gi8 119101 oty host-44_e3d7e904-4613-41c¢ 0 3 0
v hana_shared VFS E 1006i8 233101 otv_host-44_e3d7e3d4-46f3-4fd: 0 0 o

IJO—ERENTA L= A2y MCED<KHLWLUN(T—2 X R7) N ESX 75 X2 —(CHE#Hiich
9,

Q C | & Administrator@SAPCCVCENTER

vSphere Client )

¢ @ hana_data_VFS(sc-20250522094807386) ~ : ctions

1) B @ Summary  Monitor  Configure  Permissions  Files  Hosts  VMs
v [ veenters. tlnetay
R veenters sapccstinetapp.com e — z
~ [ sApcc
by a folder name &
B datastorel NEW FOLDER  UPLOAD FILES  UPLOAD FOLDER
2 datastore1 (1)
= Name v s T | Modiied v e v | pan v
B datastorel (2) > £ sddsf
( £ sddsf 05/19/2025, 7:36:45 AM Folder [hana_data_VFS(sc-20250522094807386)] .sddL.sf
B Datastore_C250 > B hana-8
- A ® o
2 Datastore_One ( B3 hana-8 05/22/2025, 9:48:25 AM Folder [hana_data_VFS(sc-20250522094807386)] hana-8
S DatastoreA400
hana_data_VFS
hana_log_VFS
hana_shared_VFS
B os_image
feleers perpage 1000 Vanage Cotumns | [ Deselect A 2 tems
v RecentTasks  Alarms
Queved
Task Name. v Terge v st v etais v nitstor v ewd v startTime Uy | CompletonTme ¥ | Server v
Reconfigure virtual mac @ hana-8 © Completed SAPCC.VCENTER\AdMInistrat 7 ms 05/22/2025,9:4825  05/22/2025,9:4826  veenter8.sapccstinetapp.com
hine — AM AM
Rename B snep578lcdizhan  © Completed SAPCCVCENTER\Administrat 5 ms 05/22/2025,9:4815  05/22/2025,9:4821  veenterS.sapccstinetapp.com
3 data VFS AM AM
Pesianatire unrasnied 10621676 @ Comolatar SABCCVCENTER\ Administrat 4 me O8/2/2005 QURDS  NB/22/9075 QAR5 eentarR sance st natann com

Manage Columns | Al

T—RRXARTADVMDK (FRZ—4v bD HANAVM ICX Y FEN, HANA S R T LIZRT Y RENFET,

22



hana-8:~ # df -h

Filesystem Size Used Avail Use$% Mounted on

/dev/mapper/system-root 60G 5.3G 54G 9% /

devtmpfs 4.0M 8.0K 4.0M 1% /dev

tmpfs 49G 0 49G 0% /dev/shm

efivarfs 256K 57K 195K 23% /sys/firmware/efi/efivars

tmpfs 13G 26M 13G 1% /run

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev-
early.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-sysctl.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-sysusers.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev.service
/dev/mapper/system-root 60G 5.3G 54G 9% /.snapshots

.3G 54G 9% /boot/grub2/i1386-pc

.3G 54G 9% /boot/grub2/x86++ ++64-efi
.3G 54G 9% /home

.3G 54G 9% /opt

.3G 54G 9% /root

.3G 54G 9% /srv

.3G 54G 9% /usr/local
/dev/mapper/system-root 60G 5.3G 54G 9% /tmp

/dev/mapper/system-root 60G 5.3G 54G 9% /var

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-vconsole-setup.service
/dev/sdc 95G 8.9G 87G 10% /hana/log/VFS/mnt00001

/dev/sdb 95G 7.6G 88G 8% /hana/data/VEFS/mnt00001

/dev/sdd 95G 15G 81G 16% /hana/shared

/dev/sdal 253M 5.9M 247M 3% /boot/efi

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup.service
192.168.175.86:/sapcc_share 1.4T 858G 568G 61% /mnt/sapcc-share
tmpfs 6.3G 72K 6.3G 1% /run/user/464

tmpfs 1.0M 0 1.0M 0% /run/credentials/getty@ttyl.service

tmpfs 6.3G 52K 6.3G 1% /run/user/0

/dev/sde 95G 9.2G 86G 10%
/var/opt/snapcenter/scu/clones/hana data VFS mnt00001 142592 scu clone 1

/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G

(G2 NG BN G, NG G2 B G2 B G )]

hana-8:~ #



Job Details

Restore 'hana-8.sapcc.stl.netapp.com\hana\MDC\VFS'

O Task Name: Recover Application Start Time: 05/22/2025 9:56:13 AM End Time: 05/22/2025 9:58:15 AM

v ¥ Restore 'hana-8.sapcc.stl.netapp.comihana\MDCWVFS'

W'

W

v hana-8.sapcc.stl.netapp.com

¥ Restore

*

¥

Validate Plugin Parameters

Pre Restore Application

¥ Stopping HANA instance
Filesystem Pre Restare
PreRestare for Virtual Resources
Detach Virtual Disks

Restore Fllesystem

Restore for Virtual Resources
Attach Virtual Disks

Fillesystemn Post Restore

Recover Application

PostRestore for Virtual Resources
Cleaning Storage Resources
Post Restore Cleanup FileSystem
Application Clean-Up

Diata Collection

Agent Finalize Workflow

B (Job 142596 ) ( Job 142556 ) read UnmountBackup

SAP > X7 LUTLwy>a

SnapCenterz R L7=SAPY X T LU 7Ly ai@EDFMICOVWTIE. UTZBRBLTLETL, "TR-
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Close
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https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html

4667 . [Automating SAP HANA System Copy and Clone Operations with SnapCenter J " o

2B B DHANAY R 7 LDQFSIE. B1ETHBELI-ORILAETIOEY 3=y FsnTunEd, "
THANAS ZF LD FOES 3 Z 84> A =)L) ",
ClE=E 36
SnapCenterDIRED/N— 3 > (6.1P1) IZIEWVWS DHDFIREMH D £H. XD ) —XTREESNDFTE
T,
1. & ToO—21EF $&U T7O0-2HIBR) 7—270—-0%IC. 2—4 v F HANAZRX hTOY Y
K Tsystemctl restart sply ZfEHB L T spl 7Ot X2 BT IHRELHD £,
2. SAP Y AT LEFIREDY — R 2—4y h e LTERATINS HANAVM (&, B ESX KX b ETEST
TRIREBELHD XTI,

J—270—-DHE

=D SAP ¥ R 7 LEHIBZRITT BRI, F—7 Y FHANAS RTL%ZA VA M—)LL. KA b%
SnapCenter I[CIBINT 3HERH D £, X HANAS AT L%ZS vy AT L. HANAT—& T4 R
ERAMDSTIRIY NTIRELHD XTI,

SnapCenter 7 O— V{ET—2 70—

1. L= o0—2% R

2. 2hL—=200-YDORANIVEYIEZRELET

3 AL—=200—NFT—RRAMT)RESXRR MCEHLET

4. F—RZZARTHB5E—4"y FHANAVMICF L WT o XU %ZBMT 3
5. HANAVM OS ADF 1 ZT DI T > k

6. BE®Z ) 7 bZERALIHANAY R 7 LDEIE

EBREFE: 1293

UZ R TRURCHET S L. 50— VAURORITHEIE HANA F— 8K — 20 1 X Itk L
(D) #th. 277115 5 ORAREIE, FRIARET—ZA—2ITHRARKTT, H53
Ao RIREARHANAS 257 L TIREHEICEIIADHD 7,

SnapCenter 7 O— VHIBRT—2o 70—

—_

CEBRIRVU T EFERALIEHANAS ZT LD vy R ATV
2. HANAVM OS "'56F 14 29TV IV RT3

3. HANAVM D57« RV ZHIBR T %

4. ESX RA DS T—2 XA ST EHIBRT S

5 X +kL—ooO-—>0HikR

L BREFRG: 115
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https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html

SnapCenter 7 O—{ET—2 70—

7027 —770—3. BRNOXFv T ay h&&ERL. 70— - RE22T7 )y I3 EMIBTE
nx9,

M NetApp SnapCenter® @ = ©- fsapccscadmin SnapCenterAdmin B Sign Out

SAP HANA - VFS Topology

~“a g ,
[} e 72 X

Backupto OtjectStore Remove Protecion Bk up Now Moty Mainenance Desls  CofpureDatabase  Refresn

Manage Copies

= - 12Backups Summary Card
i = ocones 13 Backups

Local coples 12 Snapshot based backups
ss1

1 Fle-Based heckup

552 0 Clones
552 0 Snapshots Locked
VFS

Primary Backupl(s)

search v " a8

Cone e Dste

Backup Name Snapshot Lock Expiration Count End Date
SnapCenter_hana-8 Localsnap_Hourly_06-16-2025_06.29.00.4157 1 06/16/2025 6:30:29 AM &
SnapCenter_hana- LocalSnap_Hourly_06-16-2025_02.20.00.4072 1 06/16/2025 230:28 AM B
SnapCenter_hana-_Localsnap_Hourly_06-15-2025_22.20.00.4010 1 06/15/2025 10:30:30 PM 14
SnapCenter_hana-8 LocalSnap_Hourly 06-15-2025 18.20.00.3828 1 06/15/2025 6:30:28 PM B
SnapCenter_hana-8_Localsnap_Hourly_06-15-2025_14.29.00.3772 1 06/15/2025 2:30:28 PM &
SnapCenter_hana-8 LocalSnap_Hourly_06-15-2025_10.2.00.4143 1 06/15/2025 10:30:28 AM &
SnapCenter_hana-8_LocalSnap_Hourly_06-15-2025_06.29.00.3640 1 06/15/2025 6:30:28 AM 83
SnapCenter_hana- LocalSnap_Hourly_06-15-2025_02.20.03.3879 1 06/15/2025 230:34 AM B
SnapCenter_hana-_LocalSnap_Hourly_06-14-2025_22.20.00.3826 1 06/14/2025 10:30:28 PM 1
SnapCenter_hana-8 LocalSnap_Hourly_06-14-2025 18.29.00.3832 1 06/14/2025 6:30:28 PM B
SnapCenter_hana- LocalSnap_Hourly_06-14-2025_14.29.003741 1 06/14/2025 230:28 PM B
SnapCenter_hana-8 LocalSnap_Hourly_06+14-2025_10.29.00.3930 1 06/14/2025 10:30:29 AM &3
Total 7 Total 12

@:compeca @ovarmngs @Qoraied  @oCanceed (@) 2running @0 Queves

B—47y bR SID ZIEETBHVEDDHD I,

Clone From Backup X
1 Soccn Select the host to create the clone

2 Settings Plug-in host hana-9.sapcc.stl.netapp.com - @

SleCs Target Clone SID QFs o

4 | Notification

5 ‘Summary

Clone From Backup X

© Location LUN Map Settings

2 Settings Igroup protocol FCp

Select
Mixed

3 'Scripts
4 Notification FCP

I5C51

5 'Summary
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CORITIE RRARXZV T b Z2ERLT. 2=y FRXAFTUANIZRTLTVE D,

Clone From Backup

o Location The following commands will run on the Plug-in Host: hana-9.sapcc.stl.netapp.com

a Settings Enter optional commands to run before performing a clone operation €

Pre clone command

° Motification

o

o Summary Enter optional commands to run after performing a clone operation €

/mnt/sapcc-share/SAP-5ystem-Refreshisc-system-refresh.sh

Post clone command recover

J—2070—-HBERINS L. SnapCenter (£3EIR L 7z Snapshot [CEDOWTo/O—Z VI SN A ML=

dA=w FEERRL £ 9,

= P NetApp ONTAP System Manager | A70-SAPCC

Dashboard Storage
Insights The basic unit of storage is a LUN (for SCSI hosts) or NVMe namespace (for NVMe). You can add LUN or NVMe namespace storage units based on your data center configuration. More [%
Storage

il g 22 @ 68.5 s

Network v Storage units Avalable
Events &jobs v
Protaction v

O Name Consistency group.
Cluster v

v hana data QFS

v hana data VFS 5c20250520_110422 689

v hana_data_VFS_Clone_06172507005037511

v hanalog QFS

v hanalog VFs

v hana shared QFS.

v hana_shared VFS

| G
06
100 GiB
.
o
s
-

100GiB

©)

Data reduction
546101

Tto1

1101

41101
122101
281101

169101

Online.

Host mapping 10ps.

otv_host 44 e3d7egd4 463 4fd:

IS

otv_host-44_e3d7e9dd-46f3-4fd: 5

otv_host-57_e3d7e9d4-46f3-4fd: 2

otv_host-44_e3d7e9d4-46(3-4fd: 5

otv_host-44_e3d7e9d4-463-4fd:

otv_host-44_e3d7e9d4-463-4fd:

otv_host-44_e3d7e9cl4-463-4fd:

(" Q search actions, objects, and pages )
|_Q search actions, objects, and pages

0

Offline

Latency (ms)

" @

a &

| Throughput (v/s)

Ju]

Z®D#%. SnapCenter I&. Z—%4"v ;k HANAVM WEITINTLD ESX KRR MI LUN (7—& R b 7)Z &t

LET,
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<

o

v [@ vcenter8.sapcc.stlnetapp.com
v [l SAPCC
~ [ Cluster
B 106316714
B 1063167.4

FE
> © AsAr2
> @ Deitmar
> @ InrastructurePool
¥ @ SnapCenter HANA
hana-1
hana-11
hana-2
hana-3
hana-4
hana-5
hana-7

hana-8

TR HDHBRHR

hana-9
Nils-Jumpbox
SnapCenter

[= = e

SnapCenter-Beta

& 5cv-61.0.6246937-250221 0406

v RecentTasks  Alarms
Task Name v | Targer v | staws
Manage Columns | Al More Tasks

ZD®R. HLLWT—

ZDf%. SnapCenter IZFHLWLFT 1 X

hana-9:/mnt/sapcc-share/SAP-System-Refresh # df -h

[ 10.63.167.6 | : acrions

Monitor  Configure

Enter value

Name

B gatastorel(2)

B Datastore €250
B Datastore One
B DatastoreA400
B hana data GFS

8 hena data VES

hana data VFS(sc-2025061

=]
7070115334)
B hana log_GFS

B hana log_VES

E hana shared GFS

B hana shared VFS

B 0S Image
Manage Cotumns | | Export | | Deelect Al
v | et

Permissions

status
+ Norm
al
+ Norm
al
+ Norm
al
~ Norm
al
+ Norm
al
+ Norm
al
+ Norm
al
+ Norm
al
+ Norm
al
+ Norm
al
+ Norm
al
+ Norm
al

Initiator

VMs

Datastores  Networks  Updates
Type Datastore Cluster capacity Free
VMFS 6 766 GB 764.58GB.
NFS 3 19578 19578
NFS 3 28578 12278
NFS 3 500 GB 2712468
VMFS 6 9975GB  87.26GB
VMFS 6 9975GB 9094 GB
VMFS 6 9975GB  90.94GB
VMFS 6 9975GB  9131GB
VMFS 6 9975GB  913GB
VMFS 6 9975GB  87GB
VMFS 6 9975GB  8055GB
NFS 3 142.5GB 5539 GB
v Xy stmime vor

22 ~T7HO VMDK A HANAVM ICEMENE T,

Edit Settings | hana-9

Virtual Hardware

> cpu

> Memory

v Hard di

> Hard disk 1

> Hard disk 2

> Hard disk 3

> Hard disk 4

v Hard

Maximum Size

VM Options

VM storage policy

Type

Sharing

Disk File

Advanced Parameters

99.75 GB

Datastore Default ¥

Thin Provision

No sharing

[hana_data_VFS(sc-20250617070115334)] hana-8/hana-8.vmdk

2% HANA Linux Y X TLICERELTYO>YMLET,

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/system-root 60G 5.2G 52G 10% /
devtmpfs 4.0M 4.0K 4.0M 1% /dev

tmpfs 49G 0 49G 0% /dev/shm

28
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efivarfs 256K 57K 195K 23% /sys/firmware/efi/efivars

tmpfs 13G 26M 13G 1% /run

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev-
early.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-sysctl.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-sysusers.service

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup-dev.service
/dev/mapper/system-root 60G 5.2G 52G 10% /.snapshots

.2G 52G 10% /boot/grub2/i386-pc

.2G 52G 10% /boot/grub2/x86++ ++64-efi
.2G 52G 10% /home

.2G 52G 10% /opt

.2G 52G 10% /srv

.2G 52G 10% /root

.2G 52G 10% /tmp
/dev/mapper/system-root 60G 5.2G 52G 10% /usr/local
/dev/mapper/system-root 60G 5.2G 52G 10% /var

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-vconsole-setup.service
/dev/sdc 95G 8.9G 87G 10% /hana/log/QFS/mnt00001

/dev/sdd 95G 14G 82G 14% /hana/shared

/dev/sdal 253M 5.9M 247M 3% /boot/efi

tmpfs 1.0M 0 1.0M 0% /run/credentials/systemd-tmpfiles-setup.service
192.168.175.86:/sapcc++ ++share 1.4T 858G 568G 61% /mnt/sapcc-share
tmpfs 6.3G 72K 6.3G 1% /run/user/464

tmpfs 1.0M 0 1.0M 0% /run/credentials/getty@ttyl.service

tmpfs 6.3G 52K 6.3G 1% /run/user/0

/dev/sde 95G 9.2G 86G 10% /hana/data/QFS/mnt00001

tmpfs 6.3G 56K 6.3G 1% /run/user/1001
hana-9:/mnt/sapcc-share/SAP-System-Refresh #

/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G
/dev/mapper/system-root 60G

(G2 INC ) BN G, BN C BC ) G N N C)

hana-9:/mnt/sapcc-share/SAP-System-Refresh # cat /etc/fstab
/dev/system/root / btrfs defaults 0 O

/dev/system/root /var btrfs subvol=/Q@/var 0 O
/dev/system/root /usr/local btrfs subvol=/Q@/usr/local 0 0
/dev/system/root /tmp btrfs subvol=/Q@/tmp O
/dev/system/root /srv btrfs subvol=/@/srv 0 O

/dev/system/root /root btrfs subvol=/@/root 0 0

/dev/system/root /opt btrfs subvol=/@/opt 0 0

/dev/system/root /home btrfs subvol=/@/home 0 O

/dev/system/root /boot/grub2/x86++ ++64-efi btrfs
subvol=/@/boot/grub2/x86++ ++64-efi 0 O

/dev/system/root /boot/grub2/i386-pc btrfs subvol=/Q/boot/grub2/i386-pc 0
0

/dev/system/swap swap swap defaults 0 O

(@)

/dev/system/root /.snapshots btrfs subvol=/Q/.snapshots 0 O
UUID=FB79-24DC /boot/efi vfat utf8 0 2

29



192.168.175.86:/sapcct+ t++share /mnt/sapcc-share nfs

rw,vers=3,hard, timeo=600,rsize=1048576,wsize=1048576, intr,noatime,nolock 0
0

#/dev/sdb /hana/data/QFS/mnt00001 xfs relatime, inode64 0 O

/dev/sdc /hana/log/QFS/mnt00001 xfs relatime, inode64 0 O

/dev/sdd /hana/shared xfs defaults 0 O

# The following entry has been added by NetApp (SnapCenter Plug-in for
UNIX)

/dev/sde /hana/data/QFS/mnt00001 xfs
rw,relatime,attr2, inode64, logbufs=8, logbsize=32k,noquota 0 0
hana-9:/mnt/sapcc-share/SAP-System-Refresh #

RDRAIV)—> 3w k. SnapCenter ICK > TERITEINZ P 3 TATYy TERLTVWET,
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Job Details

Clone from backup 'SnapCenter_hana-8_LocalSnap_Hourly 06-17-2025_10.29,00.4260'

+" ¥ Clone from backup 'SnapCenter_hana-B_LocalSnap_Hourly_06-17-2025_10.29.00.4260!

L

L'

¥ hana-9.sapcc.stl.netapp.com

* Clone

-

>

=

Application Pre Clone

Storage Clone

Can Execute Clone Virtual or RDM disks
Clone Virtual or RDM disks

Unmount Filesystem

Mount Filesystem

» Performing rescan of devices

* Building clone for data file systems and associated entities
Application Post Clone

Register Clone Metadata

Clean-up Snapshot entries on Server
Application Clean-Up

Data Collection

Agent Finalize Workflow

© Task Name: Mount Filesystem Start Time: 06/17/2025 11:02:42 AM End Time; 06/17/202511:10:17 AM

TEHALIELSIC"BHREMS" £ a3 > Tk BYIRIU—>7 v THBBY 31213,
SnapCenter spl H—E X% [ systemctl restart spl 1 A > FZERL THEBTI2HRENHDET, N

F. DPa TR TLICEEIITOREDNHD T,

View Logs

aricel] Close

HANA 7R X ~ D

L]

IJ0—->T—270-PRTLES. UY—XQFS oy L TEREZBBTExd, BERE 7O
CTANRETTRE. FILWRA ML=y R U RRDY —XOFHE 2 —IC—EBRTRESNE T,
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I NetApp SnapC
saprana B

Search databases

R 6K

552

552

VFS

nter®

Resource - Details

Details for selected resource
Type

HANA System Name

siD

Tenant Databases

Plug-in Host

HDB Secure User Store Key
HDBSQL OS User

Log backup location
Backup catalog location
System Replication

Plug-in name

Last backup

Resource Groups

Policy

Discovery Type

Backup Name

Backup Name of Clone

Storage Footprint

SVM

Multitenant Database Container
QFs

QFs

QFs
hana-9.sapcc.stl.netapp.com
QFSKEY

qfsadm

/usr/sap/QFS/HDBA5/backup/log

Jusr/sap/QFS/HDB4S/backup/log
None

SAP HANA

None

None

None

Auto
SnapCenter_hana-8_LocalSnap_Hourly_06-17-2025_10.29.00.4260

SnapCenter_hana-8_LocalSnap_Hourly_06-17-2025_10.29.00.4260

Volume Junction Path

@ = @©- 2sapccscadmin SnapCenterAdmin  [§Sign Out

LUN/Qtree

X

svm1 hana_data_VFS_Clone_06172511013515617

Total 7

Activity The 5 most recent jobs are displayed

@szcompeed @ 1waming €Q1raied  @ocanceled @) orunning  @)0Queued

SnapCenter 7 O—VHIBR7—2 70—

JO0—>HIBRT7—270—1%. YV—XHANA DY —XTorO—>%&ERL. YilsR4a>%2201) w2 L TRHKA
LExd,

2 sapcc\scadmin  SnapCenterAdmin @ Sign Out

M NetApp SnapCente

sapHanA Y

VFS Topology X

Search databases

Total 7

sm1

ss1

ss2

ss2

VFS

Manage Copies

@ | 12Backups
e 1 Clone

Local copies

Primary Clone(s)

search Y
Clone SID Clone Host
QFs hana-9.sapcc.stl.netapp.com

Total 1

/P o.

waing €Y 1rated  (@)ocanceled (@) oRunning

m.

] © ’

BackuptoObject Store  Remove Protection  Back up Now. Maintenance

Clone Name

hana-8_sapcc_stl_netapp_com_hana_MDC_VFS_clone_146515_MDC_VFS_06-
17-2025.10.27.55

@ o0ueued

Summary Card
13 Backups
12 Snapshot based backups
1 File-Based backup.
1 Clone

0 Snapshots Locked

Start Date

06/17/2025 11:01:58 AM &5

=

Configure Database Refresh

[}
Delete

End date

06/17/2025 11:10:22 AM £

COFITIE. BRIZRVZV TR ZERLTE—7Y FHANAT —ER—=z vy ATV LTWET,
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Delete Clone X

i Cloned volume will be deleted. SnapCenter backups and HANA backup catalog must be deleted manually.

Enter commands to execute before clone deletion

/mnt/sapcc-share/SAP-System-Refresh/sc-system-refresh.sh
Pre clone delete : shutdown

The selected clone(s) will be permanently deleted. If the selected clone contains other resource(s) it will also be deleted.
If the cloned databases are protected then the protection needs to be removed to delete the clone.
Do you want to proceed?

[] Force Delete

KDV —>> 3w biE. SnapCenter IC& > TERITINZ P I3 TXTyv T RLTVWETD,
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Job Details

Deleting clone 'hana-8_sapcc_stl_netapp_com_h......5__clone__146534_MDC_VF5_06-17-
2025_10.27.55'

v Deleting clone "hana-8_sapcc_stl_netapp_com_hana_MDC_VF5S__clone_ 146534 MDC_VFS_06-17-

2025_10.27.55'
¥ hana-9.sapccstlinetapp.com
¥ Delete Clone
* Validate Plugin Parameters
Application Clone Delete
¥ Delete Pre Clone Commands
¥ Unmount Filesystem

* Deporting cloned file systems and associated entities
» Performing rescan of devices

* Deleting Virtual Resources

v Delete Storage Clone

v Unregister Clone Metadata

¥ Filesystem Clone Metadata Cleanup
» Performing rescan of devices

» Agent Finalize Workflow

@ Task Name: Application Clane Delete Start Time: 06/17/2025 1:36:24 PM End Time: 06/17/2025 1:37:02 PM

View Logs

TEHALIELSIC"BHREMS" £ a3 > Tk BYIRIU—>7 v THBBY 31213,
SnapCenter spl H—E X% [ systemctlrestart spl | IY > RZFEHEL THEETIHREHLHD X9,

EMNEREN—2 3 VER

HANA DR T 5074 R:

34

Close

HANA 7R X ~ D

b



* " I SAP HANA on NetApp ASA Systems with Fibre Channel Protocol J Z&BL T T W' TT,
SnapCenter

* "SnapCenter ZfER L 7= SAPHANA O\ o 7wy T ) ANI"
* "TR-4719 . [ SAP HANA System Replication - Backup and Recovery with SnapCenter Jj "
* "TR-4667 : [Automating SAP HANA System Copy and Clone Operations with SnapCenter J "

* "SnapCenter SnapMirror Active Sync ¥ VMware Metro Storage Cluster {Z& % SAP HANA O 5 — X {R:&
AT

* "SnapCenter V 7 kT 7D RF a2 X2 K"

N—=aVER :

N—=3> H{g aOX> bk
N—3 > 1.0 U 07/2025 #IhR

35


https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/bp/hana-asa-fc-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-generic-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sr-scs-system-replication-overview.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sr-scs-system-replication-overview.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sr-scs-system-replication-overview.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sr-scs-system-replication-overview.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sr-scs-system-replication-overview.html
https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/lifecycle/sc-copy-clone-introduction.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/netapp-solutions-sap/backup/hana-sc-vmware-smas-scope.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html
https://docs.netapp.com/us-en/snapcenter/index.html

ZFEICET 3B

Copyright © 2025 NetApp, Inc. All Rights Reserved. Printed in the U.S.C D R 2 X > MIBEMEICEK > TR
EEINTVWET, EFREFMEEOEAICK 2FFIAFED HIHEZIRE. BRER. EFEEA. SLUEER
B, BHREE. T—THE EFREI X T LANDHEMAAZ STHEMIEAEL L. WHRBERE LUHEIC
LBEHBBILFT,

Y b7y TDERYHSIRELIY 7 U T7IE. RICRIERAFHERES FURBREOHRERD &
ERS

COVITRUT7IE Xy b7y FICE&oT MBRROFTF RESNATVE T, *v b7 v FIZATHERER
A X3E@MES LOREBNICN T 2 EEMEORTRNRIEZ S 2 CNURESNBVVLDRBEETR
NBRFRIEDITVEEA. R b7 v 7id. ABRILIIABY —EXOFEE. EBFEE. 7 —XEXR. FIRE
K. EHFFPHzEH. DOINURESNGL. SOV I MT T T7DERICEDE LT IRNTOEENEE.
BENIEE. BRVIEE. KRS, BEEE. KANBEZEOREICH L T, HROFEEDEREMENEN S
NTWcE LTH, TOEEER. RULE T35EH. ZHNOBE. BEREE. FETR BRFLIZEST
BWEEZE0) IChH 5T —TI0oEEZEVEEA,

XY R Ty TiE. CTICEHEHINTULERIRTOERICNTI2EEZMER. FELITSENEZRBLED,
FZY R TPy FICEBZERHNLBEBCLZEENDHZHEZRT. CICRBEITNTLVBRBDERICEDEL
BPEESLUVEHICH LT, my b7y TIdEEEEVEFEA. CORRBOERFIZEBAIRX. v b7y
DYSEFHE. BOIEME. FT-I3MORKNFRABIEICE DK StV ADHErIZABEINEE A,

CORZaTILCEEHINTUVBRERIE. 1 DU LEDOXKERE. ZOMOEORFF. BLUOEBROFEFICK
STHREINTWVWIEELHD £,

MEFOFIRICOWVWT | BAFIC K A, EH. FxRld. DFARS 252.227-7013 (2014%28) &KL UFAR
5252.227-19 (20074E12H) DRIights in Technical Data -Noncommercial ltems (17 —% - JEFEARE ICES
T BEEF) FED(b)3)E. ICHESNIHFIRMNMBERAINE T,

AEIIEFNZT—RIIBAERS LV £IFEBEY—EX (FAR2101DERICEDL) ICBERL. T—
R DFFEMEIINetApp, InclCHD F£F, AZNICEIIREINZ IRTORY b Ty TOEMT—2E LV
AYEa—&2YI7boz7id. BEENTHD. WEOATHEINLDDTY ., KEBMFIEERT—2ICH
L. FHEHDIOBES LIV TS AR T, 2HREXNRE T3 E L ARBEDFHIRT S EREES
L. KT =2 OREORIE 22 - o KEBAFZOICEZEL. YW OEMIT L T3H8ICOAERT -2 % E
BTEXY, ALDIBEZRET. NetApp, INcC.OEMEICLBZHFAIZER/ICEDI B, KTF—2%=FEA. B
T BnEy. BT BIEHD. EEFRIIBRIZZCIITEEFHA. EFRAEICHD D KEBAAD T —XERME
ICDWTId. DFARS 252.227-7015(b)3& (20144%F28) TEDH SN MEFDAHNEBHSNE T,

EIRICE T 5 15%k

NetApp. NetApp® O I\ http://www.netapp.com/TMIZEEEH SN TULB Y —2I&. NetApp, Inc.DFEIETY, £
DDEHHEERLIE. ENEFAEITIEHOBIZTHIHENHD FT,

36


http://www.netapp.com/TM

	VMware VMFSおよびNetApp ASAシステムを使用したSnapCenterによるSAP HANAデータ保護 : NetApp solutions for SAP
	目次
	VMware VMFSおよびNetApp ASAシステムを使用したSnapCenterによるSAP HANAデータ保護
	VMware VMFSおよびNetApp ASAシステムを使用したSnapCenterによるSAP HANAデータ保護
	本ドキュメントの内容

	このドキュメントで使用したラボのセットアップ
	ソフトウェアバージョン

	HANAシステムのプロビジョニングとインストール
	ストレージ構成
	VMディスク構成
	VMパラメータdisk.EnableUUID
	Linuxホストテノフアイルシステムノシユンヒ
	HANAのインストール

	HANA構成
	SnapCenterデータベースユーザーを構成する
	HDBユーザーストアキーを設定する

	SnapCenter 構成
	前提条件
	SnapCenterにVMwareプラグインを追加する
	HANAホストを追加する
	ポリシーとリソース保護の構成

	バックアップ処理
	リストア処理とリカバリ処理
	SAP システムリフレッシュ
	前提条件
	SnapCenter クローン作成ワークフロー
	SnapCenter クローン削除ワークフロー

	追加情報とバージョン履歴


