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Ja—LT)—Fcll2 20 LUN ZERT30%2RLET,

@ SAP HANA KPIZ i 7c § e DICHEEDLUNTLVMZ ER T2 HEIFH D AL, #HERINZF
ERS

B8 J>hkO—ZA > hO—3 A J>+kO—3B J>+kO—3B
DO7I)T—r1 DO7ITVr—k 2 7TV —rA1 DO7IVT—k 2
LVM R—=ZXDI AT T—RAK)a—L: HBEAR)a—L': data2 /R a—L: AOFRYa—L:
LoOF—%, O%. SID1_data_mnt0000 SID1_shared log2 78 SID1_data2_mnt000 SID1_log_mnt00001
BLUHBER)2— 1 Ja—LA: 01
Ly SID1_log2_mnt0000
1

CCCHHEAT 3B TIE ' 22— SIDladm DT 74 bDHR—L + T L7 FUDRERIKEINT
W3 fusr/sap/SID1 T« L2 bUARO—AII « T ATV EIZHDET T4 RT - R—=ZXDL )

()  r-va EBRLEKEEREY b7y T TR TRTOT 71l SRFLARRR b L
—JEIZHB K5I, lusr/sap/SID1 T4 Lo FU®D TID1_shared 1 A1) 2—LRISEIMND
LUN Z1ER S 2 E#HELE T,

AR)a—LDAT 3>
TORICUZARENTWBRY a—L AT 3 >id. SAPHANAICEARINZ ITARTORY) 2 —LTHEES
SUREITIHELNHD £,

T3y ONTAP 9

Snapshot JE— D BENIEM Z EMICT S vol modify — vserver <vserver-name> -volume
<volname> -snapshot-policy none Y {8 L £ 9
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o3y ONTAP 9

Snapshot 7« L2 U ORIfRILEEMICL X T vol modify -vserver <vserver-name> -volume
<volname> -snapdir-access false

LUN. RUa—L%ZEML. LUNZAZSI—2TII—FICRYEYILET

NetApp ONTAP System Managerz B L T L —HR 1) 2a—LYLUNZERL. N5z —N
Y ONTAP CLIQigrouploX v B> F 3 U A TEET, COX=a7ILTIE. CLIOBRAAEICD VT
LFT,

CLIZERALTLUN. RJa—LZ{EML. igroup ICLUNZIYYE>YILEXT

Dt a>TlE. LWM E LVM AR 2a—L JIL—FZIZ22 DD LUN Z{ERH9 3 SID FC5 @O SAP
HANABE— Rk S XFLICTH LT, ONTAPO OONY VR SAVEFERLI-EBEAZERLE T,

1. BEBRR) 2—LEIRNTERLET,

vol create -volume FC5 data mnt00001 -aggregate aggrl 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00001 -aggregate aggrl 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data2 mnt00001 -aggregate aggrl 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00001 -aggregate aggrl 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 shared -aggregate aggrl 1 -size 512g -state
online -policy default -snapshot-policy none -junction-path /FC5 shared
—encrypt false -space-guarantee none

2. $RTOLUN ZER L £9
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lun create -path /vol/FC5 data mnt00001/FC5 data mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00001/FC5 log mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

B FC5DIRTLRANMIBTRZRINTOR— DA I —2— JI—T%=EHKLET,

lun igroup create -igroup HANA-FC5 -protocol fcp -ostype linux
—initiator 10000090fadcc5fa,10000090fadcc5fb -vserver hana

4 ERR LA =T —RTIN—TICTRTOLUN ZIYVYEYI LET,

lun map -path /vol/FC5 data mnt00001/FC5 data mnt00001 -igroup HANA-
FC5
lun map -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -igroup HANA-
EFC5

lun map -path /vol/FC5 log mnt00001/FC5 log mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -igroup HANA-FC5

BHROERZ

BHOERX

ZDtU 3> TlE. SAPHANATILFRR M X T LICEBEDNetAppA L —T 2 X
FLDERICOWTERBAL £ 9,

SAPHANA YILFRRA M RTFLDRY) 2—L ¥ LUN D&

KOEIE. 4+1 DIILFHRRZX b SAPHANA S X FLDR) 2 —LERZETRLTWVWET, & SAP HANA 7R X
FDTF—%R)a—LeOFR) a—LALld. BERZIANL—2OY bO-SICHBENET, 7 zIidE KUY
22—/, T°SID_data_mnt00001 J (Y FO—FAICRESIN. R a—LA TSID_LOG_mnt00001 J (&3
YhO—Z BICHRESNTVWEIZRAR)a2a—LICT DD LUNZREL XY,

I /hanal/shared | /R a—Lld. IRTO HANARZA DS T7IECIATEZIHNELHD. NFS ZFERALT
ITUORR—bENFET, [l/hana/shared | 77 AR T LICIIFEEDNT #—<I XA KPIHHD FEHA
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M 10Gh DA —H xRy b EKiZERT S 2R LIS,
HARTDS5, 180X ML—J0Y bO—5DHA%Z SAP HANA ' X7 LICERT 3158

(D) B F-&FUa—LrOYRYa—LERLRL—YIY FO-SRETECLHTS
£7.

Node 1 Node 2 Node 3 Node 4
HANA
‘NN
Nodes

NFS access for
/hana/shared

FCPaccess for
data and log

Storage
Controller
HA-pair

SID_data mnt0000 D_data mnt00003

LUN; SID_data_mnt00001 LUN: SID_data_mnt00003

SlD_log mnt0000Z SID_log_mnt00004

\D data mnt0000

SID_data m SID_data_mnt00004
S0 log mnt0O001 S0 log mnt00003

£ SAPHANA KRR kClE. 1EOTF—2RYa—L 1EOOTRYY a—LHMERSNET, T
/hana/shared ] ") 2 —LALIlE. SAPHANA > X7 LD IARTDHRANTERAINE T, XOXIZ. 4+1 DY
JLFRA b SAP HANA & X T LOERF ==L TWLWET,

SID_share

BHRY d>hO—ZA J>hO—ZA J>h~O—2B J>h~O—2B
DT7ITIVr—r1 DFITIVr—r2 OT7TIIF—FA1 DT7ITVr—h2

J—R1O7—2K 7—RK)a—L. - AJAR)a—L4L: -

)a—L&AJ7AR") SID _data_mnt00001 SID_log_mnt00001

a—LA

J—R207—%4K ORI a—L": - F—RR)a—L: -

)a—L&AZ7AR") SID _log_mnt00002 SID_data_mnt00002

a—LA

J—R3DT—RAK - F—=RR)a—L: — OJHR)a—L4:

a—L&OgmrRy SID_data_mnt00003 SID_log_mnt00003

a—LA
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B d>cO—S A d>ecO—S A Jd>+~O—>B d>+O—>B
DFTVrF—kA1 DFITVrF—hk 2 DTTVrF—kA1 DFITVr—hk 2

J—RA4DT—RK - AJMAR)a—L4L: - T—RA)a—L:
Ja—LeadRl) SID_log_mnt00004 SID_data_mnt00004
a—LAL

IRTORIAMOHE £HERVa—-L: - - -

BAR)a—L SID_shared

RORIC, 7774772 SAPHANARRA MW 4 EHBTILFHRAN AT LOBRERY T FRA Y MR
LEd,

LUN £7idR) 2 —L4 SAP HANA . p=S
RAMDIYTV ERAV -

LUN : SID_data_mnt00001 /hana/data/SID/mnt00001 ZAbL—=Yaxo2%zFEALTY
Tk

LUN : SID_log_mnt00001 /hanallog/sid/mnt00001 AbL—=oaxo2EFERALTY
Uk

LUN : SID_data_mnt00002 /hana/data/sid/mnt00002 AbL—=2axo2%ZERALTY
vk

LUN : SID_log_mnt00002 /hana/log/sid/mnt00002 AbL—=oaxo2EFRALTY
o bk

LUN : SID_data_mnt00003 /hana/data/sid/mnt00003 AbL—=2axo2%ZFERALTY
Tk

LUN : SID_log_mnt00003 /hana/log/sid/mnt00003 AbL—=axo2%FERALTY
Tk

LUN : SID_data_mnt00004 /hana/data/sid/mnt00004 AbL—=—oaxoa2%zFERALTY
Tk

LUN : SID_log_mnt00004 /hana/log/sid/mnt00004 AbL—=Uaxo2EFERALTY
Tk

K1 a—L: SID_shared /hana/shared-SID Z#8E L £ ¢ NFS ¥ /etc/fstab DT> k) % {EFA
LT IRTDERAMIRTY b
TN

FEEDHERRTIE. Jusr/sap/SID" 1—H'SIDadmD T 7 # )L kDR—LFT 1 LT BRI h
TW3 T L7 MUH, EBHANARZA bOO—AILNT a4 RVICEBESNE T, T4 XAIR—2X

@ DLTIVT—2a > aEFERTZT AR AN DRETIE. NetAppTlE. ET—FZR—2X
RARDIRTDIT 7AWV RATLADHRRI ML —JICERESINZ LDIC. 771 AT A
B®DORY 2—LAIZ Jusr/sap/SID E 540D T T LI MU EERT D HHERELTL
"SID_shared £ 9,

Linux LVM Z{EH L 7= SAP HANA YILF KRR b R FLDRY) 12— LY LUN D&
Linux LVWM ZERT2 . NT4A—I >V XZBALEETE. LUN Y1 XOFIRICHUTEET, LVWM AR a—L

JIL—TDELUN I BIOT7 I VT —bBELVROIY FO—JICHRINT ZBELDD £, ROKIC.
2+1 O SAPHANA YL FRA S AT LDRY) a—LTIIV—TH1=D 2 DD LUN OFlZRLET,
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@ SAP HANA KPI Z 379 7 ®IC LVM ZfER L THEEOD LUN ZHEAEDHDE I HEITH D FEA
VAN ;35 e g g S S

BHrY d>hO—ZA J>hO—ZA J>h~O—2B J>h~O—2B

D7) r—r1 DT7ITVr—h2 DT7ITIVr—kr1 DOT7I)Tr—k 2
J—RADF—2R F—R2ARYa—L:. OF2R)a—L: OFRYa—L: data2 /R 2—L @
)a—L¥&O477R1) SID data_mnt00001 SID log2_mnt00001 SID_log_mnt00001 SID_data2_mnt0000
a—LA 1

J—RF207—%K OJ2RK)a—L: T—R2KJ)a—L': data2RJ)a—L: OJRJVa—L:
)a—LxAaZAR1) SID _log2_mnt00002 SID_data_mnt00002 SID_data2_mnt0000 SID_log_mnt00002

a—LA 2
IARTORAMDOHE HEARYa1—L4L: - - -
BRYa—L SID_shared

R)a—LDATI 3>

KDORICUZARINTWVWBR) a—L AT 3. SAPHANA ICERAINZIARTORY 2 — L THEIHES
SURETINELHD X,

o3y ONTAP 9

Snapshot I — D BEEER % EMICT S vol modify — vserver <vserver-name> -volume
<volname> -snapshot-policy none ¥3EE L £

Snapshot 7« L2 k) ORI EEMICLE T vol modify -vserver <vserver-name> -volume

<volname> -snapdir-access false

LUN. RUa—L%Z1EHL. LUNEAZS I —RJIIL—FICRvEYILET
NetApp ONTAP System ManagerzfEl L TR L —R ) a— LY LUNEER L. #nozH—N

E ONTAP CLIDigrouplcYwE>Y I T2 ENTEET, CDYZ a7 I TIE. CLIOERAEICDVWTEA
LET,

CLIZEALTLUN. R a—LZ{EML. igroup ICLUNZIYYE>YILET

CDtEoTarTE. ARV RSA >V ZFERALBEAAIZRLET, ONTAPO (& LVM ZfER L7 2+1 D
SAPHANATILFHRA NS RAFT LT, WWMARYa—LTIL—TFZIZ2 D0 LUN #fERB L7 SIDFC5 T
ER

1. MBRAR) 2 —LZEIRTERLFT,

16



vol create -volume FC5 data mnt00001 -aggregate aggrl 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00002 -aggregate aggr2 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log mnt00001 -aggregate aggrl 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data mnt00002 -aggregate aggr2 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data2 mnt00001 -aggregate aggrl 2 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00002 -aggregate aggr2 2 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 log2 mnt00001 -aggregate aggrl 1 -size 280g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 data2 mnt00002 -aggregate aggr2 1 -size 1200g
-snapshot-policy none -foreground true -encrypt false -space-guarantee
none

vol create -volume FC5 shared -aggregate aggrl 1 -size 512g -state
online -policy default -snapshot-policy none -junction-path /FC5 shared
—encrypt false -space-guarantee none

2. $RTOLUN ZE L £ 9
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lun create -path /vol/FC5 data mnt00001/FC5 data mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data mnt00002/FC5 data mnt00002 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 data2 mnt00002/FC5 data2 mnt00002 -size 1t
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00001/FC5 log mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log mnt00002/FC5 log mnt00002 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class
regular

lun create -path /vol/FC5 log2 mnt00002/FC5 log2 mnt00002 -size 260g
-ostype linux -space-reserve disabled -space-allocation disabled -class

regular

3. ORATLFC5ICBTBIRTDY—/\D igroup ZIERLL £,

lun igroup create -igroup HANA-FC5 -protocol fcp -ostype linux
—-initiator 10000090fadcc5fa,10000090fadcc5fDb,
10000090fadcc5cl,10000090fadecc5ce2, 10000090fadcc5¢c3,10000090fadcc5c4

-vserver hana

4. ERL L7z igroup ICTARTOD LUN ZX v E>Y I LE T,
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lun map -path /vol/FC5 data mnt00001/FC5 data mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 data2 mnt00001/FC5 data2 mnt00001 -igroup HANA-
FC5

lun map -path /vol/FC5 data mnt00002/FC5 data mnt00002 -igroup HANA-FC5
lun map -path /vol/FC5 data2 mnt00002/FC5 data2 mnt00002 -igroup HANA-
FC5

lun map -path /vol/FC5 log mnt00001/FC5 log mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00001/FC5 log2 mnt00001 -igroup HANA-FC5
lun map -path /vol/FC5 log mnt00002/FC5 log mnt00002 -igroup HANA-FC5
lun map -path /vol/FC5 log2 mnt00002/FC5 log2 mnt00002 -igroup HANA-FC5
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