Red Hat OpenShift 7 5 X X |C
Tridentz 1 > XA F—J)LL. AL =D
I b EERT S

NetApp virtualization solutions

NetApp
August 18, 2025

This PDF was generated from https://docs.netapp.com/ja-jp/netapp-solutions-virtualization/openshift/osv-
trident-install.html on January 12, 2026. Always check docs.netapp.com for the latest.



EPN
Red Hat OpenShift 7 5 X Z|CTridentx 1 Y XA b—JLL. A ML= F TV 20 b EERT S
ETF4FEVYAML— 3>
Z4 > 7L = X OpenShift 7 5 X X DTridenti&ml
FSXNZ kL —%1MER L7cROSAY 5 X 2 D Tridenti& g
Trident’h) 2a—L XZFv T awv bk 75 XDOVER
Trident A AL =S8R FY o3y b ISRATTIAILNERET S

11
12
13



Red Hat OpenShift 7 5 X X (_Tridentz 1 > X k—
L. ARL—= AT 0 bZERRT B

OpenShift 7 5 X % —|Z Red Hat Certified Trident Operator % {#/H L TTridentz 1 > X +
—J)LL. 7Av Y 7ORRBICT—H— /—FRZ#EHELEFT. ONTAPE LU FSxN X
fL—HEOTrident/ N\ VI RELUVRANL—C ISR AT M=ERL T O
YTFEVM OB a—L O3 I EBMILET,

®

®

OpenShift Virtualization T VM Z{ERR § 2 BN H 3155 1E. OpenShift Virtualization Z 2 5 X
R—(AVTLIZIZAEELUVROSA) ICA VR M—=ILTBHIIC. Tridentx 1 > X ~—=JLL. /Ny
JIVR AT O RERAN L= U5 R ATT ¥ b% openShift 75 X2 —IZ1ERR T B
ERHBDET, TTIAINMDANL—= IS RETTAILEDR ) a—L XFyv T3y bk
U7 E V7 REZ—ADTridentA AL—J 8 RFyFoay b VS RTRETIHLENHD
¥F9, CNHRESNTVBIBEICDH. OpenShift Virtualization (&7 > 7L — b &EFHL T
VM ZER S 27=ICO—AILTId—=IT Y A1 X—=CFHETEZLS5ICBDET,

Trident% - > X b —JL 9 B HiIZ OpenShift Virtualization Operator h'-f > X k—JLENTUL 315
BlE. UTFOIAT Y RZFEHALT. O ML—2 95 EFERLTERSNI—ILTY 1
X=I%HIBRL. TridentR AL =B LUK a—L XFTy T3y b IFADTT7 1L K
HEREINTULSZ & #RESRL T, OpenShift Virtualization A\ TridentX kL — U5 X% {FH
LTOd—ITY AX—DERTEDLIOICLET,

oc delete dv,VolumeSnapshot -n openshift-virtualization-os-images

--selector=cdi.kubevirt.io/dataImportCron

®

ROSA VT RXRX—DFSXxN A L —HED trident 7 72 =0 b 2ERRT 270D > 7L
yaml 7 71 JL . VolumeSnapshotClass D > FJL yaml 7 71 )L ZBUE T B ICIF. CDXR—
SHETICZRO-ILLTLIZEL,

* Trident® 1 > X b—)L**



Red Hat Certified Operator Zf£f8 L TTridentZz 1 > X k—JL T 3

Z Dt 3> TlE. Red Hat Certified Trident Operator %/ L CTTrident® 1 > X b—)L ¢ 3 5¥ % 51
BALZEJ, "Tridentd RF a2 XY bZBEB LTIV Tridentz 1 > X =)L 2D FHEICDWVT
g, TBEB5ETELIETL, Trident25.02 DU —XIZLD, A2 TLIRELUV T ST KD Red Hat
OpenShift . AWS _E® Red Hat OpenShift Service R DT % — K H—E XD Trident1—4—

|&. Operator Hub 5*5 Trident Certified Operator Zf£f8 L TTridentz 1 Y A =)L TE3 LSO X
L7z Trident i CMNETIAZI a7 ARL—F— L TDAFAABETH >7/cdH. Nl
OpenShift 1—#'— QX2 =574 Il > TEETY,

Red Hat 58 Trident4 R L — &% —DF|=1E. OpenShift (> FL IR, 5T R, £/IEROSAICELS
IR—J R H—ER) THERTZHE. ARL—E—ZDI>TFOEEHNetAppll & > TREICH
R—RFEINTWVWBZETYT, T5IC. NetApp Trident [FHFHRICERI TIRM TN 378, Red Hat
OpenShift & —LL XICBMET D EHMRIES N, SA T H A VIINEBEBABRBICBZI LI/ Tr—
ILENTREARL—2EFRALTA VA M=ILTBIEITTEAZE T,

T5IC. Trident 25.02 AL —4 — (B ETERD/N— 3 >) TIE. ISCSI BICT—H— J — R E %4
THRLWS AT aroREMREEINET, Chid. 7—J0—K%Z ROSAV S AEZ—IC77O4
L. #FIC OpenShift Virtualization VM 7—2 0— R TiSCSI 7O kOJL%Z FSxN TERT 3 FTEHLH 3
BEICHICERITY, FSxN Z{FHT 5 ROSAUZXAAZ—LEDISCSI DT —h— /—ROERDRE
iF. X —IlTrident 2 YA =L B EEICCOREICE > TEREINI LT

ARL—Z—%FALIA VA M=IILFIEBIEZ. VT LIRIFRAEZ—ICA VA M=ILTBHET

H. ROSAICA VR M—=ILTBBETHRELTY, Operator ZfEA L TTridentz 1 > X k—JL T BIC
I&. Operator /N7 %2 1) w2 L. Certified NetApp TridentZZIRL £ d, 1V X =L R—=ITlE. &
FN—=a 0T 74N NTERSNES, T4V M=)L) 20Uy O LE

-3-0

TTOJECT AT P TUJeCT

Home
OperatorHub
Operators
Discover Operators from the Kubemetes community and Red Hat partners, curated by Red Hat. You can purchase commercial software thro
installation, the Operator capabilities will appear in the Developer Catalog providing a self-service experience.
OperatorHub
Installed Operators | Attems All ltems

Al/Machine Learning

Workloads 'Q Trident l X

Application Runtime

- Big Data

Networking
Cloud Provider
= @ Certified @ Community
Database

Storage mote  mote
Developer Tools
= - NetApp Trident NetApp Trident

Builds Cevelpment ook provided by NetApp, inc provided by NetApp, Inc
Drivers and plugins

Observe Integration & Dalivery Trident Operator, to manage Trident Operator, to manage

Logging & Tracing NetApp Trident installations

(2 Maodernization & Migrat ©Instaled
ompute Modernization & Migration

Monitoring



https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html
https://docs.netapp.com/us-en/trident/trident-get-started/kubernetes-deploy.html

OperatorHub » Operator Installation

Install Operator

Install your Operator by subscribing to one of the update channels to keep the Operator up to date. The strategy determines either manual or automa
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Create TridentOrchestrator

Create by completing the form. Default values may be provided by the Operator authors.

Configure via: Form view @® YAML view
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[root@localhost ~]# oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-controller-84cb9bff89-1kx6k 6/6 Running © 16h
trident-node-1inux-d88b9 2/2 Running @ 16h
trident-node-1inux-1d4b8 2/2 Running © 16h
[trident-node-linux-mj5r8 2/2 Running © 16h
trident-node-1inux-mkmmp 2/2 Running © 16h
[trident-node-linux-qhgr7 2/2 Running © 16h
trident-node-linux-vtotp 2/2 Running © 16h
[root@localhost ~]#
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sh-5.1# systemctl status iscsid
e iscsid.service - Open-iSCSI
Loaded: loaded (/usr/lib/systemd/system/iscsid.service; enabled; preset: disabled)
Active: active (running) since Fri 2025-64-25 ©0:23:49 UTC; 3 days ago
TriggeredBy: o iscsid.socket
Docs: man:iscsid(8)
man:iscsiuio(8)
man:iscsiadm(8)
Main PID: 74787 (iscsid)
Status: "Ready to process requests”
Tasks: 1 (limit: 410912)
Memory: 1.3M
CPU: bms
CGroup: /system.slice/iscsid.service
74787 L i 4

Apr 25 ©8:23:49 ocpll-workerl systemd[1]: Starting Open-iSCSI...
Apr 25 00:23:49 ocpll-workerl systemd[1]: Started Open-iSCSI.

sh-5.1# ]

sh-5.1# systemctl status multipathd
e multipathd.service - Device-Mapper Multipath Device Controller
Loaded: loaded (/usr/lib/systemd/system/multipathd.service; enabled; preset: enabled)
Active: active (running) since Fri 2025-84-25 ©9:23:50 UTC; 3 days ago
TriggeredBy: e multipathd.socket
Process: 74905 ExecStartPre=/sbin/modprobe -a scsi_dh_alua scsi_dh_emc scsi_dh_rdac dm-multipath (code=exited, status=8/SUCCESS)
Process: 74906 ExecStartPre=/sbin/multipath -A (code=exited, status=8/SUCCESS)
Main PID: 74907 (multipathd)
Status: "up"
Tasks: 7
Memory: 18.3M
CPU: 23.003s
CGroup: /system.slice/multipathd.service

Apr 50 ocpll-workerl systemd[1]: Starting Device-Mapper Multipath Device Controller...
Apr :50 ocpll-workerl multipathd[74967]:

Apr :23:50 ocpll-workerl multipathd[74967]: read /etc/multipath.conf

Apr :50 ocpll-workerl multipathd[74987]: path checkers start up

Apr 50 ocpll-workerl systemd[1]: Started Device-Mapper Multipath Device Controller.
sh-5.1# ||




sh-5.1# cat /etc/multipath.conf

defaults {
find multipaths no

}
blacklist {

device {
product .*

vendor .*
}
}
blacklist exceptions {

device {
product LUN
vendor NETAPP

¥
¥
sh-5.1# |
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cat tbc-nas.yaml
apiVersion: vl
kind: Secret
metadata:
name: tbc-nas-secret
type: Opaque
stringData:
username: <cluster admin username>
password: <cluster admin password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-nas
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: <cluster management 1if>
backendName: tbc-nas
svm: zoneb
storagePrefix: testzoneb
defaults:
nameTemplate: "{{ .config.StoragePrefix }} {{ .volume.Namespace
1Y _{{ .volume.RequestName }}"
credentials:
name: tbc-nas-secret

cat sc-nas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-nas

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"

allowVolumeExpansion: true
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# cat tbc-iscsi.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-iscsi-secret
type: Opaque
stringData:
username: <cluster admin username>
password: <cluster admin password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: ontap-iscsi
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <management LIEF>
backendName: ontap-iscsi
svm: <SVM name>
credentials:
name: backend-tbc-ontap-iscsi-secret

# cat sc-iscsi.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-iscsi
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
fsType: ext4d
snapshots: "true"

allowVolumeExpansion: true
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# cat tbc-nvme.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-nvme-secret
type: Opaque
stringData:
username: <cluster admin password>
password: <cluster admin password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nvme
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <cluster management LIF>
backendName: backend-tbc-ontap-nvme
svm: <SVM name>
credentials:
name: backend-tbc-ontap-nvme-secret

# cat sc-nvme.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-nvme
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
fsType: ext4d
snapshots: "true"

allowVolumeExpansion: true
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# cat tbc-fc.yaml
apiVersion: vl
kind: Secret
metadata:
name: tbc-fc-secret
type: Opaque
stringData:
username: <cluster admin password>
password: <cluster admin password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-fc
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <cluster mgmt 1if>
backendName: tbc-fc
svm: openshift-fc
sanType: fcp
storagePrefix: demofc
defaults:
nameTemplate: "{{ .config.StoragePrefix }} {{
}} _{{ .volume.RequestName }}"
credentials:

name: tbc-fc-secret

# cat sc-fc.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-fc
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
fsType: ext4d
snapshots: "true"
allowVolumeExpansion: true

.volume.Namespace
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#cat tbc-fsx-nas.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-fsx-ontap-nas-secret
namespace: trident
type: Opaque
stringData:
username: <cluster admin 1if>
password: <cluster admin passwd>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-fsx-ontap-nas
namespace: trident
spec:
version: 1
backendName: fsx-ontap
storageDriverName: ontap-nas
managementLIF: <Management DNS name>
dataLIF: <NFS DNS name>
svm: <SVM NAME>
credentials:
name: backend-fsx-ontap-nas-secret

# cat sc-fsx-nas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: trident-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "ext4d"
allowVolumeExpansion: True
reclaimPolicy: Retain
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# cat tbc-fsx-iscsi.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-fsx-iscsi-secret
type: Opaque
stringData:
username: <cluster admin username>
password: <cluster admin password>
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: fsx-iscsi
spec:
version: 1
storageDriverName: ontap-san
managementLIF: <management LIEF>
backendName: fsx-iscsi
svm: <SVM name>
credentials:
name: backend-tbc-ontap-iscsi-secret

# cat sc-fsx-iscsi.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: sc-fsx-iscsi
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
media: "ssd"
provisioningType: "thin"
fsType: ext4d
snapshots: "true"

allowVolumeExpansion: true

Trident’R) 2—L XF+wv >3y bk 75 XDOER
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# cat snapshot-class.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:
name: trident-snapshotclass
driver: csi.trident.netapp.io

deletionPolicy: Retain

NY I TYREM. ANL—20 38R Ry 7Foay MERICKER yaml 771 ILzBAELES. X
DARY RZFERALT. bSATYINYIIVR AML—=2PU5R Ry T3y bISROF TS
TR TEET,

oc create -f <backend-filename.yaml> -n trident
oc create -f < storageclass-filename.yaml>
oc create -f <snapshotclass-filename.yaml>

Trident A AL — 8 R Ty T gy b ISRATT I MR
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CNT. BER Trident AL —Y 95 REAR)a—L APy TFoay bk U5 X% OpenShift 75 ZA4R
—DTI7AINPELTHRETETDLDICEHD FL 7o BIRD K 51 OpenShift Virtualization H'7 7 # )L
FOTFYTL—FD5 VM ZER T 37eODICT—ILT Y AX—= YV —REFERATEBZLDICTBICIE
TIAINEDRMNL = OFREARVa—L RFTYyFoay b VSR ERETIHELRHD XTI,

AV =W SERERET I, ROLSICATYVR SAUHSNYFEBER TSI LT Trident
L= O9SRERFYTOayv b I9SR T T7AINMELTERETEET,

storageclass.kubernetes.io/is-default-class:true

or
kubectl patch storageclass standard -p '{"metadata": {"annotations": {
"storageclass.kubernetes.io/is-default-class":"true"}}}'

storageclass.kubevirt.io/is-default-virt-class: true

or
kubectl patch storageclass standard -p '{"metadata": {"annotations":{
"storageclass.kubevirt.io/is-default-virt-class": "true"}}}'

CNERETD . ROOYY REFEBL T, BEED dv $ KU VolumeSnapShot 7' =7 +ZHIBR
TEEY,

oc delete dv,VolumeSnapshot -n openshift-virtualization-os-images

--selector=cdi.kubevirt.io/datalImportCron
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