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イベントの管理

イベントによって、監視対象のクラスタ内の問題を特定できます。

健全性イベントとは

健全性イベントは、事前に定義された状況が発生したとき、またはあるオブジェクトが
健全性しきい値を超えたときに、自動的に生成される通知です。これらのイベントを使
用すると、パフォーマンスの低下やシステムが使用できなくなる状態を引き起こす問題
が発生しないように対処できます。イベントには影響範囲、重大度、および影響レベル
が含まれます。

健全性イベントは、可用性、容量、構成、保護など、影響領域のタイプ別に分類されます。イベントには、対
処が必要かどうかを判断する際に役立つ重大度タイプと影響レベルも割り当てられます。

特定のイベントまたは特定の重大度のイベントが発生したときに自動的に通知を送信するようにアラートを設
定できます。

廃止、解決済み、情報の各イベントが自動的にログに記録され、デフォルトでは180日間保持されます。

重大度レベルがErrorまたはCriticalのイベントについては、すぐに対処することが重要です。

パフォーマンスイベントとは

パフォーマンスイベントとは、クラスタでのワークロードパフォーマンスに関連するイ
ンシデントです。応答時間が長いワークロードを特定するのに役立ちます。同時に発生
した健全性イベントと一緒に確認することで、応答時間が長くなった原因と考えられる
関連する問題を特定することができます。

Unified Manager では、同じクラスタコンポーネントに対する同じ状況についての一連のイベントを検出する
と、それらのすべてのイベントを個別のイベントではなく 1 つのイベントとして扱います。

イベント受信時の動作

Unified Managerがイベントを受信すると、ダッシュボード/概要ページ、パフォーマン
ス/クラスタページの概要タブとエクスプローラタブ、イベントインベントリページ、オ
ブジェクト固有のインベントリページ（健全性/ボリュームインベントリページなど）に
表示されます。

Unified Manager では、同じクラスタコンポーネントに対する同じ状況についての連続した複数のイベントを
検出すると、それらのすべてのイベントを個別のイベントではなく 1 つのイベントとして扱います。イベン
トが継続している間は、そのイベントがまだアクティブであることを示すために期間が延びていきます。

[設定/アラート]ページの設定に応じて、これらのイベントについて他のユーザーに通知できます。アラートに
より、次の処理が開始されます。
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• イベントに関する E メールをすべての Unified Manager 管理者ユーザに送信できます。

• イベントを追加の E メール受信者に送信できます。

• SNMP トラップをトラップレシーバに送信できます。

• アクションを実行するカスタムスクリプトを実行できます。

このワークフローを次の図に示します。

Unified Manager によって設定の変更が検出されました

Unified Manager では、クラスタの構成の変更が監視され、それが原因で発生したパフォ
ーマンスイベントがないかどうかを判断できます。パフォーマンスエクスプローラのペ
ージには、変更イベントアイコン（ ）をクリックして、変更が検出された日時を示し
ます。
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パフォーマンスエクスプローラのページおよび[パフォーマンス/ボリュームの詳細]ページでパフォーマンスチ
ャートを確認して、変更イベントが選択したクラスタオブジェクトのパフォーマンスに影響したかどうかを確
認できます。パフォーマンスイベントとほぼ同時に変更が検出された場合、その変更が問題にもたらした可能
性があり、イベントのアラートがトリガーされた可能性があります。

Unified Manager では次の変更イベントを検出できます。これらは情報イベントに分類されます。

• ボリュームがアグリゲート間で移動されたとき。

移動が開始されたとき、完了したとき、または失敗したときに Unified Manager で検出されます。ボリュ
ームの移動中に Unified Manager が停止していた場合は、稼働状態に戻ったあとにボリュームの移動が検
出され、対応する変更イベントが表示されます。

• 1つ以上の監視対象ワークロードを含むQoSポリシーグループのスループット（MBpsまたはIOPS）の制
限が変更されたとき。

ポリシーグループ制限を変更原因すると、レイテンシ（応答時間）が一時的に長くなることがあり、ポリ
シーグループのイベントがトリガーされる可能性もあります。レイテンシは徐 々 に正常に戻り、発生し
たイベントはobsolete状態になります。

• HA ペアのノードのストレージがパートナーノードにテイクオーバーまたはギブバックされたとき。

テイクオーバー、部分的なテイクオーバー、またはギブバックの処理が完了したときに Unified Manager

で検出されます。ノードのパニック状態が原因で発生したテイクオーバーは Unified Manager では検出さ
れません。

• ONTAP のアップグレード処理またはリバート処理が完了しました。

以前のバージョンと新しいバージョンが表示されます。

イベント保持を設定しています

イベントが自動的に削除されるまでにUnified Managerサーバでイベントを保持する日数
を指定できます。削除されるのは、解決されたイベント、廃止されたイベント、また
は「Information」タイプのイベントだけです。これらのイベントを削除する頻度を指定
したり、イベントを手動で削除したりすることもできます。

作業を開始する前に

イベント設定を変更するには、OnCommand 管理者ロールが必要です。

このタスクについて

サーバのパフォーマンスに影響を及ぼすため、イベントの保持期間を180日以上に設定することは推奨されま
せん。イベントの保持期間の下限は7日です。上限はありません。

手順

1. 左側のナビゲーションペインで、* Configuration > Manage Events *をクリックします。
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2. [構成/イベント管理]ページで、[イベント保持設定]ボタンをクリックします。

3. [イベント保持設定]ダイアログボックスで適切な設定を行います。

4. [ 保存して閉じる ] をクリックします。

イベント通知を設定しています

Unified Manager では、イベントが生成されたときやユーザに割り当てられたときにアラ
ート通知を送信するように設定することができます。アラートの送信に使用する SMTP

サーバを設定したり、さまざまな通知メカニズムを設定したりできます。たとえば、ア
ラート通知を E メールや SNMP トラップとして送信できます。

作業を開始する前に

次の情報が必要です。

• アラート通知の送信元 E メールアドレス

メール・アドレスは ' 送信されたアラート通知の送信元フィールドに表示されます何らかの理由で E メー
ルを配信できない場合は、この E メールアドレスが配信不能メールの受信者としても使用されます。

• SMTP サーバのホスト名、およびサーバにアクセスするためのユーザ名とパスワード

• SNMPのバージョン、トラップの送信先ホストのIPアドレス、アウトバウンドトラップポート、およ
びSNMPトラップを設定するコミュニティ

OnCommand 管理者またはストレージ管理者のロールが必要です。

手順

1. ツールバーで、*をクリックします *をクリックし、左側の[設定]メニューの[*通知]をクリックします。

2. [セットアップ/通知]ページで、適切な設定を構成し、[保存]をクリックします。

◦ 注： *

▪ 送信元アドレスに「OnCommand@localhost.com」というアドレスが事前に入力されている場合
は、すべての電子メール通知が正常に配信されるように、実際の作業用電子メールアドレスに変
更する必要があります。

▪ SMTP サーバのホスト名を解決できない場合は、 SMTP サーバのホスト名の代わりに IP アドレス
（ IPv4 または IPv6 ）を指定できます。

イベント管理システムイベントとは

Event Management System （ EMS ；イベント管理システム）は、 ONTAP カーネルの
さまざまな部分からイベントデータを収集し、イベント転送のメカニズムを提供しま
す。Unified Manager では、このような ONTAP イベントを EMS イベントとして報告で
きます。一元化された監視と管理により、重大な EMS イベントとそれらの EMS イベン
トに基づくアラート通知を簡単に設定することができます。
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Unified Manager にクラスタを追加すると、 Unified Manager のアドレスが通知の送信先としてクラスタに
追加されます。クラスタでイベントが発生するとすぐに EMS イベントが報告されます。

Unified Manager で EMS イベントを受け取る方法は 2 つあります。

• 一定数の重要な EMS イベントは自動的に報告されます。

• EMS イベントを受け取るように個別に登録することができます。

Unified Manager で生成される EMS イベントの報告方法は、イベントが生成された方法によって異なりま
す。

機能性 自動の EMS メッセージ 登録した EMS メッセージ

使用可能な EMS イベント 一部の EMS イベント すべての EMS イベント

EMS メッセージがトリガーされた
ときの名前

Unified Manager のイベント名（
EMS のイベント名から変換）

固有でない形式は「Error EMS

received」です。詳細なメッセージ
に実際の EMS イベントをドット表
記の形式で記載します

メッセージを受信しました クラスタが検出されるとすぐに検
出されます

必要な各 EMS イベントが Unified

Manager に追加されたあと、 15

分間隔の次回のポーリング時

イベントのライフサイクル Unified Manager の他のイベントと
同じで、「新規」、「確認済
み」、「解決済み」、「廃止」の
状態があります

クラスタを更新したあと、イベン
トが作成されてから 15 分後に
EMS イベントが廃止されます

Unified Manager が停止していると
きのイベントのキャプチャ

システムの起動時に各クラスタと
通信して不足しているイベントを
取得

いいえ

イベントの詳細 推奨される対処方法を ONTAP か
ら直接インポートして、一貫した
解決策を提示します

[ イベントの詳細 ] ページで修正ア
クションを使用できません

新しい自動 EMS イベントには、過去のイベントが解決されたことを示す情報イベントも含ま
れます。たとえば' FlexGroup constituents Space Status All OK’情報イベントはFlexGroup

constituents have Space Issues` Errorイベントが解決されたことを示します情報イベントは、
他の重大度タイプのイベントと同じライフサイクルを使用して管理することはできませんが、
同じボリュームが別の「スペースの問題」エラーイベントを受信した場合、イベントは自動的
に廃止されます。

Unified Manager に自動的に追加される EMS イベント

Unified Manager 9.4以降のソフトウェアを使用している場合、次のONTAP EMSイベン
トがUnified Managerに自動的に追加されます。これらのイベントは、 Unified Manager
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が監視しているいずれかのクラスタでトリガーされると生成されます。

ONTAP 9.5 以降のソフトウェアを実行しているクラスタの監視では、次の EMS イベントを使用できます。

Unified Manager
のイベント名

EMS のイベント名 影響を受けるリソース ONTAP の重大度

アグリゲートの再配置で
オブジェクトストアへの
アクセスが拒否されまし
た

arl.netra.ca.check.failed アグリゲート エラー

ストレージフェイルオー
バー時にアグリゲートの
再配置でオブジェクトス
トアへのアクセスが拒否
されました

gb.netra.ca.check.failed アグリゲート エラー

FabricPool スペースがほ
ぼフルです

fabricpool.Nearly .full クラスタ エラー

NVMF の猶予期間 - 開始
されました

nvmf.graceperiod.start クラスタ 警告

NVMF の猶予期間 - アク
ティブ

nvmf.graceperiod.active クラスタ 警告

NVMF の猶予期間 - 終了 nvmf.graceperiod.expired クラスタ 警告

LUN が破棄されました lun.destroy LUN 情報

Cloud AWS メタデータ接
続エラー

Cloud.AWS- メタデータ
の接続に失敗しました

ノード エラー

Cloud AWS IAM クレデン
シャルが期限切れです

Cloud.AWs.iamCredsExpi

red
ノード エラー

Cloud AWS IAM クレデン
シャルが無効です

Cloud.AWs.iamCredsInval

id
ノード エラー

Cloud AWS IAM クレデン
シャルが見つからない

Cloud.AWs.iamCredsNot

Found
ノード エラー

Cloud AWS IAM クレデン
シャルが初期化されてい
ない

Cloud.AWS.iamNotInitializ

ed
ノード 情報
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Unified Manager
のイベント名

EMS のイベント名 影響を受けるリソース ONTAP の重大度

Cloud AWS IAM ロールが
無効です

Cloud.AWs.iamRoleInvali

d
ノード エラー

Cloud AWS IAM ロールが
見つからない

Cloud.AWs.iamRoleNotFo

und
ノード エラー

オブジェクトストアのホ
スト解決不可

objstor.host.unresolvable ノード エラー

オブジェクトストアのク
ラスタ間LIFが停止しまし
た

objstore.interclusterlifDow

n
ノード エラー

要求とオブジェクトスト
アシグネチャの不一致

OSC.signignatureMismatc

h
ノード エラー

NFSv4 プールの 1 つを使
い果たしました

Nblade.nfsV4PoolExhaust ノード 重要

QoS 監視メモリの最大化 QoS 。
monitor.memory.maxed

ノード エラー

QoS 監視メモリの縮小 QoS

.monitor.memory.abated
ノード 情報

NVMe ネームスペースを
破棄します

NVMeNS.destroy ネームスペース 情報

NVMeNS Online NVMe ネームスペースオ
フライン

ネームスペース 情報

NVMeNS はオフラインで
す

NVMe ネームスペースオ
ンライン

ネームスペース 情報

NVMe ネームスペースス
ペーススペース不足です

NVMe ネームスペース不
足です。スペース不足で
す

ネームスペース 警告

同期レプリケーションが
同期されていません

sms.status.out.out.out.syn

c
SnapMirror 関係 警告

同期レプリケーションが
リストアされました

sms.status.in.sync SnapMirror 関係 情報
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Unified Manager
のイベント名

EMS のイベント名 影響を受けるリソース ONTAP の重大度

同期レプリケーションの
自動再同期に失敗しまし
た

sms.resync.attempt 。失
敗しました

SnapMirror 関係 エラー

多数の CIFS 接続 Nblade.cifsManyAths SVM エラー

最大 CIFS 接続数を超え
ました

Nblade.cifsMaxOpenSam

eFile

SVM エラー

ユーザあたりの最大 CIFS

接続数を超えました

Nblade.cifsMaxSessPerU

srConn

SVM エラー

CIFS NetBIOS 名が競合
しています

Nblade.cifsNbNameConfli

ct になっています
SVM エラー

存在しない CIFS 共有に
対して試行します

Nblade.cifsNoPrivShare SVM 重要

CIFS シャドウコピー処理
に失敗しました

cifs.shadowcopy.failure SVM エラー

AV サーバがウィルスを検
出しました

Nblad.

vscanVirusDetected

SVM エラー

ウィルススキャン用の AV

サーバ接続がありません

Nbladen.vscanNoScanner

Conn

SVM 重要

AV サーバが登録されてい
ません

Nbladet.vscanNoRegdSc

anner

SVM エラー

応答する AV サーバ接続
がありません

Nbladet.vscanConnInactiv

e

SVM 情報

AV サーバがビジーのため
新しいスキャン要求の受
け入れ不可

Nbladet.vscanConnBackP

ressure です
SVM エラー

権限のないユーザが AV

サーバへのアクセスを試
みました

Nblad.vscanBadUserPriv

Access

SVM エラー

FlexGroup コンスティチ
ュエントのスペースに問
題あり

flexgroup コンスティチュ
エント .have .spac確保 問
題

ボリューム エラー
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Unified Manager
のイベント名

EMS のイベント名 影響を受けるリソース ONTAP の重大度

FlexGroup コンスティチ
ュエントのスペースステ
ータスはすべて正常です

flexgroup コンスティチュ
エント。 spac確保 。
status.all.ok

ボリューム 情報

FlexGroup 構成要素の
inode に問題があります

flexgroup.constituents.hav

e.inodes.issues
ボリューム エラー

FlexGroup コンスティチ
ュエントの inode ステー
タスはすべて正常です

flexgroup.constituents.ino

des.status.all.ok
ボリューム 情報

ボリューム論理スペース
はほぼフルです

monitor.vol.nearFull ボリューム 警告

ボリューム論理スペース
はフルです

monitor.vol. full ボリューム エラー

ボリューム論理スペース
は正常な状態です

monitor.vol.one.OK ボリューム 情報

WAFL ボリュームのオー
トサイズが失敗しました

wafl.vol.autoSize.fail ボリューム エラー

WAFL ボリュームのオー
トサイズ完了

wafl.vol.autoSize.done ボリューム 情報

ONTAP EMS イベントに登録する

ONTAP ソフトウェアがインストールされているシステムで生成された Event

Management System （ EMS ；イベント管理システム）イベントを受け取るように登録
することができます。一部の EMS イベントは Unified Manager に自動的に報告されます
が、それ以外の EMS イベントは登録している場合にのみ報告されます。

作業を開始する前に

Unified Manager にすでに自動的に追加されている EMS イベントには登録しないでください。同じ問題のイ
ベントを 2 つ受信すると原因で混乱する可能性があります。

このタスクについて

EMS イベントはいくつでも登録できます。登録したすべてのイベントが検証され、検証済みのイベントだけ
が Unified Manager で監視しているクラスタに適用されます。ONTAP 9 EMS イベントカタログ _ は、指定し
たバージョンの ONTAP 9 ソフトウェアのすべての EMS メッセージに関する詳細情報を提供します。該当す
るイベントの一覧については、 ONTAP 9 製品ドキュメントページで該当するバージョンの _EMS イベントカ
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タログを参照してください。

"ONTAP 9 製品ライブラリ"

登録した ONTAP EMS イベントにアラートを設定したり、それらのイベントに対して実行するカスタムスク
リプトを作成したりできます。

登録した ONTAP EMS イベントが届かない場合は、クラスタの DNS 設定が含まれている問題
で、クラスタから Unified Manager サーバに到達できなくなっていることが考えられます。ク
ラスタ管理者はこの問題を解決するために、クラスタの DNS 設定を修正してから Unified

Manager を再起動する必要があります。これにより、保留中の EMS イベントが Unified

Manager サーバにフラッシュされます。

手順

1. 左側のナビゲーションペインで、* Configuration > Manage Events *をクリックします。

2. [Configuration/Manage Events]ページで、[Subscribe to EMS events]ボタンをクリックします。

3. [*Subscribe to EMS events]ダイアログボックスに、登録するONTAP EMSイベントの名前を入力します。

登録可能なEMSイベントの名前を確認するには、ONTAP クラスタシェルでを使用します event route

show コマンド（ONTAP 9より前）または event catalog show コマンド（ONTAP 9以降）。個 々
のEMSイベントを特定する詳しい手順については、ナレッジベースの回答 1072320を参照してください。

"Active IQ Unified Manager で ONTAP EMS イベントサブスクリプションからアラートを設定して受信す
る方法"

4. [ 追加（ Add ） ] をクリックします。

EMS イベントはサブスクライブされた EMS イベントのリストに追加されますが、該当する [To Cluster]

列には、追加した EMS イベントのステータスが「 Unknown 」と表示されます。

5. Save and Close * をクリックして、 EMS イベントサブスクリプションをクラスタに登録します。

6. もう一度 [* EMS イベントをサブスクライブ * ] をクリックします。

追加した EMS イベントの [Applicable to Cluster] 列には、ステータス「 Yes 」が表示されます。

ステータスが「はい」でない場合は、 ONTAP EMS イベント名のスペルを確認します。入力した名前に間
違いがある場合は、そのイベントを削除して追加し直す必要があります。

完了後

ONTAP の EMS イベントが発生すると、イベントが Events ページに表示されます。イベントを選択すると、
EMS イベントに関する詳細をイベントの詳細ページで確認できます。イベントの処理を管理したり、イベン
トのアラートを作成したりすることもできます。

イベントの詳細の表示

Unified Manager がトリガーするイベントに関する詳細を表示して、そのイベントに対処
することができます。たとえば、健全性イベントである「ボリュームはオフライン」が
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発生した場合は、そのイベントをクリックして詳細を表示し、対処方法を実行できます
。

作業を開始する前に

オペレータ、OnCommand 管理者、またはストレージ管理者のロールが必要です。

このタスクについて

イベントの詳細には、イベントのソース、イベントの原因、イベントに関連するメモなどの情報が含まれま
す。

手順

1. 左側のナビゲーションペインで、 * Events * （イベント * ）をクリックします。

2. [*Events]インベントリページで、詳細を表示するイベント名をクリックします。

イベントの詳細がイベントの詳細ページに表示されます。

未割り当てのイベントを表示する

未割り当てのイベントを表示して、各イベントを解決できるユーザに割り当てることが
できます。

作業を開始する前に

オペレータ、OnCommand 管理者、またはストレージ管理者のロールが必要です。

手順

1. 左側のナビゲーションペインで、 * Events * （イベント * ）をクリックします。

デフォルトでは、新規と確認済みのイベントがイベントのインベントリページに表示されます。

2. [ * フィルタ * （ * Filters * ） ] パネルの [ * 割り当て先 * （ Assigned to * ） ] 領域で [ * 未割り当て * （ *

Unassigned * ） ] フィルタオプションを選択する。

イベントを確認して解決します

イベントを生成した問題で作業を開始する前に、アラート通知が繰り返し送信されない
ようにイベントに確認応答する必要があります。特定のイベントに対処したら、そのイ
ベントを解決済みとしてマークします。

作業を開始する前に

オペレータ、OnCommand 管理者、またはストレージ管理者のロールが必要です。
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このタスクについて

複数のイベントに同時に確認応答して解決することができます。

情報イベントに確認応答することはできません。

手順

1. 左側のナビゲーションペインで、 * Events * （イベント * ）をクリックします。

2. イベントのリストで、次の操作を実行してイベントに応答します。

状況 手順

1 つのイベントに確認応答して解決済みとしてマー
クします

a. イベント名をクリックします。

b. イベントの詳細ページで、イベントの原因を確
認します。

c. [* Acknowledge （確認） ] をクリックし

d. 適切な方法で対処します。

e. [ * 解決済みとしてマークする * ] をクリックし
ます。

複数のイベントに確認応答して解決済みとしてマー
クします

a. それぞれのイベントの詳細ページでイベントの
原因を確認します。

b. イベントを選択します。

c. [* Acknowledge （確認） ] をクリックし

d. 適切な方法で対処します。

e. [ * 解決済みとしてマークする * ] をクリックし
ます。

解決済みとしてマークされたイベントは、解決済みイベントのリストに移動します。

3. [メモと更新*]領域で、イベントの対処方法に関するメモを追加し、[投稿]をクリックします。

特定のユーザにイベントを割り当てます

未割り当てのイベントは、自分自身またはリモートユーザを含む他のユーザに割り当て
ることができます。必要に応じて、割り当てられたイベントを別のユーザに再割り当て
することもできます。たとえば、ストレージオブジェクトで頻繁に問題が発生する場
合、そのオブジェクトを管理するユーザにそれらの問題に対するイベントを割り当てる
ことができます。
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作業を開始する前に

• ユーザの名前と E メール ID が正しく設定されている必要があります。

• オペレータ、OnCommand 管理者、またはストレージ管理者のロールが必要です。

手順

1. 左側のナビゲーションペインで、 * Events * （イベント * ）をクリックします。

2. [イベント]インベントリページで、割り当てるイベントを1つ以上選択します。

3. 次のいずれかを実行してイベントを割り当てます。

イベントを割り当てるユーザ 操作

自分自身 [ * Assign to * > * Me * ] をクリックします。

別のユーザ a. [* Assign to * > * another user* （ * 他のユーザ
ーに割り当て） ] をクリックします

b. 所有者の割り当てダイアログボックスで、ユー
ザー名を入力するか、ドロップダウンリストか
らユーザーを選択します。

c. [Assign] をクリックします。

ユーザに E メール通知が送信されます。

ユーザ名を入力しない場合、ま
たはドロップダウンリストから
ユーザを選択し、 * assign * をク
リックすると、イベントは未割
り当てのままになります。

イベントに関するメモの追加と確認

イベントに対処しながら、イベントの詳細ページのメモと更新領域を使用して、問題 の
対処方法に関する情報を追加することができます。この情報を使用すると、別のユーザ
が割り当てられてイベントに対処できます。タイムスタンプに基づいて、イベントに最
後に対処したユーザが追加した情報を確認することもできます。

作業を開始する前に

オペレータ、OnCommand 管理者、またはストレージ管理者のロールが必要です。

手順

1. 左側のナビゲーションペインで、 * Events * （イベント * ）をクリックします。
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2. [*Events]インベントリページで、イベント関連情報を追加するイベントをクリックします。

3. [イベント*の詳細]ページの[メモと更新]領域に必要な情報を追加します。

4. [* Post*]をクリックします。

イベントの無効化または有効化

デフォルトでは、すべてのイベントが有効になっています。環境で重要でないイベント
については、グローバルに無効にして通知が生成されないようにすることができます。
無効にしたイベントの通知を再開するときは、該当するイベントを有効にすることがで
きます。

作業を開始する前に

OnCommand 管理者またはストレージ管理者のロールが必要です。

このタスクについて

イベントを無効にすると、システムで以前に生成されたイベントは「廃止」とマークされ、それらのイベント
に設定されたアラートはトリガーされなくなります。無効にしたイベントを有効にすると、それらのイベント
の通知の生成が次の監視サイクルから開始されます。

オブジェクトのイベント（など）を無効にした場合 vol offline イベント）をクリックし、あとでイベン
トを有効にした場合、イベントが無効な状態のときにオフラインになったオブジェクトに対しては新しいイベ
ントは生成されません。Unified Managerでは、イベントを再度有効にしたあとにオブジェクトの状態に変更
があった場合にのみ新規のイベントが生成されます。

手順

1. 左側のナビゲーションペインで、* Configuration > Manage Events *をクリックします。

2. [Configuration/Manage Events]ページで、次のいずれかのオプションを選択してイベントを無効または
有効にします。

状況 操作

イベントを無効にします a. [Disable] をクリックします。

b. [ イベントの無効化 ] ダイアログボックスで、イ
ベントの重大度を選択します。

c. [Matching Events] カラムで、イベントの重大度
に基づいてディセーブルにするイベントを選択
し、右矢印をクリックして [Disable Events] カ
ラムに移動します。

d. [ 保存して閉じる ] をクリックします。

e. 無効にしたイベントが[構成/イベントの管理]ペ
ージのリストビューに表示されることを確認し
ます。
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状況 操作

イベントを有効にします a. 有効にするイベントのチェックボックスを選択
します。

b. [Enable] をクリックします。

Unified Manager のメンテナンス時間とは

Unified Manager のメンテナンス時間を定義することで、クラスタのメンテナンスを計画
している場合に、その期間はイベントやアラートを抑制して不要な通知を受け取らない
ようにすることができます。

メンテナンス・ウィンドウが起動すると’イベント・インベントリ・ページにオブジェクト・メンテナンス・
ウィンドウ開始イベントが表示されますこのイベントは、メンテナンス時間が終了すると自動的に廃止されま
す。

メンテナンス時間中も、そのクラスタのすべてのオブジェクトに関連するイベントは引き続き生成されます
が、いずれの UI ページにも表示されず、アラートやその他の通知も送信されません。ただし、Eventsインベ
ントリページでViewオプションを選択して、メンテナンス時間中にすべてのストレージオブジェクトについ
て生成されたイベントを確認することができます。

メンテナンス時間をスケジュールしたり、スケジュールされたメンテナンス時間の開始時刻や終了時刻を変更
したり、スケジュールされたメンテナンス時間をキャンセルしたりできます。

メンテナンス時間のスケジュールによるクラスタイベント通知の無効化

クラスタをアップグレードしたり、いずれかのノードを移動したりする場合など、クラ
スタを計画的に停止するときは、 Unified Manager のメンテナンス時間をスケジュール
することで、その間は通常生成されるイベントやアラートを抑制することができます。

作業を開始する前に

OnCommand 管理者またはストレージ管理者のロールが必要です。

このタスクについて

メンテナンス時間中も、そのクラスタのすべてのオブジェクトに関連するイベントは引き続き生成されます
が、イベントページには表示されず、アラートやその他の通知も送信されません。

メンテナンス時間に入力する時刻は Unified Manager サーバの時刻に基づいています。

手順

1. 左側のナビゲーションペインで、* Configuration > Cluster Data Sources *をクリックします。

2. クラスタの「 * メンテナンス・モード * 」列で、スライダ・ボタンを選択して右に動かします。

カレンダーウィンドウが表示されます。
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3. メンテナンス時間の開始日時と終了日時を選択し、 * 適用 * をクリックします。

スライダボタンの横に「Scheduled」というメッセージが表示されます。

結果

開始時刻に達すると’クラスタはメンテナンス・モードになり’オブジェクト保守ウィンドウ開始イベントが生
成されます

スケジュールされたメンテナンス時間を変更またはキャンセルする

Unified Manager のメンテナンス時間を設定している場合、開始時刻と終了時刻を変更し
たり、メンテナンス時間をキャンセルしたりできます。

作業を開始する前に

OnCommand 管理者またはストレージ管理者のロールが必要です。

このタスクについて

メンテナンス時間中に、スケジュールされたメンテナンス時間の終了時刻よりも前にクラスタのメンテナンス
が完了し、クラスタからのイベントやアラートの受信を再開する場合は、現在のメンテナンス時間をキャンセ
ルすると便利です。

手順

1. 左側のナビゲーションペインで、* Configuration > Cluster Data Sources *をクリックします。

2. クラスタの「 * Maintenance Mode * 」列で、次の手順を実行します。

状況 実行する手順

スケジュールされたメンテナンス時間の期間を変更
する

a. スライダボタンの横にある「Scheduled」とい
うテキストをクリックします。

b. 開始日時または終了日時を変更し、 * 適用 * を
クリックします。

アクティブなメンテナンス期間を延長します a. スライダボタンの横にある「Active」というテ
キストをクリックします。

b. 終了日時を変更し、 * 適用 * をクリックしま
す。

スケジュールされたメンテナンス時間をキャンセル
する

スライダボタンを選択して左に移動します。

アクティブなメンテナンス期間をキャンセルする スライダボタンを選択して左に移動します。
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メンテナンス時間中に発生したイベントの表示

必要に応じて、すべてのストレージオブジェクトについて Unified Manager のメンテナ
ンス時間中に生成されたイベントを確認することができます。ほとんどのイベントは、
メンテナンス時間が終了し、すべてのシステムリソースが再び稼働すると、「廃止」の
状態になります。

作業を開始する前に

少なくとも 1 回はメンテナンス時間が完了している必要があります。

このタスクについて

メンテナンス時間中に発生したイベントは、デフォルトでは[イベント]インベントリページに表示されませ
ん。

手順

1. 左側のナビゲーションペインで、 * Events * （イベント * ）をクリックします。

デフォルトでは、アクティブなイベント（新規および確認済みのイベント）がすべてイベントインベント
リページに表示されます。

2. [* View]ペインで、[メンテナンス中に生成されたすべてのイベント]オプションを選択します。

メンテナンス時間のすべてのセッションとすべてのクラスタを対象に、過去 7 日間にトリガーされたイベ
ントのリストが表示されます。

3. 1 つのクラスタに複数のメンテナンス時間がある場合は、 * Triggered Time * カレンダーアイコンをクリ
ックして、表示するメンテナンス期間イベントの期間を選択できます。

ホストシステムリソースイベントの管理

Unified Manager には、 Unified Manager がインストールされているホストシステムでの
リソースの問題を監視するサービスが用意されています。ディスクスペースが不足して
いる場合やホストシステムでメモリが不足している場合など、管理ステーションイベン
トがトリガーされて UI 上部にバナーメッセージとして表示されることがあります。

このタスクについて

管理ステーションイベントは、 Unified Manager がインストールされているホストシステムを含む問題を示し
ます。管理ステーションの問題には、たとえば、ホストシステムでのディスクスペースの不足、 Unified

Manager での定期的なデータ収集サイクルの失敗、次の収集ポーリングが開始されたことによる統計分析の
完了または完了の遅れなどがあります。

Unified Manager の他のイベントメッセージとは異なり、管理ステーション固有の警告イベントと重大イベン
トはバナーメッセージで表示されます。
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手順

1. 管理ステーションイベント情報を表示するには、次の操作を実行します。

状況 手順

イベントの詳細を表示します イベントバナーをクリックして、問題の推奨ソリュ
ーションを含むイベントの詳細ページを表示しま
す。

管理ステーションのすべてのイベントを表示します a. 左側のナビゲーションペインで、 * Events * （
イベント * ）をクリックします。

b. EventsインベントリページのFiltersペイン
で、Source TypeリストでManagement Station

のボックスをクリックします。

イベントに関する詳細情報

イベントに関する概念を理解しておくと、クラスタおよびクラスタオブジェクトを効率
的に管理し、アラートを適切に定義できるようになります。

イベントの状態の定義

イベントの状態を確認すると、対処が必要かどうかを特定するのに役立ちます。イベン
トの状態は、「新規」、「確認済み」、「解決済み」、「廃止」のいずれかです。「新
規」と「確認済み」のイベントの両方がアクティブなイベントとみなされます。

イベントの状態は次のとおりです。

• * 新 *

新しいイベントの状態。

• * 承認済み *

イベントを確認したときの状態。

• * 解決済み *

イベントが解決済みとマークされたときの状態。

• * 廃止 *

イベントが自動的に修正されたとき、またはイベントの原因が無効になったときの状態。

廃止状態のイベントを確認または解決することはできません。
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イベントのさまざまな状態の例

次の例は、手動および自動でイベントの状態が変化する様子を示しています。

「 Cluster Not Reachable 」イベントがトリガーされると、イベントの状態は「 New 」になります。イベン
トを確認すると、イベントの状態は「確認済み」に変わります。適切な方法で対処したら、イベントを解決済
みとしてマークする必要があります。その後、イベントの状態が「解決済み」に変わります。

「クラスタに到達できません」イベントが生成された原因が停電であった場合は、電源が復旧すると、管理者
の介入なしでクラスタが起動します。そのため、「クラスタに到達できません」イベントは有効でなくなり、
イベントの状態が次回の監視サイクルで「廃止」に変わります。

Unified Manager では、イベントが「 Obsolete 」または「 Resolved 」の状態になるとアラートを送信しま
す。アラートの E メールの件名と内容に、イベントの状態に関する情報が記載されます。SNMP トラップに
は、イベントの状態に関する情報も含まれます。

概要のイベントの重大度タイプ

イベントには、対処する際の優先度を判別できるように、それぞれ重大度タイプが関連
付けられています。

• * 重要 *

問題が発生しており、すぐに対処しないとサービスが停止する可能性があります。

パフォーマンスに関する重大イベントは、ユーザ定義のしきい値からのみ生成されます。

• * エラー *

イベントソースは実行中ですが、サービスの停止を回避するために対処が必要です。

• * 警告 *

イベントソースに注意が必要なアラートが発生したか、クラスタオブジェクトのパフォーマンスカウンタ
が正常な範囲から外れており、重大な問題にならないように監視が必要です。この重大度のイベントでは
原因サービスは停止しません。早急な対処も不要です。

パフォーマンスに関する警告イベントは、ユーザ定義のしきい値、システム定義のしきい値、または動的
なしきい値から生成されます。

• * 情報 *

新しいオブジェクトが検出されたときやユーザ操作が実行されたときに発生します。たとえば、ストレー
ジオブジェクトが削除された場合や設定に変更があった場合は、情報タイプの重大度のイベントが生成さ
れます。

情報イベントは、設定の変更が検出されたときに ONTAP から直接送信されます。

イベントの影響レベルの概要

イベントには、対処する際の優先度を判別できるように、それぞれに影響レベル（イン
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シデント、リスク、またはイベント）が関連付けられています。

• * インシデント *

インシデ原因ントは、クラスタによるクライアントへのデータの提供の停止やデータを格納するスペース
の不足を発生させることができる一連のイベントです。影響レベルが「インシデント」のイベントは、最
も重大度が高く、サービスの停止を回避するためにすぐに対処する必要があります。

• * リスク *

リスクは、原因クラスタによるクライアントへのデータの提供の停止やデータを格納するスペースの不足
を引き起こす可能性がある一連のイベントです。影響レベルが「リスク」のイベントは、原因サービスの
停止につながる可能性があります。対処が必要な場合があります。

• * イベント *

イベントは、ストレージオブジェクトとその属性の状態やステータスの変化を示します。影響レベルが「
イベント」のイベントは情報提供を目的としたものであり、対処は必要ありません。

イベントの影響領域の概要

イベントは、管理者が担当するタイプのイベントに専念できるように、5つの影響領域（
可用性、容量、構成、パフォーマンス、および保護）に分類されています。

• * 利用可能性 *

可用性イベントは、ストレージオブジェクトがオフラインになった場合、プロトコルサービスが停止した
場合、ストレージフェイルオーバーを実行した問題が発生した場合、ハードウェアで問題が実行された場
合に通知するイベントです。

• * 容量 *

容量イベントは、アグリゲート、ボリューム、 LUN 、またはネームスペースのサイズがしきい値に近づ
いているか達した場合、または環境の通常の増加率とかけ離れている場合に通知するイベントです。

• * コンフィグレーション *

構成イベントは、ストレージオブジェクトの検出、削除、追加、または名前変更について通知するイベン
トです。構成イベントの影響レベルは「イベント」、重大度タイプは「情報」です。

• * パフォーマンス *

パフォーマンスイベントは、監視対象のストレージオブジェクトにおけるデータストレージの入力速度や
取得速度に悪影響を及ぼす可能性がある、クラスタのリソース、設定、または処理の状況について通知す
るイベントです。

• * 保護 *

保護イベントは、 SnapMirror 関係に関するインシデントやリスク、デスティネーションの容量の問題、
SnapVault 関係の問題、または保護ジョブの問題について通知するイベントです。セカンダリボリューム
および保護関係をホストする ONTAP オブジェクト（アグリゲート、ボリューム、および SVM ）は、い
ずれもこの影響領域に分類されます。
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オブジェクトステータスの計算方法

オブジェクトステータスは、現在の状態が「新規」または「確認済み」の最も重大度の
高いイベントによって決まります。たとえば、オブジェクトステータスが Error の場合
は、オブジェクトのいずれかのイベントの重大度タイプが Error となっています。イベ
ントに対処すると、イベントの状態は Resolved になります。

パフォーマンスイベントのソース

パフォーマンスイベントとは、クラスタでのワークロードパフォーマンスに関連する問
題です。応答時間が長いストレージオブジェクト（高レイテンシとも呼ばれます）を特
定するのに役立ちます。同時に発生したその他の健全性イベントと一緒に確認すること
で、応答時間が長くなった原因と考えられる関連する問題を特定することができます。

Unified Manager は、次のソースからパフォーマンスイベントを受け取ります。

• * ユーザ定義のパフォーマンスしきい値ポリシーイベント *

独自に設定したしきい値に基づいたパフォーマンスの問題。アグリゲートやボリュームなどのストレージ
オブジェクトに対してパフォーマンスしきい値ポリシーを設定して、パフォーマンスカウンタのしきい値
を超えたときにイベントが生成されるようにします。

これらのイベントを受け取るためには、パフォーマンスしきい値ポリシーを定義してストレージオブジェ
クトに割り当てる必要があります。

• * システム定義のパフォーマンスしきい値ポリシーイベント *

システム定義のしきい値に基づいたパフォーマンスの問題。このしきい値ポリシーは Unified Manager に
あらかじめ含まれており、一般的なパフォーマンスの問題に対処します。

このしきい値はデフォルトで有効化されており、クラスタの追加後すぐにイベントが生成される場合があ
ります。

• * 動的なパフォーマンスしきい値イベント *

IT インフラストラクチャの障害やエラー、またはクラスタリソースの使用率が高いワークロードによるパ
フォーマンスの問題。これらのイベントの原因は、時間がたてば修復する、または修理や設定変更によっ
て解決可能な単純な問題です。動的しきい値イベントは、ONTAP システムで、他のワークロードが共有
のクラスタコンポーネントを利用していることが原因でボリュームのワークロードの処理速度が低下した
場合に生成されます。

このしきい値はデフォルトで有効になっており、新しいクラスタからデータを収集してから 3 日後にイベ
ントが表示されることがあります。

動的なパフォーマンスイベントチャートの詳細

動的なパフォーマンスイベントの場合、イベントの詳細ページのシステム診断セクショ
ンに、競合状態のクラスタコンポーネントのレイテンシまたは使用量が最も高い上位の
ワークロードが表示されます。パフォーマンス統計は、パフォーマンスイベントが検出
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されてからイベントが最後に分析されるまでの時間に基づいています。このグラフには
、競合状態のクラスタコンポーネントの過去のパフォーマンス統計も表示されます。

たとえば、コンポーネントの利用率が高いワークロードを特定して、利用率が低いコンポーネントに移動する
ワークロードを特定できます。ワークロードを移動すると、現在のコンポーネントでの作業量が減り、コンポ
ーネントの競合状態が解消する可能性があります。このセクションには、イベントが検出されて最後に分析さ
れた時刻と日付の範囲が表示されます。アクティブなイベント（新規または確認済みのイベント）の場合は、
最後に分析された時刻が継続的に更新されます。

レイテンシとアクティビティのグラフにカーソルを合わせると、上位のワークロードの名前が表示されます。
グラフの右側にあるワークロードのタイプメニューをクリックすると、イベントでのワークロードのロールに
基づいてワークロードをソートできます。これには、 _Shark 、 _Bully 、 _Victim の各ワークロードのレイテ
ンシと競合しているクラスタコンポーネントでの使用状況の詳細が表示されます。実際の値と想定値を比較し
て、ワークロードがレイテンシまたは使用量の想定範囲を外れたタイミングを確認できます。を参照してくだ
さい Unified Managerで監視されるワークロードの数。

レイテンシのピーク偏差でソートする場合は、システム定義のワークロードがテーブルに表示
されません。これは、レイテンシがユーザ定義のワークロードにのみ適用されるためです。レ
イテンシの値が小さいワークロードはこのテーブルに表示されません。

動的なパフォーマンスしきい値の詳細については、を参照してください イベントとは。Unified Managerでワ
ークロードをランク付けしてソート順序を決定する方法については、を参照してください Unified Manager が
イベントによるパフォーマンスへの影響を判定する仕組み。

グラフ内のデータには、イベントが最後に分析されるまでの 24 時間のパフォーマンス統計が示されます。各
ワークロードの実際の値と想定値は、ワークロードがイベントに関連した時刻に基づいています。たとえば、
イベントの検出後にワークロードがイベントに関連した可能性があるため、そのパフォーマンス統計がイベン
ト検出時の値と一致しないことがあります。デフォルトでは、レイテンシのピーク（最大）偏差でワークロー
ドがソートされます。

Unified Manager では 5 分ごとのパフォーマンスとイベントの履歴データが最大 30 日分保持さ
れるため、 30 日前より古いイベントの場合、パフォーマンスデータは表示されません。

• * ワークロードソート列 *

◦ * レイテンシグラフ *

前回の分析中の、ワークロードのレイテンシに対するイベントの影響が表示されます。

◦ * コンポーネント使用状況列 *

競合状態のクラスタコンポーネントのワークロードの使用量に関する詳細が表示されます。グラフで
は、実際の使用量は青い線で表示されます。検出時刻から最後に分析された時刻までのイベント期間
が赤いバーで強調表示されます。詳細については、を参照してください ワークロードのパフォーマン
スの測定値。

ネットワークコンポーネントの場合は、クラスタ以外のアクティビティに基づいてネット
ワークパフォーマンス統計が作成されるため、この列は表示されません。

◦ * コンポーネント使用率 *
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QoS ポリシーグループコンポーネントのネットワーク処理、データ処理、および集約コンポーネン
トの使用率の履歴、またはアクティビティの履歴をパーセント単位で表示します。ネットワークコン
ポーネントまたはインターコネクトコンポーネントについては、このグラフは表示されません。統計
にカーソルを合わせると、特定の時点における使用状況を表示できます。

◦ 書き込みMBps履歴の合計

MetroCluster のリソースコンポーネントの場合にのみ、 MetroCluster 構成のパートナークラスタにミ
ラーリングされるすべてのボリュームワークロードについて、書き込みスループットの合計が 1 秒あ
たりのメガバイト数（ MBps ）で表示されます。

◦ * イベント履歴 *

競合状態のコンポーネントの過去のイベントを示す赤い影付きの線が表示されます。廃止イベントの
場合は、選択したイベントが検出される前に発生したイベントと解決後のイベントがグラフに表示さ
れます。

システム定義のパフォーマンスしきい値ポリシーのタイプ

Unified Manager には、クラスタのパフォーマンスを監視し、イベントを自動生成する標
準のしきい値ポリシーがいくつか用意されています。これらのポリシーはデフォルトで
有効になっており、監視対象のパフォーマンスしきい値を超えたときに警告イベントま
たは情報イベントを生成します。

システム定義のパフォーマンスしきい値ポリシーは、 Cloud Volumes ONTAP 、 ONTAP Edge

、 ONTAP Select の各システムでは無効です。

システム定義のパフォーマンスしきい値ポリシーから不要なイベントが送られてくる場合
は、Configuration/Manage Eventsページから個 々 のポリシーを無効にできます。

ノードのしきい値ポリシー

システム定義のノードパフォーマンスしきい値ポリシーは、 Unified Manager で監視されているクラスタ内の
各ノードにデフォルトで割り当てられます。

• 利用率の高いノードリソース

1 つのノードが運用効率の上限を超えて稼働していて、ワークロードのレイテンシに影響を及ぼしている
可能性がある状況を特定します。これは警告イベントです。

ONTAP 8.3.x以前のソフトウェアがインストールされているノードの場合、85%以上のCPUリソース
とRAMリソース（ノード利用率）を30分以上使用しているノードが特定されます。

ONTAP 9.0以降のソフトウェアがインストールされているノードの場合、100%以上のパフォーマンス容
量を30分以上使用しているノードが特定されます。

• * 利用率の高いノード HA ペア *

HA ペアのノードが HA ペアの運用効率の上限を超えて稼働している状況を特定します。これは情報イベ
ントです。
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ONTAP 8.3.x以前のソフトウェアがインストールされているノードの場合、HAペアの2つのノードの
CPUとRAMの使用量が確認されます。2つのノードのノード利用率の合計が1時間以上にわたって140%を
超えている場合は、コントローラフェイルオーバーがワークロードのレイテンシに影響を及ぼします。

ONTAP 9.0以降のソフトウェアがインストールされているノードの場合、HAペアの2つのノードの使用済
みパフォーマンス容量の値が確認されます。2つのノードの使用済みパフォーマンス容量の合計が1時間以
上にわたって200%を超えている場合は、コントローラフェイルオーバーがワークロードのレイテンシに
影響を及ぼします。

• * ノードディスクの断片化 *

アグリゲート内の 1 つまたは複数のディスクが断片化されていて、主要なシステムサービスの速度が低下
し、ノード上のワークロードのレイテンシに影響を及ぼしている可能性がある状況を特定します。

ノード上のすべてのアグリゲートで特定の読み取り / 書き込み処理の比率が確認されます。このポリシー
は、 SyncMirror の再同期中、またはディスクスクラビング処理中にエラーが検出されたときにもトリガ
ーされることがあります。これは警告イベントです。

「ノードディスクの断片化」ポリシーは、 HDD のみのアグリゲートを分析します。 Flash

Pool 、 SSD 、および FabricPool の各アグリゲートは分析しません。

アグリゲートのしきい値ポリシー

システム定義のアグリゲートパフォーマンスしきい値ポリシーは、Unified Managerで監視されているクラス
タ内の各アグリゲートにデフォルトで割り当てられます。

• * 利用率の高いアグリゲートディスク *

アグリゲートが運用効率の上限を超えて稼働していて、ワークロードのレイテンシに影響を及ぼしている
可能性がある状況を特定します。そのために、アグリゲート内のディスクの利用率が 30 分以上にわたっ
て 95% を超えているアグリゲートが特定されます。この複数条件のポリシーでは、次に示す分析を実行
して、問題の原因を特定します。

◦ アグリゲート内のディスクがバックグラウンドでメンテナンス作業を実行中かどうか。

ディスクに対してバックグラウンドで実行されるメンテナンス作業には、ディスク再構築、ディスク
スクラビング、 SyncMirror の再同期、再パリティ化などがあります。

◦ ディスクシェルフの Fibre Channel インターコネクトに通信のボトルネックはあるか。

◦ アグリゲートの空きスペースが不足しているか。3 つの下位ポリシーのうちの 1 つ（または複数）に
も違反しているとみなされた場合にのみ、このポリシーに対して警告イベントが発行されます。アグ
リゲート内のディスクの利用率が 95% を超えているだけであれば、パフォーマンスイベントはトリガ
ーされません。

「利用率の高いディスクを集約」ポリシーは、 HDD のみのアグリゲートと Flash Pool （ハイ
ブリッド）アグリゲートを分析します。 SSD アグリゲートと FabricPool アグリゲートは分析
しません。

QoS のしきい値ポリシー

システム定義のQoSパフォーマンスしきい値ポリシーは、ONTAP のQoS最大スループットポリシー（IOPS
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、IOPS/TB、またはMBps）が設定されているワークロードに割り当てられます。ワークロードのスループッ
トの値が設定されたQoS値を15%下回ると、Unified Managerはイベントをトリガーします。

• * QoS最大IOPSまたはQoS最大MBpsしきい値*

IOPSまたはMBpsがQoS最大スループット制限を超えていて、ワークロードのレイテンシに影響を及ぼし
ているボリュームおよびLUNを特定します。これは警告イベントです。

ポリシーグループにワークロードが 1 つしか割り当てられていない場合、割り当てられている QoS ポリ
シーグループで定義された最大スループットしきい値を超えているワークロードが過去 1 時間の各収集期
間にないかどうかが確認されます。

複数のワークロードで同じQoSポリシーを使用している場合は、ポリシーに割り当てられたすべてのワー
クロードのIOPSまたはMBpsの合計が求められ、その合計がしきい値を超えていないかどうかが確認され
ます。

• * QoS ピーク IOPS/TB またはブロックサイズしきい値 *

IOPS/TB がアダプティブ QoS ピークスループット制限（またはブロックサイズ指定の IOPS/TB 制限）を
超えていて、ワークロードのレイテンシに影響を及ぼしているボリュームを特定します。これは警告イベ
ントです。

このポリシーでは、アダプティブ QoS ポリシーで定義された IOPS/TB のピークしきい値を各ボリューム
のサイズに基づいて QoS 最大 IOPS の値に変換し、過去 1 時間の各パフォーマンス収集期間に QoS 最大
IOPS を超えているボリュームを探します。

このポリシーは、クラスタに ONTAP 9.3 以降のソフトウェアがインストールされている場
合にのみボリュームに適用されます。

アダプティブQoSポリシーに「block size」要素が定義されている場合、しきい値は各ボリュームのサイ
ズに基づいてQoSの最大MBpsの値に変換されます。過去1時間の各パフォーマンス収集期間にこの値を超
えているボリュームがないかどうかが確認されます。

このポリシーは、クラスタに ONTAP 9.5 以降のソフトウェアがインストールされている場
合にのみボリュームに適用されます。

イベントおよび重大度タイプのリスト

リストに表示されるイベントを使用して、イベントのカテゴリと名前、および Unified

Manager に表示される各イベントの重大度タイプを確認することができます。イベント
は、オブジェクトカテゴリごとにアルファベット順に一覧表示されます。

アグリゲートイベント

アグリゲートイベントは、アグリゲートのステータス情報を提供します。これにより、
潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベント名とトラ
ップ名、影響レベル、ソースタイプ、および重大度が表示されます。
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影響範囲：可用性

アスタリスク（ * ）は、 Unified Manager イベントに変換された EMS イベントを示します。

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

アグリゲートがオフライ
ン（ Document

EvtAggregateStateOffline
）

インシデント アグリゲート 重要

アグリゲートが失敗しま
した（ Document

EvtAggregateStateFailed
）

インシデント アグリゲート 重要

集約は制限されています
(DocumentEvtAggregateS

tateRestricted)

リスク アグリゲート 警告

アグリゲートの再構築（
Document

EvtAggregateRaidStateR

econstructing ）

リスク アグリゲート 警告

アグリゲートがデグレー
ド状態になりました（
Document

EvtAggregateRaidStateD

egraded ）

リスク アグリゲート 警告

クラウド階層に部分的に
到達可能（ドキュメント
イベントクラウド階層へ
の到達不能）

リスク アグリゲート 警告

クラウド階層に到達不能
（ Document

EventCloudTierUnreacha

ble ）

リスク アグリゲート エラー

MetroCluster の残りのア
グリゲート（ ocument

MetroClusterAggregateLe

ftBehind ）

リスク アグリゲート エラー
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

MetroCluster アグリゲー
トのミラーリングがデグ
レード状態になる（
Document

EvtMetroClusterAggregat

eMirroring Degraded ）

リスク アグリゲート エラー

アグリゲートの再配置で
オブジェクトストアへの
アクセスが拒否されまし
た*

リスク アグリゲート エラー

ストレージフェイルオー
バー時にアグリゲートの
再配置でオブジェクトス
トアへのアクセスが拒否
されました*

リスク アグリゲート エラー

影響範囲：容量

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

アグリゲートスペースが
ほぼフル（ Document

EvtAggregateNearlyFull
）

リスク アグリゲート 警告

アグリゲートスペースが
フル（ Document

EvtAggregateFull ）

リスク アグリゲート エラー

アグリゲートのフルまで
の日数（ Document

EvtAggregateDaysUntilFu

llSoon ）

リスク アグリゲート エラー

アグリゲートがオーバー
コミット（ Document

EvtAggregateOvercommit

ted ）

リスク アグリゲート エラー
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

アグリゲートがほぼオー
バーコミット（
Document

EvtAggregateAlmostOver

committed ）

リスク アグリゲート 警告

アグリゲートの Snapshot

リザーブがフル（
Document

EvtAggregateSnapReserv

eFull ）

リスク アグリゲート 警告

アグリゲートの増加率が
異常（ Document

EvtAggregateGrowthRate

Abnormal ）

リスク アグリゲート 警告

影響範囲：構成

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

アグリゲートを検出（該
当なし）

イベント アグリゲート 情報

アグリゲートの名前を変
更（該当なし）

イベント アグリゲート 情報

アグリゲートが削除され
ました（該当なし）

イベント ノード 情報

影響範囲：パフォーマンス

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

アグリゲート IOPS の重
大しきい値を超過（
Document

AggregateIopsIncident ）

インシデント アグリゲート 重要

アグリゲート IOPS の警
告しきい値を超過（
DocumentAggregateIops

Warning ）

リスク アグリゲート 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

アグリゲートMBpsの重大
しきい値を超過
（Document

AggregateMbpsIncident）

インシデント アグリゲート 重要

アグリゲートMBpsの警告
しきい値を超過
（Document

AggregateMbpsWarning
）

リスク アグリゲート 警告

アグリゲートレイテンシ
の重大しきい値を超過（
Document

AggregateLatencyIncident

）

インシデント アグリゲート 重要

アグリゲートレイテンシ
の警告しきい値を超過（
DocumentAggregateLaten

cyWarning ）

リスク アグリゲート 警告

アグリゲート使用済み容
量の重大しきい値を超過
（AggregatePerfCapacity

UsedIncident）

インシデント アグリゲート 重要

アグリゲート使用済み容
量の警告しきい値を超過
（AggregatePerfCapacity

UsedWarning）

リスク アグリゲート 警告

アグリゲート利用率の重
大しきい値を超過（
Document

AggregateUtilizationIncide

nt ）

インシデント アグリゲート 重要

アグリゲート利用率の警
告しきい値を超過（
Document

AggregateUtilizationWarni

ng ）

リスク アグリゲート 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

利用率の高いアグリゲー
トディスクのしきい値を
超過（ Document

AggregateDisksOverUtiliz

edWarning ）

リスク アグリゲート 警告

アグリゲート動的しきい
値を超過（
DocumentAggregateDyna

micEventWarning ）

リスク アグリゲート 警告

クラスタイベント

クラスタイベントは、クラスタのステータスに関する情報を提供します。これにより、
クラスタの潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベン
ト名、トラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性

アスタリスク（ * ）は、 Unified Manager イベントに変換された EMS イベントを示します。

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

クラスタにスペアディス
クなし（ Document

EvtDisksNoSpares ）

リスク クラスタ 警告

クラスタに到達できませ
ん（ Document

EvtClusterUnreachable ）

リスク クラスタ エラー

クラスタの監視に失敗し
ました（ Document

EvtClusterMonitoringFaile

d ）

リスク クラスタ 警告

クラスタの FabricPool ラ
イセンス容量制限を超過
（ Document

EvtExternalCapacityTierS

paceFull ）

リスク クラスタ 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

NVMF の猶予期間 - 開始 *

（
nvmetfGracePeriodStart
）

リスク クラスタ 警告

NVMF の猶予期間 - アク
ティブ * （
nvmetfGracePeriodActive
）

リスク クラスタ 警告

NVMF の猶予期間 - 終了 *

（
nvmetfGracePeriodExpire

d ）

リスク クラスタ 警告

オブジェクトのメンテナ
ンス時間が開始されまし
た
(objectMaintenanceWindo

wStarted)

イベント クラスタ 重要

オブジェクトのメンテナ
ンス時間が終了しました
（
objectMaintenanceWindo

wEnded ）

イベント クラスタ 情報

MetroCluster のスペアデ
ィスクが残されている（
ocument

EvtSpareDiskLeftBehind
）

リスク クラスタ エラー

MetroCluster の自動計画
外スイッチオーバーが無
効（ Document

EvtMccAutomaticUnplann

edSwitchOverDisabled ）

リスク クラスタ 警告

影響範囲：容量

31



イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

クラスタのクラウド階層
の計画（
clusterCloudTierPlaningW

arning ）

リスク クラスタ 警告

FabricPool スペースがほ
ぼフル*

リスク クラスタ エラー

影響範囲：構成

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ノードが追加されました
（該当なし）

イベント クラスタ 情報

ノードが削除されました
（該当なし）

イベント クラスタ 情報

クラスタが削除されまし
た（該当なし）

イベント クラスタ 情報

クラスタの追加に失敗（
該当なし）

イベント クラスタ エラー

クラスタ名が変更されま
した（該当なし）

イベント クラスタ 情報

緊急の EMS を受信（該
当なし）

イベント クラスタ 重要

重大な EMS を受信（該
当なし）

イベント クラスタ 重要

アラートの EMS を受信
（該当なし）

イベント クラスタ エラー

エラーの EMS を受信（
該当なし）

イベント クラスタ 警告

警告の EMS を受信（該
当なし）

イベント クラスタ 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

デバッグの EMS を受信
（該当なし）

イベント クラスタ 警告

通知の EMS を受信（該
当なし）

イベント クラスタ 警告

情報の EMS を受信（該
当なし）

イベント クラスタ 警告

ONTAP EMS イベントは、 Unified Manager イベントの 3 つの重大度レベルに分類されます。

Unified Manager イベントの重大度レベル ONTAP EMS イベントの重大度レベル

重要 緊急

重要

エラー アラート

警告 エラー

警告

デバッグ

注意

情報

影響範囲：パフォーマンス

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

クラスタ IOPS の重大し
きい値を超過（ドキュメ
ント ClusterIopsIncident
）

インシデント クラスタ 重要

クラスタ IOPS の警告し
きい値を超過（ドキュメ
ントクラスタ警告）

リスク クラスタ 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

クラスタMBpsの重大しき
い値を超過（ドキュメン
トクラスタMbpsIncident
）

インシデント クラスタ 重要

クラスタMBpsの警告しき
い値を超過（ドキュメン
トクラスタ
のMbpsWarning）

リスク クラスタ 警告

クラスタ動的しきい値を
超過（
DocumentClusterDynamic

EventWarning ）

リスク クラスタ 警告

ディスクイベント

ディスクのイベントは、ディスクのステータス情報を提供します。これにより、潜在的
な問題を監視できます。影響範囲別にイベントがまとめられ、イベント名とトラップ
名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

フラッシュディスク - ス
ペアブロックがほぼ使用
されています（
Document

EvtClusterFlashDiskFewe

rSpareBlockError ）

リスク クラスタ エラー

フラッシュディスク - ス
ペアブロックなし（
Document

EvtClusterFlashDiskNoSp

areBlockCritical ）

インシデント クラスタ 重要

一部の未割り当てディス
ク（ Document

EvtClusterUnassignedDis

ksome ）

リスク クラスタ 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

一部のディスクで障害が
発生しました（
Document

EvtDisksSomeFailed ）

インシデント クラスタ 重要

エンクロージャのイベント

エンクロージャのイベントは、データセンター内のディスクシェルフエンクロージャの
ステータス情報を提供します。これにより、潜在的な問題を監視できます。影響範囲別
にイベントがまとめられ、イベント名とトラップ名、影響レベル、ソースタイプ、およ
び重大度が表示されます。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ディスクシェルフのファ
ンに障害が発生しました
（ドキュメントシェルフ
のファンに障害が発生し
ました）

インシデント ストレージシェルフ 重要

ディスクシェルフの電源
装置に障害が発生しまし
た（ドキュメントエヴァ
ティシェルフの電源装置
に障害が発生しました）

インシデント ストレージシェルフ 重要

ディスクシェルフマルチ
パスが設定されていませ
ん（ ocument

Connectivity

NotInMultiPath ）

このイベントは次のもの
には適用されません。

• MetroCluster 構成の
クラスタ

• FAS2554 、 FAS2552

、 FAS2520 、および
FAS2240 のプラット
フォーム

リスク ノード 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ディスクシェルフパスの
障害（
ocumentDiskShelfConnec

tivityPathFailure ）

リスク ストレージシェルフ 警告

影響範囲：構成

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ディスクシェルフを検出
（該当なし）

イベント ノード 情報

ディスクシェルフが取り
外されました（該当なし
）

イベント ノード 情報

ファンのイベント

ファンのイベントは、データセンター内のノードのファンのステータス情報を提供しま
す。これにより、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、
イベント名とトラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

1 つ以上のファンに障害
が発生しました ( ドキュ
メント
EvtFansOneOrMoreFailed

)

インシデント ノード 重要

フラッシュカードイベント

フラッシュカードのイベントは、データセンター内のノードに取り付けられているフラ
ッシュカードのステータス情報を提供します。これにより、潜在的な問題を監視できま
す。影響範囲別にイベントがまとめられ、イベント名とトラップ名、影響レベル、ソー
スタイプ、および重大度が表示されます。

影響範囲：可用性
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

フラッシュカードはオフ
ライン（ドキュメント：
FlashCardOffline ）

インシデント ノード 重要

inode イベント

inode イベントは、 inode がフルまたはほぼフルになったことを通知します。これによ
り、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベント名と
トラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：容量

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

inode がほぼフル（
Document

EvtInodesAlmostFull ）

リスク ボリューム 警告

inode がフル（ドキュメ
ントのノードがフル）

リスク ボリューム エラー

論理インターフェイス（LIF）イベント

LIFイベントは、LIFのステータス情報を提供します。これにより、潜在的な問題を監視
できます。影響範囲別にイベントがまとめられ、イベント名とトラップ名、影響レベ
ル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

LIFステータス-停止
（Document

EvtLifStatusDown）

リスク インターフェイス エラー

LIFフェイルオーバーを実
行できません（Document

EvtLifFailoverNotPossible
）

リスク インターフェイス 警告

LIFがホームポートにない
（Document

EvtLifNotAtHomePort）

リスク インターフェイス 警告
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影響範囲：構成

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

LIFのルートが設定されて
いません（該当なし）

イベント インターフェイス 情報

影響範囲：パフォーマンス

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ネットワークLIF MBpsの
重大しきい値を超過（ド
キュメン
トNetworkLifMbpsIncident
）

インシデント インターフェイス 重要

ネットワークLIF MBpsの
警告しきい値を超過
（DocumentNetworkLifMb

psWarning）

リスク インターフェイス 警告

FCP LIF MBpsの重大しき
い値を超過（ドキュメン
トFcpLifMbpsIncident）

インシデント インターフェイス 重要

FCP LIF MBpsの警告しき
い値を超過（ドキュメン
トFcpLifMbpsWarning）

リスク インターフェイス 警告

NVMf FCP LIF MBpsの重
大しきい値を超過（ドキ
ュメン
トNvmfFcLifMbpsIncident
）

インシデント インターフェイス 重要

NVMf FCP LIF MBpsの警
告しきい値を超過（ドキ
ュメン
トNvmfFcLifMbpsWarning
）

リスク インターフェイス 警告

LUN イベント

LUN イベントは、 LUN のステータス情報を提供します。これにより、潜在的な問題を
監視できます。影響範囲別にイベントがまとめられ、イベント名とトラップ名、影響レ
ベル、ソースタイプ、および重大度が表示されます。
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影響範囲：可用性

アスタリスク（ * ）は、 Unified Manager イベントに変換された EMS イベントを示します。

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

LUN オフライン（
Document EvtLunOffline
）

インシデント LUN 重要

LUNが破棄されました* イベント LUN 情報

LUN にアクセスするため
のアクティブなパスが 1

つ（ ocument

EvtLunSingleActivePath
）

リスク LUN 警告

LUN にアクセスするため
のアクティブなパスがあ
りません（ Document

EvtLunNotReachable ）

インシデント LUN 重要

LUN にアクセスするため
の最適化されたパスがあ
りません（ Document

EvtLunOptimizedPathInac

tive ）

リスク LUN 警告

HA パートナーから LUN

にアクセスするためのパ
スがない（ Document

EvtLunHaPathInactive ）

リスク LUN 警告

影響範囲：容量

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

LUN Snapshot コピー用
の十分なスペースがあり
ません（ ocument

LunSnapshotNotPossible
）

リスク ボリューム 警告

影響範囲：パフォーマンス
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

LUN IOPS の重大しきい
値を超過（
ocLunIopsIncident ）

インシデント LUN 重要

LUN IOPS の警告しきい
値を超過（
ocLunIopsWarning ）

リスク LUN 警告

LUN MBpsの重大しきい
値を超過（Document

LunMbpsIncident）

インシデント LUN 重要

LUN MBpsの警告しきい
値を超過（Document

LunMbpsWarning）

リスク LUN 警告

LUN レイテンシミリ秒 /

処理の重大しきい値を超
過（ Document

LunLatencyIncident ）

インシデント LUN 重要

LUN レイテンシミリ秒 /

処理の警告しきい値を超
過（
ocumentLunLatencyWarni

ng ）

リスク LUN 警告

LUN レイテンシ / LUN

IOPS の重大しきい値を超
過（
ocLunLatencyIopsIncident

）

インシデント LUN 重要

LUN レイテンシ / LUN

IOPS の警告しきい値を超
過（ Document

LunLatencyIopsWarning
）

リスク LUN 警告

LUNレイテンシ/ LUN

MBpsの重大しきい値を超
過
（ocLunLatencyMbpsInci

dent）

インシデント LUN 重要
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

LUNレイテンシ/ LUN

MBpsの警告しきい値を超
過
（ocLunLatencyMbpsWar

ning）

リスク LUN 警告

LUNレイテンシ/アグリゲ
ート使用済み容量の重大
しきい値を超過
（Document

LunLatencyAggregatePerf

CapacityUsedIncident）

インシデント LUN 重要

LUNレイテンシ/アグリゲ
ート使用済み容量の警告
しきい値を超過
（Document

LunLatencyAggregatePerf

CapacityUsedWarning）

リスク LUN 警告

LUN レイテンシ / アグリ
ゲート利用率の重大しき
い値を超過（
ocLunLatencyAggregateU

tilizationIncident ）

インシデント LUN 重要

LUN レイテンシ / アグリ
ゲート利用率の警告しき
い値を超過（
ocLunLatencyAggregateU

tilizationWarning ）

リスク LUN 警告

LUNレイテンシ/ノード使
用済み容量の重大しきい
値を超過（文
書lunLatencyNodePerfCa

pacityUsedIncident）

インシデント LUN 重要

LUNレイテンシ/ノード使
用済み容量の警告しきい
値を超過（文
書lunLatencyNodePerfCa

pacityUsedWarning）

リスク LUN 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

LUNレイテンシ/ノード使
用済みパフォーマンス容
量-テイクオーバーの重大
しきい値を超過
（LunLatencyAggregateP

erfCapacityUsedTakeover

Incident）

インシデント LUN 重要

LUNレイテンシ/ノード使
用済みパフォーマンス容
量-テイクオーバーの警告
しきい値を超過
（Document

LunLatencyAggregatePerf

CapacityUsedTakeoverW

arning）

リスク LUN 警告

LUN レイテンシ / ノード
利用率の重大しきい値を
超過（
ocLunLatencyNodeUtilizat

ionIncident ）

インシデント LUN 重要

LUN レイテンシ / ノード
利用率の警告しきい値を
超過（
ocLunLatencyNodeUtilizat

ionWarning ）

リスク LUN 警告

QoS LUN 最大 IOPS の警
告しきい値を超過（ドキ
ュメントの
QosLunMaxIopsWarning
）

リスク LUN 警告

QoS LUN最大MBpsの警
告しきい値を超過（ドキ
ュメント
のQosLunMaxMbpsWarni

ng）

リスク LUN 警告

管理ステーションイベント

管理ステーションイベントは、 Unified Manager がインストールされているサーバのス
テータス情報を提供します。これにより、潜在的な問題を監視できます。影響範囲別に
イベントがまとめられ、イベント名とトラップ名、影響レベル、ソースタイプ、および
重大度が表示されます。
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影響範囲：構成

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

Unified Managerサーバの
ディスクスペースがほぼ
フル（Document

EvtUnifiedManagerDiskSp

aceNearlyFull）

リスク 管理ステーション 警告

Unified Managerサーバの
ディスクスペースがフル
（Document

EvtUnifiedManagerDiskSp

aceFull）

インシデント 管理ステーション 重要

Unified Managerサーバの
メモリが減少（Document

EvtUnifiedManagerMemor

yLow）

リスク 管理ステーション 警告

Unified Managerサーバの
メモリがほとんどない（
ドキュメン
トEvtUnifiedManagerMe

moryAlmostOut）

インシデント 管理ステーション 重要

影響範囲：パフォーマンス

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

パフォーマンスデータ分
析への影響（ Document

EvtUnifiedManagerDataMi

ssingAnalyze ）

リスク 管理ステーション 警告

パフォーマンスデータ収
集への影響（ Document

EvtUnifiedManagerDataMi

ssingCollection ）

インシデント 管理ステーション 重要

最後の 2 つのパフォーマンスイベントは、 Unified Manager 7.2 でのみ使用されていたもので
す。これらのいずれかのイベントが新規の状態で存在している場合、 Unified Manager ソフト
ウェアを新しいバージョンにアップグレードしてもイベントは自動的にパージされません。イ
ベントを手動で解決済みの状態に移行する必要があります。
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MetroCluster ブリッジイベント

MetroCluster ブリッジイベントは、ブリッジのステータス情報を提供します。これによ
り、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベント名と
トラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ブリッジに到達不能（
Document

EvtBridgeUnreachable ）

インシデント MetroCluster ブリッジ 重要

ブリッジの温度が異常（
Document

EvtBridgeTemperatureAb

normal ）

インシデント MetroCluster ブリッジ 重要

MetroCluster 接続イベント

接続イベントは、クラスタのコンポーネント間の接続および MetroCluster 構成のクラス
タ間の接続に関する情報を提供します。これにより、潜在的な問題を監視できます。影
響範囲別にイベントがまとめられ、イベント名とトラップ名、影響レベル、ソースタイ
プ、および重大度が表示されます。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

すべてのスイッチ間リン
クが停止（ Document

EvtMetroClusterAllISLBet

weenSwitchesDown ）

インシデント MetroCluster スイッチ間
接続

重要

MetroCluster パートナー
間のすべてのリンクが停
止（ Document

EvtMetroClusterAllLinksB

etweenPartnersDown ）

インシデント MetroCluster 関係 重要

FC-SAS ブリッジからス
トレージスタックへのリ
ンクが停止（ Document

EvtBridgeSasPortDown
）

インシデント MetroCluster ブリッジス
タック接続

重要
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

MetroCluster 構成がスイ
ッチオーバーされている
（（影響を受け
るMetroClusterDRStatusI

mpacted）

リスク MetroCluster 関係 警告

MetroCluster 構成を部分
的にスイッチオーバー（
ドキュメント
MetroCluster

DRStatusPartiallyImpacte

d ）

リスク MetroCluster 関係 エラー

影響を受ける
MetroCluster ディザスタ
リカバリ機能（文書
MetroCluster

DRStatusImpacted ）

リスク MetroCluster 関係 重要

ピアリングネットワーク
経由で MetroCluster パー
トナーに到達できない（
ドキュメント
MetroCluster

PartnersNotReachableOv

erPeeringNetwork ）

インシデント MetroCluster 関係 重要

ノードから FC スイッチ
へのすべての FC-VI イン
ターコネクトリンクが停
止（ Document

EvtMccNodeSwitchFcvLin

ksDown ）

インシデント MetroCluster ノードのス
イッチ接続

重要

ノードから FC スイッチ
への一部の FC イニシエ
ータリンクが停止（
ocument

EvtMccNodeSwitchFcLink

sOneOrMoreDown ）

リスク MetroCluster ノードのス
イッチ接続

警告

ノードから FC スイッチ
へのすべての FC イニシ
エータリンクが停止（
Document

EvtMccNodeSwitchFcLink

sDown ）

インシデント MetroCluster ノードのス
イッチ接続

重要
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

スイッチから FC-SAS ブ
リッジへの FC リンクが
停止（ドキュメント
EvtMccSwitchgeFcLinksD

own ）

インシデント MetroCluster スイッチの
ブリッジ接続

重要

ノード間のすべての FC

VI インターコネクトリン
クが停止（ Document

EvtMccInterNodeLinksDo

wn ）

インシデント ノード間の接続 重要

ノード間で 1 つ以上の
FC VI インターコネクト
リンクが停止（ ocument

MccInterNodeLinksOneOr

MoreDown ）

リスク ノード間の接続 警告

ノードからブリッジへの
リンクが停止（
Document

EvtMccNodeBridgeLinksD

own ）

インシデント ノードのブリッジ接続 重要

ノードからストレージス
タックへのすべての SAS

リンクが停止（
Document

EvtMccNodeStackLinksD

own ）

インシデント ノードスタック接続 重要

ノードからストレージス
タックへの 1 つ以上の
SAS リンクが停止（
ocument

MccNodeStackLinksOne

OrMoreDown ）

リスク ノードスタック接続 警告

MetroCluster スイッチイベント

MetroCluster スイッチイベントは、 MetroCluster スイッチのステータス情報を提供しま
す。これにより、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、
イベント名とトラップ名、影響レベル、ソースタイプ、および重大度が表示されます。
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影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

スイッチの温度が異常（
ドキュメント異常）

インシデント MetroCluster スイッチ 重要

スイッチに到達不能（
Document

EvtSwitchUnreachable ）

インシデント MetroCluster スイッチ 重要

ファンの切り替えに失敗
しました
(DocumentEvtSwitchFans

OneOrMoreFailed)

インシデント MetroCluster スイッチ 重要

スイッチの電源装置に障
害が発生しました（ドキ
ュメント
EvtSwitchPowerSupplies

OneOrMoreFailed ）

インシデント MetroCluster スイッチ 重要

温度センサーの切り替え
に失敗しました（ドキュ
メント
EvtSwitchTemperatureSe

nsorFailed ）

このイベン
トは Cisco

スイッチに
のみ該当し
ます。

インシデント MetroCluster スイッチ 重要

NVMe ネームスペースイベント

NVMe ネームスペースイベントは、ネームスペースのステータス情報を提供します。こ
れにより、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベン
ト名とトラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

アスタリスク（ * ）は、 Unified Manager イベントに変換された EMS イベントを示します。

影響範囲：可用性
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

NVMeNS オフライン * （
nvmespaceStatusOffline
）

イベント ネームスペース 情報

NVMeNS オンライン * （
nvmespaceStatusOnline
）

イベント ネームスペース 情報

NVMeNS スペース不足 *

（
nvmeNamespaceOutOfSp

ace ）

リスク ネームスペース 警告

NVMe ネームスペースの
破棄 * （
nvmespaceDestroy ）

イベント ネームスペース 情報

影響範囲：パフォーマンス

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

NVMe ネームスペース
IOPS の重大しきい値を超
過（ドキュメント
NvmeNamesaceIopsIncid

ent ）

インシデント ネームスペース 重要

NVMe ネームスペース
IOPS の警告しきい値を超
過（ドキュメント
NvmeNamesaceIopsWarn

ing ）

リスク ネームスペース 警告

NVMeネームスペー
スMBpsの重大しきい値を
超過（ドキュメン
トNvmeNamespaceMpsIn

cident）

インシデント ネームスペース 重要

NVMeネームスペー
スMBpsの警告しきい値を
超過（ドキュメン
トNvmeNamespaceMps

Warning）

リスク ネームスペース 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

NVMe ネームスペースレ
イテンシ / 処理の重大し
きい値を超過（ドキュメ
ント
NvmeNamesaceLatencyI

ncident ）

インシデント ネームスペース 重要

NVMe ネームスペースレ
イテンシミリ秒 / 処理の
警告しきい値を超過（ド
キュメント
NvmeNamesaceLatency

Warning ）

リスク ネームスペース 警告

NVMe ネームスペースレ
イテンシ / IOPS の重大し
きい値を超過（ドキュメ
ント
NvmeNamespaceLatency

IopsIncident ）

インシデント ネームスペース 重要

NVMe ネームスペースレ
イテンシ / IOPS の警告し
きい値を超過（ドキュメ
ント
NvmeNamespaceLatency

IopsWarning ）

リスク ネームスペース 警告

NVMeネームスペースレ
イテンシ/ MBpsの重大し
きい値を超過（ドキュメ
ン
トNvmeNamespaceLaten

cyMbpsIncident）

インシデント ネームスペース 重要

NVMeネームスペースレ
イテンシ/ MBpsの警告し
きい値を超過（ドキュメ
ン
トNvmeNamespaceLaten

cyMbpsWarning）

リスク ネームスペース 警告

ノードイベント

ノードイベントは、ノードのステータス情報を提供します。これにより、潜在的な問題
を監視できます。影響範囲別にイベントがまとめられ、イベント名とトラップ名、影響
レベル、ソースタイプ、および重大度が表示されます。
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アスタリスク（ * ）は、 Unified Manager イベントに変換された EMS イベントを示します。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ノードのルートボリュー
ムのスペースがほぼフル
（Document

EvtClusterNodeRootVolu

meSpaceNearlyFull）

リスク ノード 警告

Cloud AWS

MetaDataConnFail * （
Document

CloudAwsMetadataConnF

ail ）

リスク ノード エラー

Cloud AWS IAM クレデン
シャルが期限切れ * （
Document

CloudAwIamCredsExpire

d ）

リスク ノード エラー

Cloud AWS IAM クレデン
シャルが無効 * （ドキュ
メント
CloudAwsIamCredsInvali

d ）

リスク ノード エラー

Cloud AWS IAM クレデン
シャルが見つからない *

（ドキュメント Cloud

AwsIamCredsNotFound
）

リスク ノード エラー

Cloud AWS IAM クレデン
シャルが初期化されてい
ない * （ドキュメント
CloudAwsIamCredsNotIni

tialized ）

イベント ノード 情報

Cloud AWS IAM ロールが
無効 * （
DocumentCloudAwsIamR

oleInvalid ）

リスク ノード エラー
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

Cloud AWS IAM

RoleNotFound * （ドキュ
メント
CloudAwsIamRoleNotFou

nd ）

リスク ノード エラー

オブジェクトストアのホ
スト解決不可*

（ocumentstoreHostUnre

solvable）

リスク ノード エラー

Objstore

InterClusterLifDown *

（ocObjstoreInterClusterL

ifDown）

リスク ノード エラー

要求とオブジェクトスト
アシグネチャの不一致*

リスク ノード エラー

NFSv4プールの1つを使い
果たしました*

インシデント ノード 重要

影響範囲：容量

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

QoS 監視メモリの最大化
* （文書
QosMonitorMemoryMaxe

d ）

リスク ノード エラー

QoS 監視メモリの異常 *

（文書化された
QosMonitorMemoryAbate

d ）

イベント ノード 情報

影響範囲：構成

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ノードの名前を変更（該
当なし）

イベント ノード 情報
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影響範囲：パフォーマンス

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ノード IOPS の重大しき
い値を超過（ドキュメン
トノード IopsIncident ）

インシデント ノード 重要

ノード IOPS の警告しき
い値を超過（ドキュメン
トノード IopsWarning ）

リスク ノード 警告

ノードMBpsの重大しきい
値を超過（ドキュメント
ノードMbpsIncident）

インシデント ノード 重要

ノードMBpsの警告しきい
値を超過（ドキュメント
ノードMbpsWarning）

リスク ノード 警告

ノードレイテンシミリ秒 /

処理の重大しきい値を超
過（ドキュメントノード
レイテンシインシデント
）

インシデント ノード 重要

ノードレイテンシミリ秒 /

処理の警告しきい値を超
過（ドキュメントノード
レイテンシ警告）

リスク ノード 警告

ノード使用済み容量の重
大しきい値を超過（ドキ
ュメン
トNodePerfCapacityUsed

Incident）

インシデント ノード 重要

ノード使用済み容量の警
告しきい値を超過（ドキ
ュメン
トNodePerfCapacityUsed

Warning）

リスク ノード 警告

ノードの使用済みパフォ
ーマンス容量-テイクオー
バーの重大しきい値を超
過
（ocNodePerfCapacityUs

edTakeoverIncident）

インシデント ノード 重要
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ノードの使用済みパフォ
ーマンス容量-テイクオー
バーの警告しきい値を超
過
（ocNodePerfCapacityUs

edTakeoverWarning）

リスク ノード 警告

ノード利用率の重大しき
い値を超過（ドキュメン
トノード利用率インシデ
ント）

インシデント ノード 重要

ノード利用率の警告しき
い値を超過（ドキュメン
トノード利用率の警告）

リスク ノード 警告

利用率の高いノード HA

ペアのしきい値を超過（
ocNodeHaPairOverUtilize

dInformation ）

イベント ノード 情報

ノードディスク断片化の
警告しきい値を超過（
Document

NodeDiskFragmentation

Warning ）

リスク ノード 警告

利用率の高いノードのし
きい値を超過（ドキュメ
ントノードのオーバー利
用率警告）

リスク ノード 警告

ノード動的しきい値を超
過（ Document

NodeDynamicEventWarni

ng ）

リスク ノード 警告

NVRAM バッテリイベント

NVRAM バッテリイベントは、バッテリのステータス情報を提供します。これにより、
潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベント名とトラ
ップ名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

NVRAM バッテリ低下（
Document

EvtNvramBatteryLow ）

リスク ノード 警告

NVRAM バッテリ放電
(Document

EvtNvramBatteryDischarg

ed)

リスク ノード エラー

NVRAM バッテリ過充電
（ Document

EvtNvramBatteryOverCha

rge ）

インシデント ノード 重要

ポートイベント

ポートイベントは、クラスタポートに関するステータスを提供します。これにより、ポ
ートが停止しているかどうかなど、ポート上の変更や問題を監視できます。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ポートステータス停止
(DocumentEvtPortStatus

Down)

インシデント ノード 重要

影響範囲：パフォーマンス

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ネットワークポートMBps

の重大しきい値を超過（
文
書NetworkPortMbpsIncide

nt）

インシデント ポート 重要

ネットワークポートMBps

の警告しきい値を超過
（Document

NetworkPortMbpsWarning
）

リスク ポート 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

FCPポートMBpsの重大し
きい値を超過（ドキュメ
ントFcpPortMbpsIncident
）

インシデント ポート 重要

FCPポートMBpsの警告し
きい値を超過（ドキュメ
ントFcpPortMbpsWarning
）

リスク ポート 警告

ネットワークポート利用
率の重大しきい値を超過
（ドキュメント
NetworkPortUtilizationInci

dent ）

インシデント ポート 重要

ネットワークポート利用
率の警告しきい値を超過
（ドキュメント
NetworkPortUtilizationWar

ning ）

リスク ポート 警告

FCP ポート利用率の重大
しきい値を超過（ドキュ
メント
FcpPortUtilizationIncident
）

インシデント ポート 重要

FCP ポート利用率の警告
しきい値を超過（ドキュ
メント
FcpPortUtilizationWarning

）

リスク ポート 警告

電源装置イベント

電源装置イベントは、ハードウェアのステータス情報を提供します。これにより、潜在
的な問題を監視できます。影響範囲別にイベントがまとめられ、イベント名とトラップ
名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

1 つ以上の電源装置に障
害が発生しました ( ドキ
ュメント
EvtPowerSupplyOneOrM

oreFailed)

インシデント ノード 重要

保護イベント

保護イベントは、ジョブの失敗や中止を通知して、問題を監視できるようにします。影
響範囲別にイベントがまとめられ、イベント名とトラップ名、影響レベル、ソースタイ
プ、および重大度が表示されます。

影響範囲：保護

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

保護ジョブが失敗しまし
た
(DocumentEvtProtectionJ

obTaskFailed)

インシデント ボリュームまたはストレ
ージサービス

重要

保護ジョブが中止されま
した（ Document

EvtProtectionJobAborted
）

リスク ボリュームまたはストレ
ージサービス

警告

qtree イベント

qtree イベントは、 qtree の容量とファイルとディスクの制限に関する情報を提供しま
す。これにより、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、
イベント名とトラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：容量

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

qtree スペースがほぼフル
（ qtree の qtree

eSpaceNearlyFull ）

リスク qtree 警告

qtree スペースがフル（
Document

QtreeSpaceFull ）

リスク qtree エラー
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

qtree スペースが正常（
Document qtree

eSpaceThresholdOk ）

イベント qtree 情報

qtree のファイル数がハー
ドリミットに到達（
Document

EvtQtreeFilesHardLimitRe

ached ）

インシデント qtree 重要

qtree のファイル数がソフ
トリミットを超過（
Document

QtreeFilesSoftLimit超過
）

リスク qtree 警告

qtree のスペースがハード
リミットに到達（
Document

QtreeSpaceHardLimitRea

ched ）

インシデント qtree 重要

qtree のスペースがソフト
リミットを超過（
Document

QtreeSpaceSoftLimit超過
）

リスク qtree 警告

サービスプロセッサイベント

サービスプロセッサイベントは、プロセッサのステータス情報を提供します。これによ
り、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベント名と
トラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

サービスプロセッサが設
定されていません（
Document

EvtServiceProcessorNotC

onfigured ）

リスク ノード 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

サービスプロセッサがオ
フラインです（
Document

EvtServiceProcessorOfflin

e ）

リスク ノード エラー

SnapMirror 関係イベント

SnapMirror関係イベントは、SnapMirror関係のステータス情報を提供します。これによ
り、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベント名と
トラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：保護

アスタリスク（ * ）は、 Unified Manager イベントに変換された EMS イベントを示します。

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ミラーレプリケーション
が正常でない（ ocument

SnapmirrorRelationshipU

nhealthy ）

リスク SnapMirror 関係 警告

ミラーレプリケーション
を切断（
ocumentEvtSnapmirrorRe

lationshipStateBrokenoff
）

リスク SnapMirror 関係 エラー

ミラーレプリケーション
の初期化に失敗しました
（ドキュメント
SnapMirror 関係の初期化
に失敗しました）

リスク SnapMirror 関係 エラー

ミラーレプリケーション
の更新に失敗しました（
ドキュメント：
SnapmirrorRelationshipU

pdateFailed ）

リスク SnapMirror 関係 エラー
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ミラーレプリケーション
の遅延エラー（「
Document

EvtSnapMirrorRelationshi

pLagError 」）

リスク SnapMirror 関係 エラー

ミラーレプリケーション
の遅延警告（「
Document 」「
SnapMirrorRelationshipLa

gWarning 」）

リスク SnapMirror 関係 警告

ミラーレプリケーション
の再同期失敗（ドキュメ
ント：
SnapmirrorRelationshipR

esyncFailed ）

リスク SnapMirror 関係 エラー

ミラーレプリケーション
の削除済みドキュメン
トSnapMirror関係の削除

リスク SnapMirror 関係 警告

同期レプリケーションが
同期されていません*

リスク SnapMirror 関係 警告

同期レプリケーションが
リストアされました*

イベント SnapMirror 関係 情報

同期レプリケーションの
自動再同期に失敗しまし
た*

リスク SnapMirror 関係 エラー

Snapshot イベント

Snapshot イベントは、 Snapshot のステータス情報を提供します。これにより、
Snapshot の潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベン
ト名、トラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

Snapshot の自動削除が無
効（該当なし）

イベント ボリューム 情報
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

Snapshot の自動削除が有
効（該当なし）

イベント ボリューム 情報

Snapshot の自動削除設定
を変更（該当なし）

イベント ボリューム 情報

SnapVault 関係イベント

SnapVault 関係イベントは、 SnapVault 関係のステータス情報を提供します。これによ
り、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベント名と
トラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

影響範囲：保護

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

非同期バックアップが正
常でない（ ocument

SnapVaultRelationshipUn

healthy ）

リスク SnapMirror 関係 警告

非同期バックアップを切
断（ Document

EvtSnapVaultRelationship

StateBrokenoff ）

リスク SnapMirror 関係 エラー

非同期バックアップの初
期化に失敗しました（
Document

EvtSnapVaultRelationship

InitializeFailed ）

リスク SnapMirror 関係 エラー

非同期バックアップの更
新に失敗しました（ドキ
ュメント SnapVault 関係
更新失敗）

リスク SnapMirror 関係 エラー

非同期バックアップの遅
延エラー（ Document

EvtSnapVaultRelationship

LagError ）

リスク SnapMirror 関係 エラー
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

非同期バックアップの遅
延警告（ Document

EvtSnapVaultRelationship

LagWarning ）

リスク SnapMirror 関係 警告

非同期バックアップの再
同期失敗（「 Document

EvtSnapvaultRelationship

ResyncFailed 」）

リスク SnapMirror 関係 エラー

ストレージフェイルオーバー設定のイベント

ストレージフェイルオーバー（ SFO ）の設定のイベントは、ストレージフェイルオーバ
ーが無効か設定されていないかに関する情報を提供します。これにより、潜在的な問題
を監視できます。影響範囲別にイベントがまとめられ、イベント名とトラップ名、影響
レベル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ストレージフェイルオー
バーインターコネクトの
1 つ以上のリンクが停止
（ Document

EvtSfoInterconnectOneOr

MoreLinksDown ）

リスク ノード 警告

ストレージフェイルオー
バーが無効になっている
（ Document

EvtSfoSettingsDisabled
）

リスク ノード エラー

ストレージフェイルオー
バーが設定されていませ
ん（ Document

EvtSfoSettingsNotConfigu

red ）

リスク ノード エラー

ストレージフェイルオー
バーの状態 - テイクオー
バー（ Document

EvtSfoStateTakeover ）

リスク ノード 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ストレージフェイルオー
バーの状態 - 部分的なギ
ブバック（ドキュメント
EvtSfoStatePartialGiveba

ck ）

リスク ノード エラー

ストレージフェイルオー
バーノードのステータス
が停止しています（
Document

EvtSfoNodeStatusDown
）

リスク ノード エラー

ストレージフェイルオー
バーのテイクオーバーを
実行できません（ドキュ
メントエヴァットフォッ
クステイクオーバー可能
）

リスク ノード エラー

ストレージサービスイベント

ストレージサービスイベントは、ストレージサービスの作成とサブスクリプションに関
する情報を提供します。これにより、潜在的な問題を監視できます。影響範囲別にイベ
ントがまとめられ、イベント名とトラップ名、影響レベル、ソースタイプ、および重大
度が表示されます。

影響範囲：構成

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ストレージサービスを作
成（該当なし）

イベント ストレージサービス 情報

ストレージサービスをサ
ブスクライブ（該当なし
）

イベント ストレージサービス 情報

ストレージサービスをア
ンサブスクライブ（該当
なし）

イベント ストレージサービス 情報

影響範囲：保護
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

管理対象 SnapMirror 関係
の予期しない削除が発生
しました。また、
StorageServiceUnsupport

edRelationshipDeletion を
参照してください

リスク ストレージサービス 警告

ストレージサービスメン
バーボリュームの予期し
ない削除（ Document

EvtStorageServiceUnexp

ectedVolumeDeletion ）

インシデント ストレージサービス 重要

ストレージシェルフイベント

ストレージシェルフイベントは、ストレージシェルフが異常な状態である場合に通知し
ます。これにより、潜在的な問題を監視できます。影響範囲別にイベントがまとめら
れ、イベント名とトラップ名、影響レベル、ソースタイプ、および重大度が表示されま
す。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

異常な電圧範囲
(Document Evtシェルフ
VoltageAbnormal)

リスク ストレージシェルフ 警告

異常な電流範囲
(Document

EvtShelfCurrentAbnormal)

リスク ストレージシェルフ 警告

異常な温度（ドキュメン
トシェルフ温度異常）

リスク ストレージシェルフ 警告

SVMイベント

SVMイベントは、SVMのステータス情報を提供します。これにより、潜在的な問題を監
視できます。影響範囲別にイベントがまとめられ、イベント名とトラップ名、影響レベ
ル、ソースタイプ、および重大度が表示されます。

影響範囲：可用性

アスタリスク（ * ）は、 Unified Manager イベントに変換された EMS イベントを示します。
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

SVM CIFS サービスが停
止（ Document

EvtVserverCifsServiceSta

tusDown ）

インシデント SVM 重要

SVM CIFS サービス未設
定（該当なし）

イベント SVM 情報

存在しないCIFS共有*に対
して試行します

インシデント SVM 重要

CIFS NetBIOS Name

Conflict *
リスク SVM エラー

CIFSシャドウコピー処理
に失敗しました*

リスク SVM エラー

多数のCIFS接続* リスク SVM エラー

最大CIFS接続数を超えま
した*

リスク SVM エラー

ユーザあたりの最大CIFS

接続数を超えました*

リスク SVM エラー

SVM FC/FCoE サービス
停止（ Document

EvtVserverFcServiceStatu

sDown ）

インシデント SVM 重要

SVM iSCSI サービスが停
止（ ocument

EvtVserverIscsiServiceSt

atusDown ）

インシデント SVM 重要

SVM NFS サービス停止
（ Document

EvtVserverNfsServiceStat

usDown ）

インシデント SVM 重要

SVM FC / FCoE サービス
未設定（該当なし）

イベント SVM 情報
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

SVM iSCSI サービス未設
定（該当なし）

イベント SVM 情報

SVM NFS サービス未設
定（該当なし）

イベント SVM 情報

SVM が停止しました（
Document EvtDown ）

リスク SVM 警告

AVサーバがビジーのため
新しいスキャン要求の受
け入れ不可*

リスク SVM エラー

ウィルススキャン*用のAV

サーバ接続がありません
インシデント SVM 重要

AVサーバが登録されてい
ません*

リスク SVM エラー

応答するAVサーバ接続が
ありません*

イベント SVM 情報

権限のないユーザがAVサ
ーバ*へのアクセスを試み
ました

リスク SVM エラー

AVサーバ*がウィルスを検
出しました

リスク SVM エラー

Infinite Volumeを備え
たSVMのストレージが使
用できません（ドキュメ
ント
：VserverStorageNotAvail

able）

インシデント Infinite Volumeを備え
たSVM

重要

Infinite Volumeを備え
たSVMのストレージが一
部使用可能（ドキュメン
ト
：EvtVserverStorageParti

allyAvailable）

リスク Infinite Volumeを備え
たSVM

エラー
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

Infinite Volumeを備え
たSVMのネームスペース
ミラーコンスティチュエ
ントの可用性に問題があ
る（ドキュメン
トEvtVserverNsMirrorAvai

labilityHavingIssues）

リスク Infinite Volumeを備え
たSVM

警告

影響範囲：容量

次に示す容量のイベントは、Infinite Volumeを備えたSVMにのみ該当します。

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

Infinite Volumeを備え
たSVMのスペースがフル
（Document

EvtVserverFull）

リスク SVM エラー

Infinite Volumeを備え
たSVMのスペースがほぼ
フル（ドキュメント
：VserverNearlyFull）

リスク SVM 警告

Infinite Volumeを備え
たSVMのSnapshotの使用
制限を超過（Document

EvtVserverSnapshotUsag

eExceeded）

リスク SVM 警告

Infinite Volumeを備え
たSVMのネームスペース
のスペースがフル
（Document Storage

VserverNamespaceFull）

リスク SVM エラー

Infinite Volumeを備え
たSVMのネームスペース
のスペースがほぼフル（
ドキュメントStorage

VserverNamespaceNearly

Full）

リスク SVM 警告

影響範囲：構成
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

SVM を検出（該当なし） イベント SVM 情報

SVM が削除されました（
該当なし）

イベント クラスタ 情報

SVM の名前が変更されま
した（該当なし）

イベント SVM 情報

影響範囲：パフォーマンス

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

SVM IOPS の重大しきい
値を超過（ドキュメント
： vmIopsIncident ）

インシデント SVM 重要

SVM IOPS の警告しきい
値を超過（ドキュメント
の注意：警告）

リスク SVM 警告

SVM MBpsの重大しきい
値を超過（ドキュメント
：vmMbpsIncident）

インシデント SVM 重要

SVM MBpsの警告しきい
値を超過（ドキュメント
のMSvmMbpsWarning）

リスク SVM 警告

SVM レイテンシの重大し
きい値を超過（ドキュメ
ント： vmLatencyIncident

）

インシデント SVM 重要

SVM レイテンシの警告し
きい値を超過（ドキュメ
ント：
vmLatencyWarning ）

リスク SVM 警告

SVMストレージクラスのイベント

SVMストレージクラスのイベントは、ストレージクラスのステータス情報を提供しま
す。これにより、潜在的な問題を監視できます。SVMストレージクラスは、Infinite

Volumeを備えたSVMにのみ存在します。影響範囲別にイベントがまとめられ、イベント
名とトラップ名、影響レベル、ソースタイプ、および重大度が表示されます。
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次に示すSVMストレージクラスのイベントは、Infinite Volumeを備えたSVMにのみ該当します。

影響範囲：可用性

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

SVMストレージクラスが
使用できません
（Document Storage

ClassNotAvailable）

インシデント ストレージクラス 重要

SVMストレージクラスが
一部使用可能（ドキュメ
ント
：EvtVserverStorageClas

sPartiallyAvailable）

リスク ストレージクラス エラー

影響範囲：容量

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

SVMストレージクラスの
スペースがほぼフル
（Document

EvtVserverStorageClassN

earlyFull）

リスク ストレージクラス 警告

SVMストレージクラスの
スペースがフル
（Document Storage

VserverStorageClassFull
）

リスク ストレージクラス エラー

SVMストレージクラス
のSnapshotの使用制限を
超えています（Document

EvtVserverStorageClassS

napshotUsageExceeded
）

リスク ストレージクラス 警告

ユーザクォータイベントとグループクォータイベント

ユーザクォータイベントとグループクォータイベントは、ユーザクォータとユーザグル
ープクォータの容量およびファイルとディスクの制限に関する情報を提供します。これ
により、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベント
名とトラップ名、影響レベル、ソースタイプ、および重大度が表示されます。
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影響範囲：容量

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ユーザクォータまたはグ
ループクォータのディス
クスペースがソフトリミ
ットを超過（ Document

EvtUserOrGroupQuotaDis

kSpaceSoftLimit超過 ）

リスク ユーザクォータまたはグ
ループクォータ

警告

ユーザクォータまたはグ
ループクォータのディス
ク容量がハードリミット
に到達（ Document

EvtUserOrGroupQuotaDis

kSpaceHardLimitReached

）

インシデント ユーザクォータまたはグ
ループクォータ

重要

ユーザクォータまたはグ
ループクォータのファイ
ル数がソフトリミットを
超過（ Document

EvtUserOrGroupQuotaFil

eCountSoftLimit未 超過）

リスク ユーザクォータまたはグ
ループクォータ

警告

ユーザークォータまたは
グループクォータのファ
イル数がハードリミット
に到達しました（
Document

EvtUserOrGroupQuotaFil

eCountHardLimitReached

）

インシデント ユーザクォータまたはグ
ループクォータ

重要

ボリュームイベント

ボリュームイベントは、ボリュームのステータスに関する情報を提供します。これによ
り、潜在的な問題を監視できます。影響範囲別にイベントがまとめられ、イベント名、
トラップ名、影響レベル、ソースタイプ、および重大度が表示されます。

アスタリスク（ * ）は、 Unified Manager イベントに変換された EMS イベントを示します。

影響範囲：可用性
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ボリュームが制限状態（
Document

EvtVolumeRestricted ）

リスク ボリューム 警告

ボリュームがオフライン
（ Document

EvtVolumeOffline ）

インシデント ボリューム 重要

ボリュームは一部使用可
能（ドキュメント別のボ
リューム）

リスク ボリューム エラー

ボリュームがアンマウン
トされています（該当な
し）

イベント ボリューム 情報

ボリュームをマウント（
該当なし）

イベント ボリューム 情報

ボリュームを再マウント
（該当なし）

イベント ボリューム 情報

ボリュームジャンクショ
ンパスが非アクティブ（
Document

EvtVolumeFunctionPathIn

active ）

リスク ボリューム 警告

ボリュームのオートサイ
ズを有効化（適用不可）

イベント ボリューム 情報

ボリュームのオートサイ
ズを無効化（該当なし）

イベント ボリューム 情報

ボリュームのオートサイ
ズの最大容量を変更（該
当なし）

イベント ボリューム 情報

ボリュームのオートサイ
ズの増分サイズを変更（
該当なし）

イベント ボリューム 情報

影響範囲：容量
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

シンプロビジョニングボ
リュームにスペースリス
ク（文書化「シンプロビ
ジョニング」の「ボリュ
ームスペースリスク」）

リスク ボリューム 警告

ボリュームスペースがフ
ル（ Document

EvtVolumeFull ）

リスク ボリューム エラー

ボリュームスペースがほ
ぼフル（ Document

EvtVolumeNearlyFull ）

リスク ボリューム 警告

ボリューム論理スペース
がフル * （
volumeLogicalSpaceFull
）

リスク ボリューム エラー

ボリューム論理スペース
がほぼフル * （
volumeLogicalSpaceNearl

yFull ）

リスク ボリューム 警告

ボリューム論理スペース
が正常 * （
volumeLogicalSpaceAllok
）

イベント ボリューム 情報

ボリュームの Snapshot

リザーブスペースがフル
（ Document

EvtSnapshotFull ）

リスク ボリューム 警告

Snapshot コピーが多すぎ
る（
ocumentEvtSnapshotToo

Many ）

リスク ボリューム エラー

ボリュームの qtree クォ
ータがオーバーコミット
（ Document

EvtVolumeQtreeQuotaOv

ercommitted ）

リスク ボリューム エラー
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ボリュームの qtree クォ
ータがほぼオーバーコミ
ット（ Document

EvtVolumeQtreeQuotaAl

mostOvercommitted ）

リスク ボリューム 警告

ボリュームの増加率が異
常（ Document

EvtVolumeGrowthRateAb

normal ）

リスク ボリューム 警告

ボリュームのフルまでの
日数（ Document

EvtVolumeDaysUntilFullS

oon ）

リスク ボリューム エラー

ボリュームのスペースギ
ャランティを無効化（該
当なし）

イベント ボリューム 情報

ボリュームのスペースギ
ャランティを有効化（該
当なし）

イベント ボリューム 情報

ボリュームのスペースギ
ャランティを変更（該当
なし）

イベント ボリューム 情報

ボリュームの Snapshot

リザーブのフルまでの日
数（ Document

EvtVolumeSnapshotRese

rveDaysUntilFullSoon ）

リスク ボリューム エラー

FlexGroup コンスティチ
ュエントのスペースに問
題あり * （
flexGroupConstitutsHave

SpaceIssues ）

リスク ボリューム エラー

FlexGroup コンスティチ
ュエントのスペースステ
ータスがすべて正常 * （
flexGroupConstitutionsSp

aceStatusAllOK ）

イベント ボリューム 情報
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

FlexGroup コンスティチ
ュエントの inode に関す
る問題 * （
flexGroupConstitutionsHa

veInodesIssues ）

リスク ボリューム エラー

FlexGroup コンスティチ
ュエント inode ステータ
スすべて OK * （
flexGroupConstitutionsIno

desStatusAllOK ）

イベント ボリューム 情報

WAFL ボリュームのオー
トサイズが失敗しました*

リスク ボリューム エラー

WAFL ボリュームのオー
トサイズ完了*

イベント ボリューム 情報

影響範囲：構成

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ボリュームの名前を変更
（該当なし）

イベント ボリューム 情報

ボリュームを検出（該当
なし）

イベント ボリューム 情報

ボリュームが削除されま
した（該当なし）

イベント ボリューム 情報

影響範囲：パフォーマンス

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

QoS ボリューム最大
IOPS の警告しきい値を超
過（ドキュメントの
QosVolumeMaxIopsWarni

ng ）

リスク ボリューム 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

QoSボリューム最大MBps

の警告しきい値を超過（
ドキュメント
のQosVolumeMaxMbpsW

arning）

リスク ボリューム 警告

QoS ボリューム最大
IOPS/TB の警告しきい値
を超過（ドキュメントの
QosVolumeMaxIopsPerT

bWarning ）

リスク ボリューム 警告

ボリューム IOPS の重大
しきい値を超過（ドキュ
メントボリューム
IopsIncident ）

インシデント ボリューム 重要

ボリューム IOPS の警告
しきい値を超過（ドキュ
メントボリュームの
IopsWarning ）

リスク ボリューム 警告

ボリュームMBpsの重大し
きい値を超過（ドキュメ
ントボリュー
ムMbpsIncident）

インシデント ボリューム 重要

ボリュームMBpsの警告し
きい値を超過（ドキュメ
ントボリュームの警告）

リスク ボリューム 警告

ボリュームレイテンシミ
リ秒 / 処理の重大しきい
値を超過（ドキュメント
ボリュームレイテンシイ
ンシデント）

インシデント ボリューム 重要

ボリュームレイテンシミ
リ秒 / 処理の警告しきい
値を超過（ドキュメント
ボリュームレイテンシ警
告）

リスク ボリューム 警告
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ボリュームキャッシュミ
ス率の重大しきい値を超
過（ドキュメント
VolumeCacheMissRatioIn

cident ）

インシデント ボリューム 重要

ボリュームキャッシュミ
ス率の警告しきい値を超
過（ドキュメント
VolumeCacheMissRatioW

arning ）

リスク ボリューム 警告

ボリュームレイテンシ /

IOPS の重大しきい値を超
過（ドキュメントボリュ
ームレイテンシ / IOPS の
重大しきい値を超過）

インシデント ボリューム 重要

ボリュームレイテンシ /

IOPS の警告しきい値を超
過（ドキュメントボリュ
ームレイテンシ / IOPS の
警告）

リスク ボリューム 警告

ボリュームレイテンシ/

MBpsの重大しきい値を超
過（ドキュメントボリュ
ームレイテンシ/ MBpsの
重大しきい値を超過）

インシデント ボリューム 重要

ボリュームレイテンシ/

MBpsの警告しきい値を超
過（ドキュメントボリュ
ームレイテンシ/ MBpsの
警告）

リスク ボリューム 警告

ボリュームレイテンシ/ア
グリゲートの使用済み容
量の重大しきい値を超過
（文
書VolumeLatencyAggrega

tePerfCapacityUsedIncide

nt）

インシデント ボリューム 重要
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ボリュームレイテンシ/ア
グリゲートの使用済み容
量の警告しきい値を超過
（DocumentVolumeLaten

cyAggregatePerfCapacity

UsedWarning）

リスク ボリューム 警告

ボリュームレイテンシ /

アグリゲート利用率の重
大しきい値を超過（
ocVolumeLatencyAggreg

ateUtilizationIncident ）

インシデント ボリューム 重要

ボリュームレイテンシ /

アグリゲート利用率の警
告しきい値を超過（
Document

VolumeLatencyAggregate

UtilizationWarning ）

リスク ボリューム 警告

ボリュームレイテンシ/ノ
ードの使用済み容量の重
大しきい値を超過（文
書VolumeLatencyNodePe

rfCapacityUsedIncident）

インシデント ボリューム 重要

ボリュームレイテンシ/ノ
ードの使用済み容量の警
告しきい値を超過（文
書VolumeLatencyNodePe

rfCapacityUsedWarning）

リスク ボリューム 警告

ボリュームレイテンシ/ノ
ードの使用済みパフォー
マンス容量-テイクオーバ
ーの重大しきい値を超過
（文
書VolumeLatencyAggrega

tePerfCapacityUsedTakeo

verIncident）

インシデント ボリューム 重要
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ボリュームレイテンシ/ノ
ードの使用済みパフォー
マンス容量-テイクオーバ
ーの警告しきい値を超過
（文
書VolumeLatencyAggrega

tePerfCapacityUsedTakeo

verWarning）

リスク ボリューム 警告

ボリュームレイテンシ /

ノード利用率の重大しき
い値を超過（ドキュメン
ト
VolumeLatencyNodeUtiliz

ationIncident ）

インシデント ボリューム 重要

ボリュームレイテンシ /

ノード利用率の警告しき
い値を超過（
ocVolumeLatencyNodeUti

lizationWarning ）

リスク ボリューム 警告

ボリューム移動ステータスイベント

ボリューム移動のステータスのイベントは、ボリューム移動のステータスについて通知
します。これにより、潜在的な問題を監視できます。影響範囲別にイベントがまとめら
れ、イベント名とトラップ名、影響レベル、ソースタイプ、および重大度が表示されま
す。

影響範囲：容量

イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ボリューム移動ステータ
ス：実行中（該当なし）

イベント ボリューム 情報

ボリューム移動ステータ
ス - 失敗（ Document

EvtVolumeMoveFailed ）

リスク ボリューム エラー

ボリューム移動ステータ
ス：完了（該当なし）

イベント ボリューム 情報
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イベント名（トラップ名
）

影響レベル ソースタイプ 重大度

ボリューム移動 - カット
オーバー保留（
Document

EvtVolumeMoveCutoverD

eferred ）

リスク ボリューム 警告

イベントウィンドウとダイアログボックスの概要

環境内の問題はイベントを通じて通知されます。EventsインベントリページおよびEvent

Detailsページを使用して、すべてのイベントを監視できます。通知設定オプションダイ
アログボックスを使用して通知を設定できます。イベントを無効または有効にするに
は、Configuration/Manage Eventsページを使用します。

[イベント保持設定]ダイアログボックス

指定した時間を経過したイベント（情報、解決済み、または廃止状態のイベント）を指
定した頻度で自動的に削除するようにイベントを設定することができます。これらのイ
ベントは手動で削除することもできます。

OnCommand 管理者またはストレージ管理者のロールが必要です。

イベント設定

次のオプションを設定できます。

• *以下より古い情報、解決済み、廃止イベントを削除します

「Information」、「Resolved」、または「Obsolete」とマークされたイベントの保持期間を指定できま
す。これらのイベントのうち、この期間を経過したイベントが管理サーバから削除されます。

デフォルト値は180日です。イベントの保持期間を180日以上に設定するとパフォーマンスに影響するため
推奨されません。イベントの保持期間の下限は7日ですが、上限はありません。

• スケジュールの削除

「Information」、「Resolved」、または「Obsolete」とマークされたイベントを削除する頻度を指定でき
ます。これらのイベントのうち、保持期間を経過したすべてのイベントがこの頻度で管理サーバから自動
的に削除されます。指定できる値は、「Daily」、「Weekly」、または「Monthly」です。

デフォルト値は「Daily」です。

• 今すぐ削除

指定した保持期間を超えている情報、解決済み、および廃止状態のすべてのイベントを手動で削除できま
す。
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コマンドボタン

各コマンドボタンを使用して、セットアップオプションを保存またはキャンセルできます。

• 保存して閉じる

選択したオプションの設定を保存してダイアログボックスを閉じます。

• * キャンセル *

最新の変更内容をキャンセルしてダイアログボックスを閉じます。

Setup/Notificationsページ

Unified Manager サーバでは、イベントが生成されたときやユーザに割り当てられたとき
に通知を送信するように設定することができます。通知メカニズムを設定することもで
きます。たとえば、通知を E メールや SNMP トラップとして送信できます。

OnCommand 管理者またはストレージ管理者のロールが必要です。

E メール

この領域では、アラート通知に関する次の E メール設定を行うことができます。

• * 送信元アドレス *

アラート通知の送信元 E メールアドレスを指定します。この値は、共有時にレポートの送信元アドレスと
しても使用されます。送信元アドレスに「OnCommand@localhost.com」というアドレスが事前に入力さ
れている場合は、すべての電子メール通知が正常に配信されるように、実際の作業用電子メールアドレス
に変更する必要があります。

SMTP サーバ

この領域では、次の SMTP サーバ設定を行うことができます。

• * ホスト名または IP アドレス *

SMTP ホストサーバのホスト名を指定します。このホスト名は、指定した受信者へのアラート通知の送信
に使用されます。

• * ユーザー名 *

SMTP ユーザ名を指定します。SMTP ユーザ名は、 SMTP サーバで SMTPAUTH が有効になっている場
合にのみ必要です。

• * パスワード *

SMTP パスワードを指定します。SMTP ユーザ名は、 SMTP サーバで SMTPAUTH が有効になっている
場合にのみ必要です。

• * ポート *
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アラート通知を送信する SMTP ホストサーバで使用されるポートを指定します。

デフォルト値は 25. です。

• * STARTTLSを使用*

このチェックボックスをオンにすると、 TLS/SSL プロトコル（ start_tls および StartTLS とも表記）を使
用して SMTP サーバと管理サーバの間のセキュアな通信が確立されます。

• * SSL * を使用します

このチェックボックスをオンにすると、 SSL プロトコルを使用して SMTP サーバと管理サーバの間のセ
キュアな通信が確立されます。

SNMP

この領域では、次の SNMP トラップ設定を行うことができます。

• * バージョン *

必要なセキュリティのタイプに応じて、使用する SNMP のバージョンを指定します。オプションには、
バージョン 1 、バージョン 3 、認証を使用するバージョン 3 、認証と暗号化を使用するバージョン 3 が
あります。デフォルト値はバージョン 1 です。

• * トラップ送信先ホスト *

管理サーバによって送信される SNMP トラップを受信するホスト名または IP アドレス（ IPv4 または
IPv6 ）を指定します。

• * アウトバウンドトラップポート *

管理サーバによって送信されるトラップを SNMP サーバが受信する際に使用するポートを指定します。

デフォルト値は 162. です。

• * コミュニティ *

ホストにアクセスするためのコミュニティストリングです。

• * エンジン ID *

SNMP エージェントの一意の識別子を指定します。この識別子は、管理サーバによって自動的に生成され
ます。エンジン ID は、 SNMP バージョン 3 、認証付き SNMP バージョン 3 、認証および暗号化付き
SNMP バージョン 3 で使用できます。

• * ユーザー名 *

SNMP ユーザ名を指定します。ユーザ名は、 SNMP バージョン 3 、認証を使用する SNMP バージョン 3

、および認証と暗号化を使用する SNMP バージョン 3 で使用できます。

• * 認証プロトコル *

ユーザの認証に使用するプロトコルを指定します。プロトコルオプションには MD5 と SHA がありま
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す。MD5 がデフォルト値です。認証プロトコルは、認証および暗号化を使用する SNMP バージョン 3

で使用できます。

• * 認証パスワード *

ユーザの認証時に使用するパスワードを指定します。認証パスワードは、 SNMP バージョン 3 （認証あ
り）および SNMP バージョン 3 （認証および暗号化あり）で使用できます。

• * プライバシープロトコル *

SNMP メッセージの暗号化に使用するプライバシープロトコルを指定します。プロトコルのオプションに
は、 AES 128 と DES があります。デフォルト値は AES 128 です。プライバシープロトコルは、認証お
よび暗号化を使用する SNMP バージョン 3 で使用できます。

• * プライバシーパスワード *

プライバシープロトコルを使用する場合のパスワードを指定します。プライバシーパスワードは、認証と
暗号化を使用する SNMP バージョン 3 で使用できます。

イベントのインベントリページ

イベントインベントリページでは、現在のイベントとそのプロパティのリストを表示で
きます。イベントについて、確認、解決、割り当てなどのタスクを実行することができ
ます。特定のイベントに対するアラートを追加することもできます。

デフォルトでは、このページの情報は5分ごとに自動的に更新され、最新のイベントが表示されます。

フィルタコンポーネント

イベントリストに表示される情報をカスタマイズできます。次のコンポーネントを使用して、イベントのリス
トを絞り込むことができます。

• [ 表示 ] メニューでは、事前定義されたフィルタ選択のリストから選択できます。

これには、すべてのアクティブなイベント（新規および確認済みのイベント）、アクティブなパフォーマ
ンスイベント、自分（ログインしているユーザ）に割り当てられているイベント、メンテナンス時間中に
生成されたすべてのイベントなどの項目が含まれます。

• 検索ペインでキーワードの全体または一部を入力して、イベントのリストを絞り込むことができます。

• [ フィルタ ] ペインを起動する [ フィルタ ] ボタン。使用可能なすべてのフィールドとフィールド属性から
選択して、イベントのリストを絞り込むことができます。

• イベントがトリガーされた日時でイベントのリストを絞り込みます。

コマンドボタン

各コマンドボタンを使用して次のタスクを実行できます。

• * 「 * 」に割り当てます

イベントを割り当てるユーザを選択できます。イベントをユーザに割り当てると、イベントリストの選択
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したイベントの該当するフィールドに、そのユーザの名前とイベントを割り当てた時刻が追加されます。

◦ 私

現在ログインしているユーザにイベントを割り当てます。

◦ 別のユーザ

[ 所有者の割り当て ] ダイアログボックスが表示されますこのダイアログボックスでは ' イベントを他
のユーザーに割り当てたり ' 再割り当てしたりできます所有権のフィールドを空白にすると、イベン
トの割り当てを解除できます。

• * 確認 *

選択したイベントを確認します。

イベントを確認すると、イベントリストの選択したイベントの該当するフィールドに、自分のユーザ名と
イベントを確認した時刻が追加されます。確認したイベントについては、自分で対処する必要がありま
す。

情報イベントに確認応答することはできません。

• * 解決済みとしてマーク *

イベントの状態を解決済みに変更できます。

イベントを解決すると、イベントリストの選択したイベントの該当するフィールドに、自分のユーザ名と
イベントを解決した時刻が追加されます。イベントに対処したら、そのイベントを解決済みとしてマーク
する必要があります。

• * アラートの追加 *

アラートの追加ダイアログボックスが表示され、選択したイベントのアラートを追加できます。

• エクスポート

すべてのイベントの詳細をカンマ区切り値でエクスポートできます (.csv)ファイル。

• 列セレクタ

ページに表示する列とその表示順序を選択できます。

イベントのリスト

すべてのイベントの詳細がトリガーされた時刻の順に表示されます。

デフォルトでは、重大度が「重大」、「エラー」、および「警告」の過去7日間の「新規」と「確認済み」の
イベントが表示されます。

• * トリガー日時 *

イベントが生成された時刻。
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• * 重大度 *

イベントの重大度： Critical （ ）、エラー（ ）、警告（ ）、および情報（ ）。

• * 状態 *

イベントの状態：新規、確認済み、解決済み、廃止。

• * 影響レベル *

イベントの影響レベル：インシデント、リスク、イベント。

• * 影響領域 *

イベントの影響領域：可用性、容量、パフォーマンス、保護、構成。

• * 名前 *

イベント名。

イベント名を選択してイベントの詳細ページを表示できます。

• * 出典 *

イベントが発生したオブジェクトの名前。

共有QoSポリシーの違反の場合、このフィールドには、IOPSまたはMBpsが高い上位のワークロードオブ
ジェクトのみが表示されます。このポリシーを使用する他のワークロードは、イベントの詳細ページに表
示されます。

ソース名を選択して、そのオブジェクトの健全性またはパフォーマンスの詳細ページを表示できます。

• * ソースタイプ *

イベントが関連付けられているオブジェクトのタイプ（ SVM 、ボリューム、 qtree など）。

• * 割り当て先 *

イベントが割り当てられているユーザの名前。

• * メモ *

イベントに追加されたメモの数。

• * 未処理日数 *

イベントが最初に生成されてからの経過日数。

• * 割り当て時間 *

イベントがユーザに割り当てられてからの経過時間。1 週間を過ぎたイベントには、割り当て時のタイム
スタンプが表示されます。
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• * 承認者 *

イベントを確認したユーザの名前。イベントが確認されていない場合は空白になります。

• * 承認時間 *

イベントが確認されてからの経過時間。1 週間を過ぎたイベントには、確認時のタイムスタンプが表示さ
れます。

• * 解決者 *

イベントを解決したユーザの名前。イベントが解決されていない場合は空白になります。

• * 解決時間 *

イベントが解決されてからの経過時間。1 週間を過ぎたイベントには、解決時のタイムスタンプが表示さ
れます。

• * 廃止時刻 *

イベントの状態が「廃止」になった時刻。

イベントの詳細ページ

イベントの詳細ページでは、選択したイベントの重大度、影響レベル、影響領域、イベ
ントソースなどの詳細を確認できます。問題を解決するための考えられる対処方法につ
いて、追加情報を確認することもできます。

• * イベント名 *

イベントの名前と最終確認時刻。

パフォーマンスイベント以外のイベントの場合は、状態が「新規」または「確認済み」のときは最終確認
時刻が不明なため、この情報は表示されません。

• * イベント概要 *

イベントの簡単な概要。

イベント概要には、イベントがトリガーされた理由が含まれる場合があります。

• * 競合状態のコンポーネント *

動的なパフォーマンスイベントについて、クラスタの論理コンポーネントと物理コンポーネントを表すア
イコンが表示されます。コンポーネントが競合状態にある場合は、アイコンが赤い丸で強調表示されま
す。

次のコンポーネントが表示される場合があります。

◦ * ネットワーク *

クラスタ上でのiSCSIプロトコルまたはファイバチャネル（FC）プロトコルによるI/O要求の待機時間
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を表します。待機時間とは、クラスタがI/O要求に応答できるようになるまでに、iSCSI Ready to

Transfer（R2T）またはFCP Transfer Ready（XFER_RDY）トランザクションが待つ時間です。ネッ
トワークコンポーネントが競合状態にある場合、ブロックプロトコルレイヤでの長い待機時間は、1つ
以上のワークロードのレイテンシに影響していることを意味します。

◦ * ネットワーク処理 *

プロトコルレイヤとクラスタ間の I/O 処理に関与する、クラスタ内のソフトウェアコンポーネントを
表します。ネットワーク処理を実行するノードがイベント検出後に変更された可能性があります。ネ
ットワーク処理コンポーネントが競合状態にある場合、ネットワーク処理ノードでの高利用率は、 1

つ以上のワークロードのレイテンシに影響していることを意味します。

◦ * QoS ポリシー *

ワークロードがメンバーになっているストレージQoSポリシーグループを表します。ポリシーグルー
プコンポーネントが競合状態にある場合、ポリシーグループ内のすべてのワークロードに、スループ
ットの制限によってスロットルが適用され、 1 つ以上のワークロードのレイテンシに影響しているこ
とを意味します。

◦ * クラスタインターコネクト *

クラスタノードを物理的に接続するケーブルとアダプタを表します。クラスタインターコネクトコン
ポーネントが競合状態にある場合は、クラスタインターコネクトでの I/O 要求の長い待機時間がワー
クロードのレイテンシに影響していることを意味します。

◦ * データ処理 *

クラスタとストレージアグリゲート間でワークロードを含む I/O 処理に関与する、クラスタ内のソフ
トウェアコンポーネントを表します。データ処理を実行するノードがイベント検出後に変更された可
能性があります。データ処理コンポーネントが競合状態にある場合、データ処理ノードでの高利用率
は、 1 つ以上のワークロードのレイテンシに影響していることを意味します。

◦ * MetroCluster リソース *

NVRAM とインタースイッチリンク（ ISL ）を含む MetroCluster リソースを表します。 MetroCluster

構成のクラスタ間でデータをミラーリングするのに使用します。MetroCluster コンポーネントが競合
状態問題にある場合は、ローカルクラスタのワークロードによる大量の書き込みスループットまたは
リンクの不具合が、ローカルクラスタの 1 つ以上のワークロードのレイテンシに影響していることを
意味します。クラスタが MetroCluster 構成に含まれていない場合は、このアイコンは表示されませ
ん。

◦ * アグリゲートまたは SSD アグリゲートの処理 *

ワークロードが実行されているストレージアグリゲートを表します。アグリゲートコンポーネントが
競合状態にある場合、アグリゲートの高利用率が 1 つ以上のワークロードのレイテンシに影響してい
ることを意味します。アグリゲートには、HDDのみで構成されるものと、HDDとSSDが混在するもの
（Flash Poolアグリゲート）があります。「 SD アグリゲート」は、すべての SSD （オールフラッシ
ュアグリゲート）、または SSD とクラウド階層（ FabricPool アグリゲート）が混在しています。

◦ * クラウドレイテンシ *

クラスタとユーザデータ格納先のクラウド階層の間の I/O 処理に関与する、クラスタ内のソフトウェ
アコンポーネントを表します。クラウドレイテンシコンポーネントが競合状態にある場合、クラウド
階層でホストされたボリュームからの大量の読み取りが 1 つ以上のワークロードのレイテンシに影響
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していることを意味します。

◦ * 同期 SnapMirror *

SnapMirror 同期関係でのプライマリボリュームからセカンダリボリュームへのユーザデータのレプリ
ケーションに関係する、クラスタ内のソフトウェアコンポーネントを表します。同期 SnapMirror コン
ポーネントが競合状態にある場合、 SnapMirror Synchronous 処理のアクティビティが 1 つ以上のワ
ークロードのレイテンシに影響していることを意味します。

「イベント情報」、「システム診断」、および「推奨処置」の各セクションについては、他のトピックで説明
しています。

コマンドボタン

各コマンドボタンを使用して次のタスクを実行できます。

• * メモアイコン *

イベントに関するメモを追加または更新したり、他のユーザが残したすべてのメモを確認したりできま
す。

• アクションメニュー *

• * 自分に割り当て *

イベントを自分に割り当てます。

• * 他のユーザーに割り当て *

[ 所有者の割り当て ] ダイアログボックスが開きますこのダイアログボックスで ' イベントを他のユーザー
に割り当てたり ' 再割り当てしたりできます

イベントをユーザに割り当てると、イベントリストの選択したイベントの該当するフィールドに、ユーザ
の名前とイベントが割り当てられた時刻が追加されます。

所有権のフィールドを空白にすると、イベントの割り当てを解除できます。

• * 確認 *

選択したイベントに確認応答し、アラート通知が繰り返し送信されないようにします。

イベントを確認すると、ユーザ名とそのイベントを確認した時刻が、選択したイベントのイベントリスト
（確認済みのイベントのリスト）に追加されます。確認したイベントについては、自分で対処する必要が
あります。

• * 解決済みとしてマーク *

イベントの状態を解決済みに変更できます。

イベントを解決すると、イベントリスト（で解決）に選択したイベントのユーザ名と解決時刻が追加され
ます。イベントに対処したら、そのイベントを解決済みとしてマークする必要があります。

• * アラートの追加 *
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アラートの追加ダイアログボックスが表示され、選択したイベントにアラートを追加できます。

[Event Information] セクションに表示される内容

イベントの詳細ページのイベント情報セクションでは、選択したイベントについて、イ
ベントの重大度、影響レベル、影響領域、イベントソースなどの詳細を確認できます。

イベントタイプに該当しないフィールドは表示されません。イベントに関する次の詳細を確認できます。

• * イベントトリガー時間 *

イベントが生成された時刻。

• * 状態 *

イベントの状態：新規、確認済み、解決済み、廃止。

• * 原因を廃止 *

問題が修正されたなど、イベントを廃止する原因となった操作。

• * イベント期間 *

アクティブなイベント（新規および確認済みのイベント）の場合は、イベントが検出されてから最後に分
析されるまでの時間です。廃止イベントの場合は、イベントが検出されてから解決されるまでの時間で
す。

このフィールドは、すべてのパフォーマンスイベントに対して表示されます。その他のタイプのイベント
については、解決されるか廃止になったあとにのみ表示されます。

• * 最終発生日 *

イベントがアクティブだった最終日時。

パフォーマンスイベントの場合は、イベントがアクティブであるかぎり、パフォーマンスデータの新しい
収集が実行されるたびにこのフィールドが更新されるため、この値はイベントトリガー時間よりも新しい
可能性があります。その他のタイプのイベントの場合は、状態が「新規」または「確認済み」のときは内
容が更新されないため、このフィールドは非表示になります。

• * 重大度 *

イベントの重大度： Critical （ ）、エラー（ ）、警告（ ）、および情報（ ）。

• * 影響レベル *

イベントの影響レベル：インシデント、リスク、イベント。

• * 影響領域 *

イベントの影響領域：可用性、容量、パフォーマンス、保護、構成。

• * 出典 *
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イベントが発生したオブジェクトの名前。

共有 QoS ポリシーのイベントの詳細を表示している場合、このフィールドには、 IOPS または MBps が
高い上位のワークロードオブジェクトが最大 3 つ表示されます。

ソース名のリンクをクリックすると、そのオブジェクトの健全性またはパフォーマンスの詳細ページを表
示できます。

• * ソースアノテーション *

イベントが関連付けられているオブジェクトのアノテーションの名前と値が表示されます。

このフィールドは、クラスタ、 SVM 、およびボリュームの健全性イベントに対してのみ表示されます。

• * ソースグループ *

該当オブジェクトがメンバーになっているすべてのグループの名前が表示されます。

このフィールドは、クラスタ、 SVM 、およびボリュームの健全性イベントに対してのみ表示されます。

• * ソースタイプ *

イベントが関連付けられているオブジェクトのタイプ（ SVM 、ボリューム、 qtree など）。

• * クラスタ上 *

イベントが発生したクラスタの名前。

クラスタ名のリンクをクリックすると、そのクラスタの健全性またはパフォーマンスの詳細ページを表示
できます。

• * 影響を受けるオブジェクト数 *

イベントの影響を受けるオブジェクトの数。

オブジェクトのリンクをクリックすると、インベントリページが表示され、現在このイベントの影響を受
けているオブジェクトを確認できます。

このフィールドは、パフォーマンスイベントに対してのみ表示されます。

• * 影響を受けるボリューム *

このイベントの影響を受けるボリュームの数。

このフィールドは、ノードまたはアグリゲートのパフォーマンスイベントに対してのみ表示されます。

• * トリガーされたポリシー *

イベントを発行したしきい値ポリシーの名前。

ポリシー名にカーソルを合わせると、しきい値ポリシーの詳細を確認できます。アダプティブ QoS ポリ
シーの場合は、定義されているポリシー、ブロックサイズ、および割り当てのタイプ（割り当てスペース
または使用スペース）も表示されます。
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このフィールドは、パフォーマンスイベントに対してのみ表示されます。

• * 承認者 *

イベントに確認応答したユーザの名前と応答時刻。

• * 解決者 *

イベントを解決したユーザの名前と解決時刻。

• * 割り当て先 *

イベントに対応するように割り当てられているユーザーの名前。

• * アラート設定 *

アラートに関する次の情報が表示されます。

◦ 選択したイベントに関連付けられているアラートがない場合は、 * アラートの追加 * リンクが表示さ
れます。

リンクをクリックすると、 [Add Alert] ダイアログボックスを開くことができます。

◦ 選択したイベントにアラートが 1 つ関連付けられている場合は、そのアラートの名前が表示されま
す。

リンクをクリックすると、 [Edit Alert] ダイアログボックスを開くことができます。

◦ 選択したイベントにアラートが複数関連付けられている場合は、アラートの数が表示されます。

リンクをクリックすると、設定/アラートページが開き、アラートの詳細が表示されます。

無効になっているアラートは表示されません。

• * 最後に送信された通知 *

最新のアラート通知が送信された日時。

• **経由で送信されます

アラート通知の送信に使用されたメカニズム（ E メールまたは SNMP トラップ）。

• 前回のスクリプト実行

アラートが生成されたときに実行されたスクリプトの名前。

「システム診断」セクションの表示内容

イベント詳細ページのシステム診断セクションには、イベントに関連する問題の診断に
役立つ情報が記載されています。

この領域は、一部のイベントに対してのみ表示されます。
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一部のパフォーマンスイベントについては、トリガーされたイベントに関連するグラフが表示されます。通常
は、過去 10 日間の IOPS または MBps のグラフとレイテンシのグラフです。これらのグラフを確認すること
で、イベントがアクティブなときにレイテンシに影響している、または影響を受けているストレージコンポー
ネントを特定できます。

動的なパフォーマンスイベントについては、次のグラフが表示されます。

• ワークロードレイテンシ - 競合状態のコンポーネントの Victim 、 Bully 、 Shark の上位のワークロードに
ついて、レイテンシの履歴が表示されます。

• ワークロードアクティビティ - 競合状態のクラスタコンポーネントのワークロードの使用量に関する詳細
が表示されます。

• リソースアクティビティ - 競合状態のクラスタコンポーネントの過去のパフォーマンス統計が表示されま
す。

一部のクラスタコンポーネントが競合状態にある場合は、これ以外のグラフが表示されます。

その他のイベントについては、ストレージオブジェクトに対して実行されている分析タイプの簡単な概要が表
示されます。複数のパフォーマンスカウンタを分析するシステム定義のパフォーマンスポリシーについて、分
析されたコンポーネントごとに 1 行以上の行が表示されることがあります。このシナリオでは、診断の横
に、その診断で問題が見つかったかどうかを示す緑または赤のアイコンが表示されます。

[ 提案されたアクション ] セクションの表示内容

[ イベントの詳細 ] ページの [ 提案されたアクション ] セクションには、イベントの考え
られる理由が表示され、独自の方法でイベントを解決できるようにいくつかのアクショ
ンが提案されます。推奨される対処方法は、イベントのタイプまたは超過したしきい値
のタイプに基づいてカスタマイズされます。

この領域は、一部のタイプのイベントに対してのみ表示されます。

特定のアクションを実行するための手順など、推奨される多くのアクションについて追加情報を参照する *

Help * リンクがページに表示される場合があります。一部の対処方法では、Unified Manager、OnCommand

System Manager、OnCommand Workflow Automation 、ONTAP CLIコマンド、またはこれらのツールの組み
合わせを使用する場合があります。

また、このヘルプトピックにはいくつかのリンクがあります。

これらの推奨される対処方法は、このイベントを解決するための一般的なガイダンスであることに注意してく
ださい。このイベントを解決するための対処方法は、環境に応じて決める必要があります。

[構成/イベントの管理]ページ

[構成/イベントの管理]ページには、無効なイベントのリストが表示され、関連するオブ
ジェクトタイプやイベントの重大度などの情報が提供されます。イベントのグローバル
な無効化や有効化などのタスクを実行することもできます。

このページにアクセスできるのは、OnCommand 管理者ロールまたはストレージ管理者ロールが割り当てら
れている場合のみです。
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コマンドボタン

選択したイベントについて、各コマンドボタンを使用して次のタスクを実行できます。

• * 無効 *

[ イベントの無効化 ] ダイアログボックスが開きます。このダイアログボックスを使用して、イベントを
無効にできます。

• * 有効 *

以前に無効にするように選択したイベントを有効にします。

• * EMS イベント * を購読しなさい

[EMS イベントのサブスクライブ（ Subscribe to EMS Events ） ] ダイアログボックスを開きます。この
ダイアログボックスでは、監視しているクラスタから特定の Event Management System （ EMS ；イベ
ント管理システム）イベントを受け取るようにサブスクライブできます。EMS では、クラスタで発生し
たイベントに関する情報を収集します。サブスクライブした EMS イベントに関する通知を受信すると、
適切な重大度を使用して Unified Manager イベントが生成されます。

• イベント保持設定

Event Retention Settingsダイアログボックスを開きます。このダイアログボックスで、管理サーバから情
報、解決済み、および廃止イベントを削除するまでの保持期間を指定できます。デフォルトの保持の値
は180日です。

リストビュー

リストビューには、無効になっているイベントに関する情報が表形式で表示されます。列のフィルタを使用し
て、表示するデータをカスタマイズできます。

• * イベント *

無効なイベントの名前が表示されます。

• * 重大度 *

イベントの重大度が表示されます。重大、エラー、警告、情報のいずれかです。

• * ソースタイプ *

イベントが生成されるソースタイプが表示されます。

DisableEvents タイアロクホツクス

[ イベントの無効化 ] ダイアログボックスには、イベントを無効にできるイベントタイプ
のリストが表示されます。イベントタイプの特定の重大度のイベントを無効にしたり、
一連のイベントを無効にしたりできます。

OnCommand 管理者またはストレージ管理者のロールが必要です。
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[ イベントのプロパティ ] 領域

Event Properties 領域では、次のイベントプロパティを指定します。

• * イベントの重大度 *

重大度タイプに基づいてイベントを選択できます。タイプは、「重大」、「エラー」、「警告」、「情
報」のいずれかになります。

• * イベント名に * が含まれています

名前に指定した文字を含むイベントをフィルタできます。

• * 一致イベント *

指定した重大度タイプとテキスト文字列に一致するイベントのリストが表示されます。

• * イベントを無効にする *

無効にするように選択したイベントのリストが表示されます。

イベント名に加えてイベントの重大度も表示されます。

コマンドボタン

選択したイベントについて、各コマンドボタンを使用して次のタスクを実行できます。

• * 保存して閉じる *

イベントタイプを無効にしてダイアログボックスを閉じます。

• * キャンセル *

変更内容を破棄してダイアログボックスを閉じます。
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