
ASA R2システムでのストレージ構成
Enterprise applications
NetApp
February 10, 2026

This PDF was generated from https://docs.netapp.com/ja-jp/ontap-apps-dbs/mssql/mssql-storage-
considerations-ASA.html on February 10, 2026. Always check docs.netapp.com for the latest.



目次

ASA R2システムでのストレージ構成 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

概要 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

データストレージ設計 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1

データベースファイルとファイルグループ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2

データ保護 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7

SnapCenter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7

T-SQLスナップショットを使用したデータベースの保護 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8

ディザスタリカバリ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8

ディザスタリカバリ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8

SnapMirror . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9

SnapMirrorアクティブ同期 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9



ASA R2システムでのストレージ構成

概要

NetApp ASA R2は、ミッションクリティカルなワークロードを実行するSANのみのお客
様向けの、シンプルで強力なソリューションです。ONTAPストレージソリューションを
実行するASA R2プラットフォームとMicrosoft SQL Serverを組み合わせることで、今日
の最も要求の厳しいアプリケーション要件を満たすエンタープライズレベルのデータベ
ースストレージ設計が可能になります。

次のASAプラットフォームは、すべてのSANプロトコル（iSCSI、FC、NVMe/FC、NVMe/TCP）をサポート
するASA R2システムに分類されます。iSCSI、FC、NVMe/FC、NVMe/TCPの各プロトコルでは、対称アクテ
ィブ/アクティブアーキテクチャのマルチパスがサポートされているため、ホストとストレージの間のすべて
のパスがアクティブ/最適化されます。

• ASA A1K

• ASA A90

• ASA A70

• ASA A50

• ASA A30

• ASA A20

詳細については、を参照してください。 "NetApp ASA"

SQL Server on ONTAPソリューションを最適化するには、SQL ServerのI/Oパターンと特性を理解する必要が
あります。SQL Serverデータベース用のストレージレイアウトを適切に設計するには、SQL Serverのパフォ
ーマンス要件を満たしながら、インフラ全体の管理性を最大限に高める必要があります。また、ストレージレ
イアウトを適切に配置すれば、初期導入を成功させ、ビジネスの成長に合わせて環境をスムーズに拡張できま
す。

データストレージ設計

Microsoftでは、データファイルとログファイルを別 々 のドライブに配置することを推奨しています。データ
を同時に更新して要求するアプリケーションでは、ログファイルに書き込み負荷がかかり、（アプリケーショ
ンによっては）データファイルの読み取り/書き込み負荷が高くなります。データを取得する場合、ログファ
イルは必要ありません。そのため、データの要求は、そのドライブに配置されたデータファイルから満たすこ
とができます。

新しいデータベースを作成するときは、データとログ用に別 々 のドライブを指定することを推奨します。デ
ータベース作成後にファイルを移動するには、データベースをオフラインにする必要があります。Microsoftの
その他の推奨事項については、 "データファイルとログファイルを別 々 のドライブに配置"。

ストレージユニットに関する考慮事項

ASAのストレージユニットとは、SCSI / FCホストの場合はLUN、NVMeホストの場合はNVMeネームスペース
を指します。サポートされるプロトコルに基づいて、LUN、NVMeネームスペース、またはその両方を作成す
るように求められます。データベース導入用のストレージユニットを作成する前に、SQL ServerのI/Oパター
ンと特性がワークロードやバックアップとリカバリの要件に応じてどのように変わるかを理解しておくことが
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重要です。ストレージユニットに関する次のNetAppの推奨事項を参照してください。

• 管理の複雑さを避けるため、同じホスト上で実行される複数のSQL Server間で同じストレージユニットを
共有しないでください。同じホストで複数のSQL Serverインスタンスを実行する場合は、ノードのストレ
ージユニット数の上限に近い場合を除き、共有は避け、データ管理を容易にするために、ホストごとにイ
ンスタンスごとにストレージユニットを個別に配置してください。

• ドライブレターではなくNTFSマウントポイントを使用して、Windowsのドライブレターの制限（26文字
）を超えます。

• Snapshotスケジュールと保持ポリシーを無効にします。代わりに、SnapCenterを使用して、SQL Server

データストレージユニットのSnapshotコピーを調整します。

• SQL Serverシステムデータベースは専用のストレージユニットに配置します。

• tempdbは、特にI/O負荷の高いDBCC CHECKDB処理のために、SQL Serverが一時的なワークスペースと
して使用するシステムデータベースです。したがって、このデータベースは専用のストレージユニットに
配置します。ストレージユニットの数が課題となる大規模な環境では、慎重に計画したあとに、tempdbと
システムデータベースを同じストレージユニットに統合できます。tempdbのデータ保護は、SQL Server

を再起動するたびにこのデータベースが再作成されるため、優先度の高いものではありません。

• (.mdf`ランダムな読み取り/書き込みワークロードであるため、ユーザデータファイルを別のストレージ
ユニットに配置します。トランザクションログバックアップは、データベースバックアップよりも頻繁に

作成するのが一般的です。このため、トランザクションログファイル(.ldf`）をデータファイルとは別のス
トレージユニットまたはVMDKに配置し、それぞれに個別のバックアップスケジュールを作成できるよう
にします。また、この分離により、ログファイルのシーケンシャルライトI/Oとデータファイルのランダム
リード/ライトI/Oが分離され、SQL Serverのパフォーマンスが大幅に向上します。

• ユーザデータベースファイルとログバックアップを格納するログディレクトリは、バックアップポリシー
のSnapMirror機能でSnapshotが保持ポリシーによって上書きされないように、別 々 のストレージユニッ
トに配置してください。

• データベースファイルとデータベース以外のファイル（フルテキスト検索関連ファイルなど）を同じスト
レージユニットに混在させないでください。

• データベースのセカンダリファイルを（ファイルグループの一部として）別のストレージユニットに配置
すると、SQL Serverデータベースのパフォーマンスが向上します。この分離は、データベースのファイル
がそのストレージユニットを他のファイルと共有していない `.mdf`場合にのみ有効 `.mdf`です。

• Windowsサーバのディスクマネージャを使用してディスクをフォーマットするときは、パーティションの
割り当て単位サイズが64Kに設定されていることを確認してください。

• マウントポイントをホストするストレージユニットにユーザデータベースまたはシステムデータベースを
配置しないでください。

• を参照してください "最新SANに対するONTAPのベストプラクティスに基づくMicrosoft Windowsとネイ
ティブMPIO" WindowsのマルチパスサポートをMPIOプロパティのiSCSIデバイスに適用するには、次の手
順を実行します。

• Always Onフェイルオーバークラスタインスタンスを使用している場合は、Windowsサーバフェイルオー
バークラスタノード間で共有されるストレージユニットにユーザデータベースを配置する必要がありま
す。また、物理ディスククラスタリソースは、SQL Serverインスタンスに関連付けられたクラスタグルー
プに割り当てられます。

データベースファイルとファイルグループ

初期導入段階では、SQL ServerデータベースファイルをONTAPに適切に配置することが
重要です。これにより、パフォーマンス、スペース管理、バックアップとリストアの最
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適な時間が確保され、ビジネス要件に合わせて設定できます。

理論的には、SQL Server（64ビット）ではインスタンスあたり32、767個のデータベースと524、272TBのデ
ータベースサイズがサポートされますが、通常のインストールでは複数のデータベースが使用されます。ただ
し、SQL Serverで処理できるデータベースの数は、負荷とハードウェアによって異なります。SQL Serverイ
ンスタンスでは、数十、数百、場合によっては数千の小規模データベースをホストしていることも珍しくあり
ません。

データベースファイルとファイルグループ

各データベースは、1つ以上のデータファイルと1つ以上のトランザクションログファイルで構成されます。
トランザクションログには、データベーストランザクションに関する情報と、各セッションで行われたすべて
のデータ変更が格納されます。データが変更されるたびに、SQL Serverはトランザクションログに十分な情
報を格納して、アクションを元に戻す（ロールバックする）か、やり直す（再生する）かを指定します。SQL

Serverトランザクションログは、データの整合性と堅牢性に関するSQL Serverの評価に不可欠な要素です。
トランザクションログは、SQL Serverの不可分性、整合性、分離、耐久性（ACID）機能に不可欠です。SQL

Serverは、データページが変更されるとすぐにトランザクションログに書き込みます。すべてのData

Manipulation Language（DML）ステートメント（SELECT、INSERT、UPDATE、DELETEなど）は完全なト
ランザクションであり、トランザクションログによってセットベースの操作全体が確実に実行され、トランザ
クションの不可分性が保証されます。

各データベースには1つのプライマリデータファイルがあり、デフォルトでは.mdf拡張子が付いています。ま
た、各データベースにセカンダリデータベースファイルを含めることもできます。これらのファイルには、デ
フォルトで.ndf拡張子が付いています。

すべてのデータベースファイルはファイルグループにグループ化されます。ファイルグループは論理ユニット
であり、データベース管理を簡素化します。論理オブジェクトの配置と物理データベースファイルを分離でき
ます。データベースオブジェクトテーブルを作成するときは、基になるデータファイルの設定を気にすること
なく、配置するファイルグループを指定します。

ファイルグループ内に複数のデータファイルを配置できるため、複数のストレージデバイスに負荷を分散し
て、システムのI/Oパフォーマンスを向上させることができます。一方、SQL Serverはトランザクションログ
にシーケンシャルに書き込むため、トランザクションログには複数のファイルを使用するメリットはありませ
ん。

ファイルグループ内の論理オブジェクトの配置と物理データベースファイルの配置を分離することで、データ
ベースファイルのレイアウトを微調整し、ストレージサブシステムを最大限に活用できます。与えられたワー
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クロードをサポートするデータファイルの数は、アプリケーションに影響を与えることなく、I/O要件と想定
容量をサポートするために必要に応じて変えることができます。データベースレイアウトのバリエーション
は、データベースファイルではなくファイルグループにデータベースオブジェクトを配置するアプリケーショ
ン開発者には透過的です。

* NetAppでは、システムオブジェクト以外にプライマリファイルグループを使用しないことを
推奨しています。ユーザオブジェクト用に別のファイルグループまたはファイルグループのセ
ットを作成すると、特に大規模なデータベースの場合、データベースの管理とディザスタリカ
バリが容易になります。

データベースインスタンスファイルの初期化

データベースを作成するとき、または既存のデータベースに新しいファイルを追加するときに、初期ファイル
サイズと自動拡張パラメータを指定できます。SQL Serverでは、Proportional Fill Algorithmを使用して、デー
タを書き込むデータファイルを選択します。ファイルで使用可能な空きスペースに比例してデータ量が書き込
まれます。ファイル内の空きスペースが多いほど、処理する書き込み数も多くなります。

* NetAppでは、1つのファイルグループ内のすべてのファイルに同じ初期サイズと自動拡張パラ
メータを設定し、拡張サイズをパーセンテージではなくメガバイト単位で定義することを推奨
しています*。これにより、Proportional Fill Algorithmは、データファイル間で書き込みアクテ
ィビティのバランスを均等に調整できます。

SQL Serverは、ファイルを拡張するたびに、新しく割り当てられたスペースをゼロでいっぱいにします。こ
のプロセスは、対応するファイルへの書き込みが必要なすべてのセッションをブロックします。トランザクシ
ョンログが増加した場合は、トランザクションログレコードを生成します。

SQL Serverは常にトランザクションログをゼロにし、その動作を変更することはできません。ただし、イン
スタントファイルの初期化を有効または無効にすることで、データファイルを初期化するかどうかを制御でき
ます。インスタントファイルの初期化を有効にすると、データファイルの増加を高速化し、データベースの作
成やリストアに必要な時間を短縮できます。

インスタントファイルの初期化には、わずかなセキュリティリスクが伴います。このオプションを有効にする
と、データファイルの未割り当て部分に、以前に削除されたOSファイルの情報を含めることができます。デ
ータベース管理者はこのようなデータを調べることができます。

インスタントファイルの初期化を有効にするには、「ボリュームメンテナンスタスクの実行」とも呼ばれ
るSA_MANAGE_VOLUME_name権限をSQL Serverスタートアップアカウントに追加します。これは、次の
図に示すように、ローカルセキュリティポリシー管理アプリケーション（secpol.msc）で実行できま
す。「Perform volume maintenance task」権限のプロパティを開き、SQL Serverスタートアップアカウント
をユーザのリストに追加します。
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権限が有効になっているかどうかを確認するには、次の例のコードを使用します。このコードは、SQL

Serverがエラーログに追加情報を書き込み、小さなデータベースを作成し、ログの内容を読み取るように強制
する2つのトレースフラグを設定します。

DBCC TRACEON(3004,3605,-1)

GO

CREATE DATABASE DelMe

GO

EXECUTE sp_readerrorlog

GO

DROP DATABASE DelMe

GO

DBCC TRACEOFF(3004,3605,-1)

GO

インスタントファイルの初期化が有効になっていない場合、次の例に示すように、SQL Serverのエラーログ
には、LDFログファイルの初期化に加えてMDFデータファイルが初期化されていることが示されます。インス
タントファイルの初期化を有効にすると、ログファイルの初期化のみが表示されます。
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[Perform Volume Maintenance]タスクはSQL Server 2016では簡素化され、インストールプロセス中にオプシ
ョンとして提供されます。この図は、SQL Serverデータベースエンジンサービスにボリュームメンテナンス
タスクを実行する権限を付与するオプションを示しています。

データベースファイルのサイズを制御するもう1つの重要なデータベースオプションは、自動縮小です。この
オプションを有効にすると、SQL Serverはデータベースファイルを定期的に縮小してサイズを縮小し、オペ
レーティングシステムにスペースを解放します。この処理はリソースを大量に消費するため、新しいデータが
システムに入ってくるとデータベースファイルが再び拡張されるため、あまり有用ではありません。データベ
ースで自動縮小を有効にしないでください。
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ログディレクトリ

ログディレクトリは、トランザクションログバックアップデータをホストレベルで格納するためにSQL

Serverで指定します。SnapCenterを使用してログファイルをバックアップする場合は、SnapCenterで使用さ
れる各SQL Serverホストに、ログバックアップを実行するようにホストログディレクトリを設定する必要が
あります。

ログディレクトリを専用のストレージユニットに配置します。ホストログディレクトリのデータ量は、バック
アップのサイズとバックアップを保持する日数によって異なります。SnapCenterでは、SQL Serverホストご
とに1つのホストログディレクトリのみが許可されます。ホストログディレクトリは、SnapCenter -→ホスト
-→プラグインの設定で設定できます。

• NetAppでは、ホストログディレクトリに次のことを推奨しています*。

• ホストログディレクトリが、バックアップSnapshotデータを破損する可能性のある他のタ
イプのデータと共有されていないことを確認してください。

• SnapCenterによるトランザクション・ログのコピー先となる専用のストレージ・ユニット
に、ホスト・ログ・ディレクトリを作成します。

• Always Onフェイルオーバークラスタインスタンスを使用している場合、ホストログディレ
クトリに使用されるストレージユニットは、SnapCenterでバックアップされるSQL Server

インスタンスと同じクラスタグループ内のクラスタディスクリソースである必要がありま
す。

データ保護

データベースのバックアップ戦略は、理論的な機能ではなく、特定されたビジネス要件
に基づいて行う必要があります。ONTAPのSnapshotテクノロジとMicrosoft SQL Server

APIを組み合わせることで、ユーザデータベースのサイズに関係なく、アプリケーション
と整合性のあるバックアップを迅速に作成できます。より高度なデータ管理やスケール
アウトデータ管理の要件に対応するために、NetAppはSnapCenterを提供しています。

SnapCenter

SnapCenterは、エンタープライズアプリケーション向けのNetAppデータ保護ソフトウェアです。SnapCenter

Plug-in for SQL Serverや、SnapCenter Plug-in for Microsoft Windowsで管理されるOS処理を使用して、SQL

Serverデータベースを迅速かつ簡単に保護できます。

SQL Serverインスタンスは、スタンドアロンセットアップ、フェイルオーバークラスタインスタンス、また
は常時稼働の可用性グループにすることができます。その結果、データベースの保護、クローニング、リスト
アをプライマリコピーまたはセカンダリコピーから単一コンソールで実行できます。SnapCenterでは、SQL

Serverデータベースをオンプレミス、クラウド、ハイブリッド構成の両方で管理できます。また、開発やレポ
ート作成のために、元のホストまたは代替ホストに数分でデータベースコピーを作成することもできます。

また、SQL Serverでは、作成時にSnapshotに正しいデータが存在するように、OSとストレージの間で調整を
行う必要があります。ほとんどの場合、これを行う唯一の安全な方法は、SnapCenterまたはT-SQLを使用す
ることです。この追加の調整なしで作成されたSnapshotは、確実にリカバリできない可能性があります。

SQL Server Plug-in for SnapCenterの詳細については、を参照してください。 "TR-4714：『Best Practice

Guide for SQL Server using NetApp SnapCenter』"。
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T-SQLスナップショットを使用したデータベースの保護

SQL Server 2022では、MicrosoftがT-SQLスナップショットを導入しました。これにより、バックアップ処理
のスクリプト作成と自動化を行うことができます。フルサイズのコピーを実行する代わりに、Snapshot用に
データベースを準備できます。データベースのバックアップ準備が完了したら、ONTAP REST APIを使用し
てSnapshotを作成できます。

次に、バックアップワークフローの例を示します。

1. ALTERコマンドを使用してデータベースをフリーズします。これにより、基盤となるストレージ上で整合
性のあるSnapshotを作成するためのデータベースが準備されます。フリーズ後、backupコマンドを使用
してデータベースをフリーズ解除し、スナップショットを記録できます。

2. 新しいbackup groupコマンドとbackup serverコマンドを使用して、ストレージユニット上の複数のデータ
ベースのスナップショットを同時に実行します。

3. データベースワークロードが複数のストレージユニットにまたがっている場合は、整合グループを作成し
て管理タスクを簡易化します。整合グループは、単一ユニットとして管理されるストレージユニットの集
まりです。

4. フルバックアップまたはCOPY_ONLYフルバックアップを実行します。これらのバックアップもmsdbに
記録されます。

5. スナップショットフルバックアップ後に通常のストリーミング方式で作成されたログバックアップを使用
して、ポイントインタイムリカバリを実行します。必要に応じて、ストリーミング差分バックアップもサ
ポートされます。

詳細については、を参照してください "T-SQLスナップショットについて知るためのMicrosoftのドキュメント
"。

* NetAppでは* SnapCenterを使用してSnapshotコピーを作成することを推奨しています。前述
のT-SQL方式も機能しますが、SnapCenterでは、バックアップ、リストア、クローニングのプ
ロセスを完全に自動化できます。また、検出を実行して、正しいSnapshotが作成されているこ
とを確認します。

ディザスタリカバリ

ディザスタリカバリ

エンタープライズデータベースやアプリケーションインフラでは、自然災害や予期しな
いビジネスの中断からダウンタイムを最小限に抑えて保護するために、レプリケーショ
ンが必要になることがよくあります。

SQL Server Always-On可用性グループレプリケーション機能は優れたオプションであり、NetAppには、デー
タ保護とAlways-Onを統合するためのオプションが用意されています。ただし、場合によっては、次のオプシ
ョンを使用してONTAPレプリケーションテクノロジを検討することもできます。

SnapMirror

SnapMirrorテクノロジーは、LANおよびWAN経由でデータを複製するための高速で柔軟なエンタープライズ
ソリューションを提供します。最初のミラーリングの作成後は、変更されたデータブロックのみがデスティネ
ーションに転送されるため、必要なネットワーク帯域幅が大幅に削減されますSnapMirror。同期モードまたは
非同期モードのいずれかで設定できます。NetApp ASAでのSnapMirror同期レプリケーションは、SnapMirror
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アクティブ同期を使用して設定します。

SnapMirrorアクティブ同期

多くのお客様にとって、ビジネス継続性には、単にデータのリモートコピーを所有するだけでな
く、SnapMirrorのアクティブ同期を使用してNetApp ONTAPで可能なデータを迅速に利用できる機能が必要で
す。

SnapMirrorアクティブ同期を使用すると、基本的には2つの異なるONTAPシステムでLUNデータの独立したコ
ピーを維持しながら、このLUNの単一インスタンスを提供できます。ホストの観点からは、単一のLUNエンテ
ィティです。SnapMirrorアクティブ同期は、iSCSI / FCベースのLUNでサポートされます。

SnapMirrorアクティブ同期はRPO=0のレプリケーションを提供し、2つの独立したクラスタ間で簡単に実装で
きます。データの2つのコピーが同期されると、2つのクラスタは書き込みをミラーリングするだけで済みま
す。一方のクラスタで書き込みが発生すると、もう一方のクラスタにレプリケートされます。書き込みの確認
応答がホストに送信されるのは、両方のサイトで書き込みが完了した場合だけです。このプロトコルスプリッ
ト動作以外では、2つのクラスタは通常のONTAPクラスタです。

SM-ASの主なユースケースの1つに、きめ細かなレプリケーションがあります。すべてのデータを1つのユニ
ットとしてレプリケートしたくない場合や、特定のワークロードを選択的にフェイルオーバーできる必要があ
る場合があります。

SM-ASのもう1つの主なユースケースは、アクティブ/アクティブ処理です。アクティブ/アクティブ処理で
は、データの完全に使用可能なコピーを、同じパフォーマンス特性を持つ2つの異なるクラスタに配置し、必
要に応じてSANをサイト間で拡張する必要がありません。アプリケーションがサポートされていれば、両方の
サイトでアプリケーションをすでに実行しておくことができます。これにより、フェイルオーバー処理中の全
体的なRTOが削減されます。

SnapMirror

SnapMirror for SQL Serverの推奨事項は次のとおりです。

• 迅速なデータリカバリのニーズが高い場合は、SnapMirrorアクティブ同期を使用した同期レプリケーショ
ンを使用し、RPOの柔軟性を高める非同期ソリューションを使用します。

• SnapCenterを使用してデータベースをバックアップし、Snapshotをリモートクラスタにレプリケートす
る場合は、整合性を確保するためにコントローラからのSnapMirror更新のスケジュールを設定しないでく
ださい。代わりに、フルバックアップまたはログバックアップの完了後にSnapCenterからのSnapMirror更
新を有効にしてSnapMirrorを更新します。

• SQL Serverデータを含むストレージユニットをクラスタ内の複数のノードに分散して、すべてのクラスタ
ノードでSnapMirrorレプリケーションアクティビティを共有できるようにします。この分散により、ノー
ドリソースの使用が最適化されます。

SnapMirrorの詳細については、を参照してください。 "TR-4015：『SnapMirrorの設定およびベストプラクテ
ィスガイド- ONTAP 9』"。

SnapMirrorアクティブ同期

概要

SnapMirror Active Syncを使用すると、ストレージやネットワークが停止しても、個 々
のSQL Serverデータベースとアプリケーションの運用を継続できます。透過的なストレ

9

https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf
https://www.netapp.com/us/media/tr-4015.pdf


ージフェイルオーバーにより、手動操作は不要です。

SnapMirrorアクティブ同期は、同期双方向レプリケーションを提供する対称アクティブ/アクティブアーキテ
クチャをサポートし、ビジネス継続性とディザスタリカバリを実現します。複数の障害ドメインにわたるデー
タへの同時読み取り/書き込みアクセスにより、重要なSANワークロードのデータアクセスを保護し、運用を
中断させず、災害やシステム障害時のダウンタイムを最小限に抑えることができます。

SQL Serverホストは、ファイバチャネル（FC）LUNまたはiSCSI LUNを使用してストレージにアクセスしま
す。レプリケートされたデータのコピーをホストする各クラスタ間のレプリケーション。この機能はストレー
ジレベルのレプリケーションであるため、スタンドアロンホストインスタンスまたはフェイルオーバークラス
タインスタンス上で実行されているSQL Serverインスタンスは、どちらのクラスタでも読み取り/書き込み処
理を実行できます。計画と設定の手順については、を参照してください"SnapMirror Active Syncに関す
るONTAPドキュメント"。

対称アクティブ/アクティブとSnapMirrorアクティブのアーキテクチャ

同期レプリケーション

通常運用時には、1つの例外を除き、各コピーは常にRPO=0の同期レプリカになります。データをレプリケー
トできない場合、ONTAPでは、データのレプリケートという要件が解除され、一方のサイトのLUNがオフラ
インになる間に、一方のサイトでIOの提供が再開されます。

ストレージハードウェア

他のストレージディザスタリカバリソリューションとは異なり、SnapMirrorアクティブ同期は非対称プラット
フォームの柔軟性を提供します。各サイトのハードウェアが同一である必要はありません。この機能を使用す
ると、SnapMirrorアクティブ同期をサポートするために使用するハードウェアのサイズを適正化できます。リ
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モートストレージシステムは、本番環境のワークロードを完全にサポートする必要がある場合はプライマリサ
イトと同一にすることができますが、災害によってI/Oが減少した場合は、リモートサイトの小規模システム
よりも対費用効果が高くなります。

• ONTAPメディエーター**

ONTAPメディエーターは、NetAppサポートからダウンロードするソフトウェアアプリケーションで、通常は
小規模な仮想マシンに導入されます。ONTAPメディエーターはTiebreakerではありません。これ
は、SnapMirrorのアクティブな同期レプリケーションに含まれる2つのクラスタの代替通信チャネルです。自
動処理は、パートナーから直接接続またはメディエーター経由で受け取った応答に基づいてONTAPによって
実行されます。

ONTAPメディエーター

フェイルオーバーを安全に自動化するにはメディエーターが必要です。理想的には、独
立した3つ目のサイトに配置しますが、レプリケーションに参加しているクラスタの1つ
と同じ場所に配置すれば、ほとんどのニーズに対応できます。

メディエーターは実際にはTiebreakerではありませんが、それは事実上それが提供する機能です。処理は行わ
れず、代わりにクラスタ間の通信用の代替通信チャネルを提供します。
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自動フェイルオーバーの最大の課題はスプリットブレインの問題であり、この問題は2つのサイト間の接続が
失われた場合に発生します。何が起こるべきでしょうか? 2つの異なるサイトがデータのサバイバーコピーと
して自分自身を指定する必要はありませんが、1つのサイトでは、反対側のサイトが実際に失われたことと、
反対側のサイトと通信できないことを区別するにはどうすればよいでしょうか。

ここでメディエーターが写真に入ります3番目のサイトに配置され、各サイトからそのサイトへの個別のネッ
トワーク接続がある場合は、他のサイトの正常性を検証するための追加のパスが各サイトに用意されていま
す。上の図をもう一度見て、次のシナリオを検討してください。
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• 一方または両方のサイトからメディエーターに障害が発生した場合、またはメディエーターに到達できな
い場合はどうなりますか？

◦ 2つのクラスタは、レプリケーションサービスに使用されるのと同じリンクを介して相互に通信できま
す。

◦ データは引き続きRPO=0の保護で提供される

• サイトAに障害が発生した場合の動作

◦ サイトBは、両方の通信チャネルがダウンしたことを確認します。

◦ サイトBがデータサービスをテイクオーバーするが、RPO=0ミラーリングなし

• サイトBで障害が発生した場合の動作

◦ サイトAでは、両方の通信チャネルがダウンしていることが確認されます。

◦ サイトAがデータサービスをテイクオーバーするが、RPO=0ミラーリングなし

もう1つ考慮すべきシナリオがあります。データレプリケーションリンクの停止です。サイト間のレプリケー
ションリンクが失われた場合、RPO=0のミラーリングは明らかに不可能です。ではどうすればいいのでしょ
うか。

これは、優先サイトのステータスによって制御されます。SM-AS関係では、一方のサイトがもう一方のサイ
トのセカンダリになります。これは通常の運用には影響せず、すべてのデータアクセスは対称的ですが、レプ
リケーションが中断された場合は、運用を再開するためにこの関係を解除する必要があります。その結果、優
先サイトはミラーリングなしで処理を継続し、レプリケーション通信がリストアされるまでセカンダリサイト
はIO処理を停止します。

優先サイト

SnapMirrorのアクティブな同期の動作は対称ですが、重要な例外が1つあります（推奨サ
イト構成）。

SnapMirrorアクティブ同期では、一方のサイトが「ソース」で、もう一方が「デスティネーション」と見なさ
れます。これは一方向のレプリケーション関係を意味しますが、IO動作には適用されません。レプリケーショ
ンは双方向であり、対称であり、IO応答時間はミラーの両側で同じです。

`source`指定は、優先サイトを制御します。レプリケーションリンクが失われた場合、ソースコピ

ー上のLUNパスは引き続きデータを提供しますが、デスティネーションコピー上のLUNパスは、レプ

リケーションが再確立されてSnapMirrorが同期状態に戻るまで使用できなくなります。その後、
パスでデータの提供が再開されます。

ソース/デスティネーションの設定はSystemManagerで確認できます。
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または、CLIで次の操作を行います。

Cluster2::> snapmirror show -destination-path jfs_as2:/cg/jfsAA

                            Source Path: jfs_as1:/cg/jfsAA

                       Destination Path: jfs_as2:/cg/jfsAA

                      Relationship Type: XDP

                Relationship Group Type: consistencygroup

                    SnapMirror Schedule: -

                 SnapMirror Policy Type: automated-failover-duplex

                      SnapMirror Policy: AutomatedFailOverDuplex

                            Tries Limit: -

                      Throttle (KB/sec): -

                           Mirror State: Snapmirrored

                    Relationship Status: InSync

重要なのは、ソースがcluster1のSVMであることです。前述のように、「ソース」と「デスティネーション」
という用語は、レプリケートされたデータのフローを表していません。両方のサイトが書き込みを処理し、反
対側のサイトにレプリケートできます。実際には、両方のクラスタがソースとデスティネーションです。1つ
のクラスタをソースとして指定すると、レプリケーションリンクが失われた場合に、どのクラスタが読み取
り/書き込みストレージシステムとして残っているかが制御されます。

ネットワークトポロジ

均一なアクセス

統一されたアクセスネットワークとは、ホストが両方のサイト（または同じサイト内の
障害ドメイン）のパスにアクセスできることを意味します。

SM-ASの重要な機能の1つは、ホストがどこにあるかを認識するようにストレージシステムを設定できること
です。LUNを特定のホストにマッピングするときに、LUNが特定のストレージシステムに近接しているかどう
かを指定できます。

NetApp ASAシステムは、クラスタ上のすべてのパスでアクティブ/アクティブマルチパスを提供します。これ
はSM-AS設定にも適用されます。
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アクセスが統一されている場合、IOはWANを通過します。これはフルメッシュネットワーククラスタであ
り、すべてのユースケースに適している場合とそうでない場合があります。

2つのサイトがファイバ接続で100m離れている場合、WANを経由する追加のレイテンシは検出されません
が、サイト間の距離が離れていると、両方のサイトで読み取りパフォーマンスが低下します。不均一なアクセ
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スネットワークを使用するASAは、サイト間のレイテンシアクセスペナルティを発生させることなく、ASAの
コストと機能のメリットを享受したり、ホストプロキシミティ機能を使用して両方のサイトでサイトローカル
の読み取り/書き込みアクセスを許可したりすることができます。

低レイテンシ構成でSM-ASを使用するASAには、2つの興味深い利点があります。まず、I/Oは2倍のパスを使
用して2倍のコントローラで処理できるため、1台のホストのパフォーマンスが実質的に2倍になります。2つ
目は、単一サイト環境では、ホストへのアクセスを中断することなくストレージシステム全体が失われる可能
性があるため、非常に高い可用性を提供することです。

近接設定

プロキシミティとは、特定のホストWWNまたはiSCSIイニシエータIDがローカルホストに属していることを
示すクラスタ単位の構成を指します。これは、LUNアクセスを設定するための2番目のオプションの手順で
す。

最初の手順では、通常のigroup設定を行います。各LUNは、そのLUNにアクセスする必要があるホスト
のWWN/iSCSI IDを含むigroupにマッピングする必要があります。これは、どのホストがLUNに_access_toを
持つかを制御します。

2番目のオプション手順は、ホストプロキシミティを設定することです。これはアクセスを制御するのではな
く、_priority_を制御します。

たとえば、サイトAのホストがSnapMirror Active Syncで保護されているLUNにアクセスするように設定され
ている場合、SANがサイト間で拡張されるため、サイトAのストレージまたはサイトBのストレージを使用し
てそのLUNへのパスを使用できます。

近接設定を使用しない場合、両方のストレージシステムがアクティブな最適パスをアドバタイズするため、そ
のホストは両方のストレージシステムを均等に使用します。SANのレイテンシやサイト間の帯域幅に制限があ
る場合は、この設定を解除できない可能性があります。また、通常動作中に各ホストがローカルストレージシ
ステムへのパスを優先的に使用するように設定することもできます。これは、ホストWWN/iSCSI IDをローカ
ルクラスタに近接ホストとして追加することで設定します。これは、CLIまたはSystemManagerで実行できま
す。

ホストプロキシミティが設定されている場合、パスは次のように表示されます。
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不均一なアクセス

非ユニフォームアクセスネットワークとは、各ホストがローカルストレージシステム上
のポートにしかアクセスできないことを意味します。SANを複数のサイト（または同じ
サイト内の障害ドメイン）に拡張することはできません。
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このアプローチの主なメリットはSANのシンプルさです。SANをネットワーク経由で拡張する必要がなくな
ります。お客様によっては、サイト間の接続遅延が十分でない場合や、サイト間ネットワーク経由でFC SAN

トラフィックをトンネリングするためのインフラストラクチャが不足している場合があります。
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不均一なアクセスの欠点は、レプリケーションリンクの喪失などの特定の障害シナリオで、一部のホストがス
トレージにアクセスできなくなることです。ローカルストレージの接続が失われると、単一のホストでのみ実
行されている非クラスタデータベースなど、単一インスタンスとして実行されるアプリケーションは失敗しま
す。データは保護されますが’データベース・サーバはアクセスできなくなりますリモートサイトで、できれ
ば自動化されたプロセスを使用して再起動する必要があります。たとえば、VMware HAは、あるサーバでオ
ールパスダウン状態を検出し、パスが使用可能な別のサーバでVMを再起動できます。

一方、Oracle RACなどのクラスタ化されたアプリケーションは、2つの異なるサイトで同時に利用可能なサー
ビスを提供できます。サイトが失われても、アプリケーションサービス全体が失われるわけではありません。
サバイバーサイトでは、引き続きインスタンスを使用して実行できます。

多くの場合、サイト間リンク経由でストレージにアクセスするアプリケーションによるレイテンシのオーバー
ヘッドは許容できません。つまり、サイトのストレージが失われると、障害が発生したサイトのサービスをシ
ャットダウンする必要が生じるため、統一されたネットワークの可用性の向上は最小限で済みます。

この図では、わかりやすいように、ローカルクラスタを経由する冗長パスを示していません。ONTAPストレ
ージシステム自体はHAであるため、コントローラ障害が発生してもサイト障害は発生しません。影響を受け
るサイトで使用されるローカルパスが変更されるだけです。

概要

SQL Serverは、いくつかの方法でSnapMirrorアクティブ同期と連携するように設定でき
ます。適切な答えは、使用可能なネットワーク接続、RPOの要件、可用性の要件によっ
て異なります。

SQL Serverのスタンドアロンインスタンス

ファイルレイアウトとサーバ設定のベストプラクティスは、ドキュメントで推奨されているものと同
じ"ONTAP上のSQL Server"です。

スタンドアロン構成では、SQL Serverを1つのサイトでのみ実行できます。おそらく"均一（ Uniform ）"アク
セスが使用されます。
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アクセス方法が統一されていれば、どちらかのサイトでストレージ障害が発生してもデータベースの処理は中
断されません。データベース・サーバを含むサイトで完全なサイト障害が発生すると’当然’システム停止が発
生します

一部のお客様は、リモートサイトで実行されているOSを、構成済みのSQL Serverセットアップで構成し、本
番インスタンスと同等のビルドバージョンで更新することもできます。フェイルオーバーを実行するには、代
替サイトでSQL Serverのスタンドアロンインスタンスをアクティブ化し、LUNを検出して、データベースを
起動する必要があります。ストレージ側からの操作が不要なため、Windows PowerShellコマンドレットを使
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用して完全なプロセスを自動化できます。

"不均一"アクセスも使用できますが、データベースにストレージへの使用可能なパスがないために、データベ
ースサーバが配置されていたストレージシステムで障害が発生すると、データベースが停止します。これは、
場合によっては許容される可能性があります。SnapMirrorのアクティブな同期では引き続きRPO=0のデータ
保護が提供され、サイト障害が発生した場合でも、稼働しているコピーがアクティブになり、前述の統一され
たアクセスと同じ手順で運用を再開できます。

シンプルで自動化されたフェイルオーバープロセスは、仮想化ホストを使用してより簡単に設定できます。た
とえば、SQL ServerデータファイルをブートVMDKとともにセカンダリストレージに同期的にレプリケート
する場合は、災害が発生したときに代替サイトで環境全体をアクティブ化できます。管理者は、サバイバーサ
イトでホストを手動でアクティブ化することも、VMware HAなどのサービスを使用してプロセスを自動化す
ることもできます。

SQL Serverフェイルオーバークラスタインスタンス

SQL Serverフェイルオーバーインスタンスは、物理サーバまたは仮想サーバ上でゲストオペレーティングシ
ステムとして実行されているWindowsフェイルオーバークラスタでホストすることもできます。このマルチホ
ストアーキテクチャは、SQL Serverインスタンスとストレージの耐障害性を提供します。このような導入
は、強化されたパフォーマンスを維持しながら堅牢なフェイルオーバープロセスを必要とする、負荷の高い環
境に役立ちます。フェイルオーバークラスタのセットアップでは、ホストまたはプライマリストレージが影響
を受けると、SQLサービスがセカンダリホストにフェイルオーバーされ、同時にセカンダリストレージがIOを
処理できるようになります。自動化スクリプトや管理者の介入は必要ありません。

障害シナリオ

完全なSnapMirrorアクティブ同期アプリケーションアーキテクチャを計画するには、さ
まざまな計画的フェイルオーバーシナリオと計画外フェイルオーバーシナリオでSM-AS

がどのように対応するかを理解する必要があります。

次の例では、サイトAが優先サイトとして設定されているとします。

レプリケーション接続の切断

SM-ASレプリケーションが中断されると、クラスタが反対側のサイトに変更をレプリケートできなくなるた
め、書き込みIOを完了できません。

サイトA（優先サイト）

優先サイトでのレプリケーションリンク障害の結果、レプリケーションリンクが本当に到達不能であると判断
される前に、ONTAPがレプリケートされた書き込み処理を再試行するため、書き込みIO処理が約15秒間中断
されます。15秒が経過すると、サイトAのシステムが読み取りと書き込みのIO処理を再開します。SANパスは
変更されず、LUNはオンラインのままです。

サイトB

サイトBはSnapMirrorアクティブ同期優先サイトではないため、約15秒後にLUNパスが使用できなくなりま
す。

ストレージシステムの障害

ストレージシステム障害の結果は、レプリケーションリンクが失われた場合とほぼ同じです。サバイバーサイ
トでは、IOが約15秒間停止します。その15秒が経過すると、IOは通常どおりそのサイトで再開されます。
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メディエーターの停止

メディエーターサービスはストレージの処理を直接制御しません。クラスタ間の代替制御パスとして機能しま
す。これは主に、スプリットブレインのリスクを伴わずにフェイルオーバーを自動化することを目的としてい
ます。通常運用時は、各クラスタがパートナーに変更内容をレプリケートするため、各クラスタはパートナー
クラスタがオンラインでデータを提供していることを確認できます。レプリケーションリンクに障害が発生す
ると、レプリケーションは停止します。

安全な自動フェイルオーバーを実現するためにメディエーターが必要になるのは、そうしないと、双方向通信
の切断がネットワークの停止によるものか実際のストレージ障害によるものかをストレージクラスタが判断で
きないためです。

メディエーターは、パートナーの健常性を確認するための代替パスを各クラスタに提供します。シナリオは次
のとおりです。

• クラスタがパートナーに直接接続できる場合は、レプリケーションサービスが動作しています。対処は不
要です。

• 優先サイトがパートナーに直接またはメディエーターを介してアクセスできない場合、パートナーが実際
に使用できないか分離されてLUNパスがオフラインになっているとみなされます。その後、優先サイト
でRPO=0の状態が解除され、読み取りI/Oと書き込みI/Oの両方の処理が続行されます。

• 非優先サイトがパートナーに直接接続できず、メディエーター経由で接続できる場合、そのサイトのパス
はオフラインになり、レプリケーション接続が戻るまで待機します。

• 優先されないサイトがパートナーに直接、または動作中のメディエーターを介してアクセスできない場
合、パートナーが実際に使用できないか分離され、LUNパスがオフラインになったとみなされます。優先
されないサイトは、RPO=0状態の解放に進み、読み取りI/Oと書き込みI/Oの両方の処理を続行します。レ
プリケーションソースの役割を引き継ぎ、新しい優先サイトになります。

メディエーターが完全に使用できない場合：

• 非優先サイトまたはストレージシステムの障害など、何らかの理由でレプリケーションサービスに障害が
発生すると、優先サイトでRPO=0状態が解放され、読み取りおよび書き込みIO処理が再開されます。非優
先サイトのパスがオフラインになります。

• 優先サイトに障害が発生すると、非優先サイトでは、反対側のサイトが本当にオフラインであることを確
認できず、そのため非優先サイトがサービスを再開しても安全ではないため、システムが停止します。

サービスのリストア

サイト間の接続のリストアや障害が発生したシステムの電源投入などの障害が解決されると、SnapMirrorのア
クティブな同期エンドポイントは、障害のあるレプリケーション関係の存在を自動的に検出してRPO=0状態
に戻します。同期レプリケーションが再確立されると、障害が発生したパスは再びオンラインになります。

多くの場合、クラスタ化されたアプリケーションは障害が発生したパスの復帰を自動的に検出し、それらのア
プリケーションもオンラインに戻ります。また、ホストレベルのSANスキャンが必要な場合や、アプリケーシ
ョンを手動でオンラインに戻す必要がある場合もあります。それはアプリケーションとそれがどのように構成
されているかによって異なり、一般的にそのようなタスクは簡単に自動化することができます。ONTAP自体
は自己回復型であり、RPO=0のストレージ処理を再開するためにユーザの介入は不要です。

手動フェイルオーバー

優先サイトを変更するには、簡単な操作が必要です。クラスタ間でレプリケーション動作の権限が切り替わる
ため、IOは1~2秒間停止しますが、それ以外の場合はIOには影響しません。
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