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[root@hostl ~]# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on

/dev/mapper/rhel-root 52403200 8811464 43591736 17% /
devtmpfs 65882776 0 65882776 0% /dev
fas8060-nfs-public:/install 199229440 119368128 79861312 60%
/install

/dev/mapper/sanvg-lvorabin 20961280 12348476 8612804 59%
/orabin

/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

R a—L - FIL—TFORENE (RUa—L - FIL—T48) - GERY1—L2) LLSHEROFNA 2%
PEHETE FTCOBA. KU 2— L7 L— T DL sanvg
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To CDBITIE. sanvg R a—LTIL—TF:
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[root@hostl ~]# pvdisplay -C -o pv_name,pv_size,pv_fmt,vg name
PV PSize VG
/dev/mapper/3600a0980383030445424487556574266 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574267 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574268 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574269 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426a 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426b 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426¢c 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426d 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426e 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426f 10.00g sanvg
/dev/sda?2 278.38g rhel

ASM LUNODEF!

ASM LUNHBIT T IHMEND D £, LUNZLUN/NZDE % sqlplush 5SYSASMI—H ¥ L TEET 31
. OO REEITLET,

SQL> select path||' '|los mb from v$asm disk;
PATH||''||OS_MB

/dev/oracleasm/disks/ASMO 10240
/dev/oracleasm/disks/ASM9 10240
/dev/oracleasm/disks/ASM8 10240
/dev/oracleasm/disks/ASM7 10240
/dev/oracleasm/disks/ASM6 10240
/dev/oracleasm/disks/ASM5 10240
/dev/oracleasm/disks/ASM4 10240
/dev/oracleasm/disks/ASM1 10240
/dev/oracleasm/disks/ASM3 10240
/dev/oracleasm/disks/ASM2 10240
10 rows selected.

SQL>
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CDFIEHTT TDE. ONTAPISAEA L —JF7 L1 % storage array show AV Y REETLEITR
INB3F—T 1 —ILRIE PRXTLEOABLUNDERICERINZ L 714 v I XTY . XDOFITIE. SE6
7L EDLUN FOREIGN 1 FL 7 v o X% AL TONTAPRICKRTRENE T, FOR-1o

SNEBT L DR

Cluster0l::> storage array show -fields name,prefix

name prefix

FOREIGN_l FOR-1
Cluster0l::>

NEBLUND B!

LUNZFRTT ICIE. array-name ICBBIL X storage disk show ANV RZEERTLETRINE T
—&F. BITFIERICEREISEBINE T,

Cluster0Ol::> storage disk show -array-name FOREIGN 1 -fields disk, serial

disk serial-number
FOR-1.1 800DTSHuUVWBX
FOR-1.2 800DTSHUVWBZ
FOR-1.3 800DTSHuUVWBW
FOR-1.4 800DTSHuUVWBY
FOR-1.5 800DTSHuUVWB/
FOR-1.6 800DTSHuVWBa
FOR-1.7 800DTS$SHuVWBd
FOR-1.8 800DTSHuUVWBb
FOR-1.9 800DTS$SHuUVWBC

FOR-1.10 800DTSHuUVWBe
FOR-1.11 800DTSHuUVWBE
FOR-1.12 800DTSHuUVWBg
FOR-1.13 800DTSHuUVWBi
FOR-1.14 800DTS$SHuUVWBh
FOR-1.15 800DTSHuUVWB]J
FOR-1.16 800DTSHuUVWBk
FOR-1.17 800DTSHuUVWBmM
FOR-1.18 800DTSHuUVWB1
FOR-1.19 800DTSHuUVWBO
FOR-1.20 800DTSHuUVWBN
20 entries were displayed.
Cluster0l::>
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Cluster0l::*> storage disk modify {-serial-number 800DTS$SHUVWBW} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign true

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuVWBn} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign true
ClusterQ0l::*>
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ZRELET snapshot-policy ‘to ‘none, B{T7OELXICIF. KEDT—FDANBINE ETNDIH
EHHDET, FD/DH. SnapshotiCl REBRT —EDF ¥ TF v I3 752> TSnapshotZ {ERL T 3
o AR—HENKIBIZIBINT 20884 H D £7,

ClusterOl::> volume create -volume new asm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1152] Job succeeded: Successful

Cluster0Ol::> volume create -volume new lvm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1153] Job succeeded: Successful
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Cluster0l::*> lun create -vserver vserverl
linux -foreign-disk 800DTSHuUVWBW

Created a LUN of size 10g (10737418240)
Cluster0l::*> lun create -vserver vserverl
linux -foreign-disk 800DTSHuUVWBX

Created a LUN of size 10g (10737418240)

Created a LUN of size 10g (10737418240)
Cluster0l::*> lun create -vserver vserverl
linux -foreign-disk 800DTSHuUVWBnNn

Created a LUN of size 10g (10737418240)
Cluster0l::*> lun create -vserver vserverl
linux -foreign-disk 800DTSHuVWBO

Created a LUN of size 10g (10737418240)

A VR— FERZEIEN S B

-path /vol/new asm/LUNO -ostype

-path /vol/new asm/LUN1 -ostype

-path /vol/new lvm/LUN8 -ostype

-path /vol/new lvm/LUN9 -ostype
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ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUNO

Warning: This command will take LUN "/vol/new asm/LUNO" in Vserver

"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUN1

Warning: This command will take LUN "/vol/new asm/LUN1" in Vserver

"vserverl" offline.

Do you want to continue? {yln}: vy

Warning: This command will take LUN "/vol/new lvm/LUN8" in Vserver

"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new lvm/LUN9

Warning: This command will take LUN "/vol/new lvm/LUN9" in Vserver

"vserverl" offline.

Do you want to continue? {yln}: vy

LUNDBA T ZA IR o750 AEBLUND S ) ZILES % lun import create ANV RZRITLET



ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUNO
-foreign-disk 800DT$HuUVWBW
ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUN1
-foreign-disk 800DTSHuUVWBX

ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUNS8
-foreign-disk 800DTSHuUVWBnN

ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN9
-foreign-disk 800DTSHuUVWRO

ClusterQ0l::*>

IRTDA VR— hEFEHEILENTS. LUNZF Y SAVICRI CEDNTEE D,

ClusterOl::*> lun online -vserver vserverl -path /vol/new asm/LUNO
ClusterOl::*> lun online -vserver vserverl -path /vol/new_asm/LUN1

ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUNS8
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN9
ClusterO0l::*>

1= IT—RTI—TDIERK

A= IT—RJIL—7 (igroup) I&. ONTAPLUNY A F VI 7—FFTIF v D—ETY, #HL IERRL
7=LUNICIE. RRMIROICT 7R ZFT LBWHEDTIOERITEEFHA. FDORHICIE. 7O %EF
A] 9§ BFC WWNE7zIZiSCSIT => T —42%% U X L3 BigroupZER L £d. CDLKR— FDIERHBEET
I&. FLUEFC LUNTOD&HR—FINTWE LT 72720 BITEDISCSINOZHIIEETY (28H1) ,
"0k LT,

COBITIE. KR N OHBATERTER2 DDA — MIMIET 320 DWWNE ST igroupAMER S N E T

Cluster0l::*> igroup create linuxhost -protocol fcp -ostype linux
-initiator 21:00:00:0e:1e:16:63:50 21:00:00:0e:1e:16:63:51

FTLULUNERX I vEYS
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—Z2JTNTVW3E. E7LATRERLV I ZILBESDOLUNDRETNZ VR IDBHD-HTT, YILF/INX
DRFECT —XDIKIBHRET ZA8EMELHD £,



Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost
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[oracle@Rhostl bin]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base remains unchanged with value /orabin
[oracle@hostl binl$ sglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, Automatic Storage Management, OLAP, Advanced
Analytics

and Real Application Testing options

SQL> shutdown immediate;

Database closed.

Database dismounted.

ORACLE instance shut down.

SQL>

gy RY—EXZIvy bEOY

BITTASANR—ZD T 71 I AT LD1DICIE. Oracle ASMH—EZXHEENTWVWET, EB XA 3LUN
ERIESBICIE. 770N RT LR T4 AITV NTBIRELRHD FT, 2FD. COT7MILATLE
THWTWA3 777280 7O A2 IR TEILETIRERADHD £7,

[oracle@hostl bin]$ ./crsctl stop has -f

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'hostl'

CRS-2673: Attempting to stop 'ora.evmd' on 'hostl'

CRS-2673: Attempting to stop 'ora.DATA.dg' on 'hostl'

CRS-2673: Attempting to stop 'ora.LISTENER.lsnr' on 'hostl'

CRS-2677: Stop of 'ora.DATA.dg' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.asm' on 'hostl'

CRS-2677: Stop of 'ora.LISTENER.lsnr' on 'hostl' succeeded

CRS-2677: Stop of 'ora.evmd' on 'hostl' succeeded

CRS-2677: Stop of 'ora.asm' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.cssd' on 'hostl'

CRS-2677: Stop of 'ora.cssd' on 'hostl' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'hostl' has completed

CRS-4133: Oracle High Availability Services has been stopped.
[oracle@hostl bin]$
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[root@hostl ~]# umount /orabin
[root@hostl ~]# umount /backups

R)a—LIIWN—TDkT7 V7171t

TBEDR) 2a—LIIN—TADIRTDIT 7AINI AT LT AR T bENTcH. TEDRY a—LTI)L—
TZkT7 0T TITEET,

[root@hostl ~]# vgchange --activate n sanvg
0 logical volume(s) in volume group "sanvg" now active
[root@hostl ~]#

FCry bT—UDEE

FCY —>%#EHLT. "X MDEAETLAANDIARTOT I %HIRL. ONTAPAD 7 I X %EFEILT
ETB&LSICHEDFELT=

®4 VR— Ot XOREE

LUND >V R— 7O X ZE8E T 3ICIE. lun import start ANXNYRZEEITLET

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUNO
Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUN1

ClusterOl::lun import*> lun import start -vserver vserverl -path
/vol/new lvm/LUNS8

Cluster0l::1lun import*> lun import start -vserver vserverl -path
/vol/new_lvm/LUN9

Cluster0l::1lun import*>

1 2 R— b DEHIRRDEER

A4 UR— MEEEEIRT BICIE. lun import show AN Y RZEERITLEFIXRORITRTLSIC. 20T
TOLUNDA YV R— b EERTHTY, 2FDH. T—2IAE—NEBHX/EEITHTH>TH. ONTAPH ST —
RICTIVEATEBREDICHEDFT,



Cluster0l::1lun import*> lun import show -fields path,percent-complete

vserver foreign-disk path percent-complete
vserverl B800DTSHuVWB/ /vol/new asm/LUN4 5
vserverl B8O00DTSHuUVWBW /vol/new asm/LUNO 5
vserverl 800DTSHuUVWBX /vol/new asm/LUN1 6
vserverl B800DTSHuUVWBY /vol/new asm/LUN2 6
vserverl B800DTSHuVWBZ /vol/new asm/LUN3 5
vserverl 800DT$HuVWBa /vol/new asm/LUNS5 4
vserverl B800DT$SHuUVWBb /vol/new asm/LUN6 4
vserverl B800DT$HuVWBc /vol/new asm/LUN7 4
vserverl 800DT$HuVWBdA /vol/new asm/LUN8 4
vserverl B800DT$HuVWBe /vol/new_asm/LUN9 4
vserverl 800DTSHuVWBf /vol/new lvm/LUNO 5
vserverl 800DT$HuUVWBg /vol/new lvm/LUN1 4
vserverl B800DT$HuVWBh /vol/new lvm/LUN2 4
vserverl 800DTS$HuVWBi /vol/new lvm/LUN3 3
vserverl 800DT$HuVWBj /vol/new lvm/LUN4 3
vserverl B800DT$SHuVWBk /vol/new lvm/LUN5 3
vserverl 800DT$HuVWBl /vol/new lvm/LUNG6 4
vserverl 800DT$SHuVWBm /vol/new lvm/LUN7 3
vserverl 800DT$HuUVWBn /vol/new lvm/LUN8 2
vserverl 800DT$HuVWBo /vol/new lvm/LUN9 2

20 entries were displayed.

F7Z54 07O ZANRBERZEIF. AV RBAITRTOBITHNERICET LI ZRIET. Y —EXD
B £ 72IEBER%EZESE T lunimport show < 728 W\, ZDH. DOFRBABICK > THRIT IO RETT TEE
9 "Foreign LUN Import—5E 7"

IS4 UBITHBERZEIF. FHILVWE—LROLUNOBREBICEA. Y—EXZESHL XTI,

SCSITNA RDEFE=ZXF v >

FEALDIHZE. FILLLUNZBREIZ3RDEELA T aViE, R ZBEH TS T, Uk
D, GVWTNA IDBFWICHEIFRE N FLOLUND IR TETNICRE SN, IILFNITNA R EDREE
TNAZDBRINE T, COBITIE. TEADREA Y10 7OEXZRLTVETD,

AR RN ZHBIEETBEIIC. /etc/fstab BITINIESANU Y —XIZDWVWTIE. OXV 7T RENT
WEd, NETHLT. LUNZ7I7ERICREDH D . OSHT—FLABVWATEEMDH D £, CORRTIE
TF—=ADWIE T IEHD FHA 727EL. LAFa—FE—RXEIXEHROE— R TES)L.
/etc/fstab CHUCED. OSEEFHLTE S I a—FTa VI =BMTBRI N TETET,

COFITERL TWALinux/A\—2 3 > DLUNIE. rescan-scsi-bus.sh AYYRZEEFTLFITIATVRH

IS 3. FSLUNNKIDHEAICKRTINE T, HAORBIRIELVSELHD FIH. YV —=>% igroup
DBEHIE LWIERIE. NETAPP RV A —XFF,
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oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html

[root@hostl /]# rescan-scsi-bus.sh
Scanning SCSI subsystem for new devices
SCSI target IDs
Scanning for device 0 2 0 0

Scanning host 0 for

OLD: Host: scsiO Channel: 02 Id: 00 Lun: 00
Vendor: LSI Model: RAID SAS 6G 0/1
Type: Direct-Access
Scanning host 1 for SCSI target IDs 0 1 2 3
Scanning for device 1 0 0 O
OLD: Host: scsil Channel: 00 Id: 00 Lun: 00
Vendor: Optiarc Model: DVD RW AD-7760H
Type: CD-ROM
Scanning host 2 for SCSI target IDs 0 1 2 3
Scanning host 3 for SCSI target IDs 0 1 2 3
Scanning host 4 for SCSI target IDs 0 1 2 3
Scanning host 5 for SCSI target IDs 0 1 2 3
Scanning host 6 for SCSI target IDs 0 1 2 3
Scanning host 7 for all SCSI target IDs, all
Scanning for device 7 0 0 10
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 10
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
Scanning for device 7 0 0 11
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 11
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
Scanning for device 7 0 0 12
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 18
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
Scanning for device 9 0 1 19
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 19
Vendor: NETAPP Model: LUN C-Mode
Type: Direct-Access
0 new or changed device(s) found.
0 remapped or resized device(s) found.

0 device (s) removed.

NIVFNRTINAR RO

0123456

Rev:
ANST
4 5 6

Rev:

ANST
56
5
5
5
5

LUNs

[ N N A )
oA O OO O

Rev:
ANSI

Rev:
ANST

Rev:
ANSI

Rev:
ANST

7, all LUNs

2.13

SCSI revision:

7, all LUNs

1.41

SCSI revision:

7, all
, all
all
all
all

LUNs
LUNs
LUNs
LUNs
LUNs

~N JJJ
~ 0~

~

8300
SCSI

8300
SEISim

8300
SCSI

8300
SCSIL

revision:

revision:

revision:

revision:

05

05

05

05

05

05

LUNBRH 7O X TRIIWFNITNA ZOBERD U A —ShEITH LinuxDIILFNIFSANTIE
FHTBENRE TS ehbD>TVET, OHImultipath - 11 HAPEECESDICRRINDZ L ZE

WERTDIBENHD £, I zIE. ROEHNIE ICEAEMITONTVWBIILFNRTNARZRLTVWE

4o NETAPP RIUA—FFH|, FEFT/NA RICIFADDINZABBH D 2D0FTS5A A F 1500 22EFS51A1)
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TA410TY, ERAEIILINUXDN—2 3 VICK>TEABDFIHN COHNDFEELED T,

@ AT BLinuxD/N\— 3 VICRIGT $Host UtilitesD ¥ =27 L2 BB L T,
/etc/multipath.conf BREDIEL LY

[rootQ@hostl /]# multipath -11
3600a098038303558735d493762504b36 dm-5 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:4 sdat 66:208 active ready running
| "= 9:0:1:4 sdbn 68:16 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:4 sdf 8:80 active ready running

"— 9:0:0:4 sdz 65:144 active ready running
3600a098038303558735d493762504b2d dm-10 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:8 sdax 67:16 active ready running
| "= 9:0:1:8 sdbr 68:80 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:8 sdj 8:144 active ready running

"— 9:0:0:8 sdad 65:208 active ready running

3600a098038303558735d493762504b37 dm-8 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:5 sdau 66:224 active ready running
| "= 9:0:1:5 sdbo 68:32 active ready running
"—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:5 sdg 8:96 active ready running

"= 9:0:0:5 sdaa 65:160 active ready running
3600a098038303558735d493762504b4b dm-22 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50
retain attached hw handle' hwhandler='l alua' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- 7:0:1:19 sdbi 67:192 active ready running
| "= 9:0:1:19 sdcc 69:0 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

|- 7:0:0:19 sdu 65:64 active ready running

"= 9:0:0:19 sdao 66:128 active ready running
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LVMARY 2 — LT IN—TOB7 07+ 71t

LVM LUNAIEE L < EH TN TULWHNIX. vgchange --activate y AV Y RIFEINT 3£ TY, s
RER) 2 —LYRX—JvDMEZRITRWAIITY, R a—LTI—TFOXRZT—RIFLUNBRICEZAF
N37=H. LUNODWWNR U 7IILEBESDEBIFEETIEHD A

OSHLUNZ ZF v > L. LUNICEZAENTVBRDEDT —XHEH I, LUNALUNICE Y 348K 2
—LTHBZeh D F LT sanvg volumegroup. €DE. BREBHRINTOTNTAEZBELEL
Teo BWERBODIE. R a—LIIN—T2B7 0717t T3 T TY,

[root@hostl /]# vgchange —--activate y sanvg

Found duplicate PV fpCzdLTuKfy2xDZjailN1iJh3TJjLUBiT: using
/dev/mapper/3600a098038303558735d493762504b46 not /dev/sdp

Using duplicate PV /dev/mapper/3600a098038303558735d493762504b46 from
subsystem DM, ignoring /dev/sdp

2 logical volume (s) in volume group "sanvg" now active

771N AT LOBIYV Y
RUa—L - IN—TEBTITATHTBETDT—FZ2IRTEDEFEEALTI 7T - Y XT L%

ROVKTEEIRRLIEEL SIS Ny I TIIN—TTT—RLFVr—2a D& L7074 T TH>TH.
T7AINS AT LIFTLICEHELE T,
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[rootRhostl /]# mount /orabin
[root@hostl /]# mount /backups
[rootRhostl /]1# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on
/dev/mapper/rhel-root 52403200 8837100 43566100 17% /
devtmpfs 65882776 0 65882776 0% /dev
tmpfs 6291456 84 6291372 1%
/dev/shm
tmpfs 65898668 9884 65888784 1% /run
tmpfs 65898668 0 65898668 0%
/sys/fs/cgroup
/dev/sdal 505580 224828 280752 45% /boot
fas8060-nfs-public:/install 199229440 119368256 79861184 60%
/install
fas8040-nfs-routable:/snapomatic 9961472 30528 9930944 1%
/snapomatic
tmpfs 13179736 16 13179720 1%
/run/user/42
tmpfs 13179736 0 13179736 0%
/run/user/0
/dev/mapper/sanvg-lvorabin 20961280 12357456 8603824 59%
/orabin
/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

ASMT/N\A R/ A RAFV>

ASMIibT /N1 X, SCSITNA ZADBRE v VTN SICBRESNTWVWSIET T, BREZA >S5

D THERT BICIF. ASMIibZBESILTHA ST XIZXF v LET,

®

COFIEIE. ASMIibZzfER T 2ASMIBRICDAHBEEL £ T,

AR CASMIbZzEA LB VWEEIE. /dev/mapper T /N1 AUIBFWICBERINTWVWBIET TY, =7
L. ¥ERHELLSBRVAIEMEDH D £33, ASMIbH R WIEFEIE. ASMOERE ¥ 7423 T /N1 AIHFRIHIER %
RETADRELNDHD XY, CNITEE. ROVWITNHADERBRIY FJICK>TERINE T,
/etc/multipath.conf £7zld udev IL—IL. ELIEEADIL=ILEY FMZEENTVWBAIEEMDLHD £
To ASMTNA RICEELWT V7 ERAFFRINREIN TV ZHERT BICId. WWNEIZT D T7ILESIC
BT 3RIBEDEEZRMTB7DIC. CNSDT7AILDEFHREICRZBENHD £7,

ZOFITIE. ASMIbZBEE L TT A X7 XFx v >33, TTOERELF C10EDASM LUNARTINE
XS
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[rootRhostl /]# oracleasm exit

Unmounting ASMlib driver filesystem: /dev/oracleasm
Unloading module "oracleasm": oracleasm
[root@hostl /]# oracleasm init

Loading module "oracleasm": oracleasm

Configuring "oracleasm" to use device physical block size
Mounting ASM1lib driver filesystem: /dev/oracleasm
[root@hostl /]# oracleasm scandisks

Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

Instantiating disk "ASMO"

Instantiating disk "ASM1"

Instantiating disk "ASM2"

Instantiating disk "ASM3"

Instantiating disk "ASM4"

Instantiating disk "ASM5"

Instantiating disk "ASM6"

Instantiating disk "ASM7"

Instantiating disk "ASM8"

Instantiating disk "ASM9"

71y R —E XDBIEE)
LVMTNA ZEASMT NA ADA > 54 > THEAREICHE >7cD T, Uy P —EXZzBEFHTET XY,

[root@hostl /]# cd /orabin/product/12.1.0/grid/bin
[root@hostl bin]# ./crsctl start has

F—RZN— X DEILE)

Ty RY—EINBEBSNLS. T—EIXR—IXAZRIHMTETE T, ASMYF—EIXDTELICFERTTREICES
ETHDFOTH ST —ER—RZEH L BRITNER 5 BWEEDHD X,
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[root@hostl binl]# su - oracle
[oraclelRhostl ~]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base has been set to /orabin
[oracle@hostl ~]$ sglplus / as sysdba
SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.
Connected to an idle instance.

SQL> startup

ORACLE instance started.

Total System Global Area 3221225472 bytes

Fixed Size 4502416 bytes
Variable Size 1207962736 bytes
Database Buffers 1996488704 bytes
Redo Buffers 12271616 bytes

Database mounted.
Database opened.
SQL>

5t 1

RAMADSRB EBITIITTT LEITH. 1 2R— FERDEIRE NS ZTIFANERT L
1D BSIONRHREINFE T,

BRZHIFR T BHIIC. INTOLUNDBITIOEINTET L TWE ez TH3HENHD XTI,
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Cluster0l::*> lun import show -vserver vserverl -fields foreign-

disk,path,operational-state

vserver

foreign-disk path

operational-state

vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl

vserverl

800DTSHUVWB/
800DTSHUVWBW
800DTSHUVWBX
800DTSHUVWBY
800DTSHUVWBZ
800DTSHUVWBa
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBA
800DTSHUVWBe
800DTSHUVWB L
800DTSHUVWBg
800DTS$SHUVWBh
800DTSHUVWB1
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWB1
800DTSHUVWBM
800DTSHUVWBN
800DTSHuUVWBO

/vol/new asm/LUN4
/vol/new asm/LUNO
/vol/new asm/LUN1
/vol/new asm/LUN2
/vol/new asm/LUN3
/vol/new asm/LUN5
/vol/new asm/LUNG
/vol/new_asm/LUN7
/vol/new asm/LUNS8
/vol/new asm/LUNY
/vol/new_ 1lvm/LUNO
/vol/new lvm/LUN1
/vol/new lvm/LUN2
/vol/new_lvm/LUN3
/vol/new lvm/LUN4
/vol/new lvm/LUN5
/vol/new_lvm/LUNG6
/vol/new lvm/LUN7
/vol/new lvm/LUNS8
/vol/new_lvm/LUN9

20 entries were displayed.

A VR— FERZEHIRLE T
BITIOEIDRT LS. BITEREHRLET. IOWEART T2 L. ONTAPLD RS+ TH5DHI0

MR EINE T,

ClusterQ0l::*>
ClusterQ0l::*>

lun
lun

Cluster0l::*>
Cluster0l::*>

lun
lun

EBLUN D ExAZPR

import delete -vserver
import delete -vserver
import delete -vserver
import delete -vserver

REBIC. T4 AV ZZEELT is-foreign IEE,

completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed

vserverl

vserverl

vserverl

vserverl

-path
-path

-path
-path

/vol/new_asm/LUNO
/vol/new asm/LUN1

/vol/new 1lvm/LUNS8
/vol/new lvm/LUNY
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Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuUVWBn} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign false
ClusterQ0l::*>

JOFJILEE
LUNAND 7OV RIERTZ7OMIILDOEEIF. —EHNREHTT,

BEICE 2T, 2FHNAEEEO—IRE L TT—2%E 05U RIIBITIZcHHDET, TCPIPIZI D
ROZORIILTHD. FCHSISCSUCEEITEZ U T, TEIEFRIST RRIEBAOBITHNBZICAD £
o Ffoo IPSANO IR MYEZEER T 37-OICISCSINE X LWMEEHHD £9, BITTIX. —BMNLRFE
CLTHOZORJIIMERINZZCHHD XTI, e ziF. A7 L 1 EONTAPR—ZXDLUN%Z[F]
CHBALICHEFEETEZ Z N TETHRLVESIL. iISCSILUNZFEALTHWZ LAAST—4%IE—TZF
To TDE. HUVWLUNZ S X T LD SHIBRL7cH EICFCICEBELET N TEET,

RDFIEIFFCH SISCSINDEHZ R L TVWEIH. 2EFRILRRAIZISCSIN SFCADERIRIERAIN X
ERS

iISCSIM1 Z>T—XDA1> X =)L

BEALEDARL =T A VT RATLICIE. TIAHILETY TR I TISCSIH Z I—2AFFENTVERT
M FENTLVEWVSEIRBREICA VI M—-ILTEET,

[root@hostl /]# yum install -y iscsi-initiator-utils
Loaded plugins: langpacks, product-id, search-disabled-repos,
subscription-

: manager
Resolving Dependencies
--> Running transaction check
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.el7 will be
updated
--> Processing Dependency: iscsi-initiator-utils = 6.2.0.873-32.el7 for
package: iscsi-initiator-utils-iscsiuio-6.2.0.873-32.e17.x86 64
-—--> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7 will be
an update
--> Running transaction check
-—--> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.el7 will
be updated
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
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will be an update
-—> Finished Dependency Resolution
Dependencies Resolved

Package Arch Version Repository
Size
Updating:

iscsi-initiator-utils x86 64 6.2.0.873-32.0.2.el7 ol7 latest 416
k

Updating for dependencies:

iscsi-initiator-utils-iscsiuio x86 64 6.2.0.873-32.0.2.el7 ol7 latest 84
k
Transaction Summary

Upgrade 1 Package (+1 Dependent package)

Total download size: 501 k

Downloading packages:

No Presto metadata available for ol7 latest

(1/2): iscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 6 | 416 kB 00:00
(2/2): iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2. | 84 kB 00:00

Total 2.8 MB/s | 501 kB
00:00Cluster01

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction

Updating : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
1/4
Updating : iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 64
2/4
Cleanup : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.e17.x86 64
3/4
Cleanup : lscsi-initiator-utils-6.2.0.873-32.e17.x86 64
4/4
rhel-7-server-eus-rpms/7Server/x86 64/productid | 1.7 kB 00:00
rhel-7-server-rpms/7Server/x86 64/productid | 1.7 kB 00:00
Verifying : iscsi-initiator-utils-6.2.0.873-32.0.2.el7.x86 64
1/4
Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.e17.x86

2/4



Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Verifying : iscsi-initiator-utils-6.2.0.873-32.el7.x86 64
4/4
Updated:

iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7
Dependency Updated:

iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
Complete!
[root@hostl /]1#

iSCSI-FT =S T —RZLDHA
AR =L 7OEZAFIC—EDISCSIIZ>IT—2ERERINT T, LinuxDHSIE.

/etc/iscsi/initiatorname.iscsi 771 J)o CDEHIIE. IPSANLEDERR FEFEBTBD-HICHERS
nxd,

[root@hostl /]# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=ign.1992-05.com.redhat:497bd66cal

FLWAZOI—RTIN—TZERT S

A=Z>IT—R2TIL—" (igroup) I&. ONTAPLUNY R F > I 7 —FTIF v D—EPTY, L IERL
7eLUNICIE. RRAMIRIICT VR ZEFI LBEVWHAED T IELRXTE R A EDEDICIE. 772D
EARFC WWNET7IXISCSIF = I —280W\WIFnh i ) X b9 BigroupZ ERL L £ 9,

C DI TIE. Linux R X fDISCSIA = T—R2 % ST igroupZER L TWLWE T,

ClusterQ0l::*> igroup create -igroup linuxiscsi -protocol iscsi -ostype
linux -initiator iqn.1994-05.com.redhat:497bd66cal

REZS vy b DOVT3

LUNZO R I ZZETBEIC. LUINERZEICHRIETIHRELHD XT, BIETILUNOWLWITNHDT—EAN
—2EVy Y OV L. T7AINYRATFLETAARI ML, R a—LIN—T%2FT70F71 7T 3
MHEHLRHD T, ASMEFERATBIHEEIE. ASMT A4 XITIL—THF 1 AXT > TN TWVWDB Z %2R
L. IRTOIV Yy RY—EXREZ vy IV LET,

FCxy b D—UDS5DLUNDY v E > TR
LUNDZEZIRIES 5. FTTDFCigrouph' 5w EV I % HIBRL £ 9,
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ClusterOl::*> lun unmap -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
Cluster0Ol::*> lun unmap -vserver vserverl -path /vol/new asm/LUNl -igroup
linuxhost

ClusterOl::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN8 -igroup
linuxhost
ClusterOl::*> lun unmap -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost

IPXy ND—IADLUNDODEBIvYE Y

FLWSCSIR—RDAZoIT—RTIIL—TICELUNAND T IV R %=L 9,

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxiscsi
Cluster0Ol::*> lun map -vserver vserverl -path /vol/new asm/LUNl -igroup

linuxiscsi

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxiscsi

Cluster0Ol::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxiscsi

Cluster0l::*>

iISCSIX—74" v b D&

iISCSIRHICIF2DD T T —XDHD ET, 1D2BIFEZ—7 v bDEETYT, THld. LUNDIRHEEIZERD X
o o iscsiadmRDIOAXY Y RIE. -p argument BEUICIE. iISCSIT—ERXZIRIETZIIARTDIPT KL
RER—FDIIDEHEINET, CDFE. T 7 #J) bAR— F3260ICiISCSIT—E X %#FDIP7RL X
Ma2H D %9,

C) WIFNHOEZ—4w FIP7RLRICBEETEHRWVES. COOX Y RIEFERT ETICHSHIH B
ZehHbET,
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[root@hostl ~]# iscsiadm -m discovery -t st -p fas8060-iscsi-publicl
10.63.147.197:3260,1033 ign.1992-
08.com.netapp:sn.807615e9%ef6ll1le5ab5ae90e2babb9464:vs.3
10.63.147.198:3260,1034 ign.1992-
08.com.netapp:sn.807615e%ef6llleb5a5ae90e2babb9464:vs.3
172.20.108.203:3260,1030 ign.1992-
08.com.netapp:sn.807615e%ef6llle5a5ae90e2babb9464:vs.3
172.20.108.202:3260,1029 igqn.1992-
08.com.netapp:sn.807615e%ef61lleba5ae90e2babb9464:vs.3

iSCSI LUNDO#E

iISCSIZ—4"yw FHEH ENF=5. iISCSIF—E X = BiicE) L TFERARIEERISCSI LUNZEE L. WILF/INR
PASMIbT /N ZBREDEEET /N XA EBELET,

[root@hostl ~]# service iscsi restart
Redirecting to /bin/systemctl restart iscsi.service

RIEDO B

RYa—LIN—TFOBT7 VT4, 77AINSRATLOBIY YT b, RACH—EXOBEH R EERT
LT. REZHBEFHLET, FHEELE L TNetApp. ZETOCXOETRICH—NZHEHLT. AT
DR T 7AIDELVC EEFOWTNA AR TR TYHBRINZCEZRIATEI e 2bEHLET,

AR RAMZHEETBRIIC. /etc/fstab BITEINIISANU Y —XIZDOWVWTIE. OXV 7T RENT
WET, COFIEZEERTEY. LUNT7IZERICRAEDHD . OSHT—FLAEWVWEREMEDRHD £9, D
BT —RIHEEEZSZFHA. 7L, LXAFa—F—REEIIEAKROE—RTESIL TIBIET S DILIESE
%ET\FEW%%b% DET, /etc/fstabOSEEHLTCETIIN>a—FTa VIEEEZRIIBTE3EL5ICLE
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EEINTVWET, EFREFMEEDOEAICK 2FFAFED HIHE IR BRER. EFEEA. SLUEER
B, BHEE. T—THIE EFREI X T LANDHEMAAZ STHRMIREAEL L. WHRBERE LUHEIC
LBEHBBILFT,

Y 7Y TDERYHSIRELIEY 7 U 7IE RICKRIERAFHERES FURBREOHRERD &
ERS

COVITRUT7E Xy b7y FICEoT MBRROFTF BESNATVET, *v b7 v FIZATHERER
i X3E@MES LOREBNICN T 32 EEMEORTRNRIEZ S 2 CNURESNABVVLDRBEETR
NBRFRIEDITVEEA. R b7y 7id. ABRILIIABY -—EXOFEE. AR, 7 —XEXR. FIRE
K. EHFFPHzEH. DOINURESNGL. SOV I M T7DERICEDE LT IRNTOEENEE.
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