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Windows Server EDiSCSIDIQNIZ. iSCSIF =T —&X2 FONT 1 DR THHETET £,

* LUNTERR Y « ' — FZfEA L TLUNZIER L. 1R L7TcM =2 T—2 7L —TFICEERITE T,

KRR MRE

Windows ServerTl&. Asymmetrical Logical Unit Access (ALUA ; IEXFRERIEI=w b 70 X) H:5RMPIO
ZERALT. LUNANOERENZALEBENZAZRELEF T, SYMBFAET 2 IR TOLIFIFLUNDFZGARD /&S
ABBREZITANETH. TOLUNDTTE R ZT 1 AV ZRBICFREL TWA I SRR/ —RIFEIC1DTE
ITTYe CHUITED. ROBICTT LSS LUNANDEERARIRER /N IADERE /N X E /N D2RELRICH 1T 5
nxd,



LUNDOE#E/NZ LIE. SUMDLIFE 77 ZR/RDOLUNAEBL / —RICHD/INR T, MEX—7 v bR—Fk
DNoT4AVICBET BI56. VI RRXAUA—%7 b 2RATIVERDHD £ Ao

BN ZIE. SVMODLIFE 7 72 ZRRDLUNDEI 2 D/ —RICHBZT—RINATY, MEX—7 v bR—
EDST 4 RVICBENTBICIF. T—EDIITREAZ—0xT b 2RRBATIVENHD T T,

Windows Server

Cluster Interconnect

MPIO

ONTAPIZ. R kL —2Y bO—5H5Windows ServerADEBDNIANEFHETET250AEI ML —2%
RMLET, WILFNRIF. T—=I\DBX ML =T LANOEROT—RINAEZHEILT HEETT, YILF
NZRE N=RIxT7EE (F—7ILOYM. X1 vFH & UHost Bus Adapter (HBA ; RX MNRTH T4
) DEERY) hoRELET, . BHOBEGREZENLIEN T+ —T U XZFHETZET. LOELN
T4—XVAFIRZRIITEELE T, —HADNIAFLIFFHEIMERATIRABIE. IIILFNRY T o7&
BEMICHDOERRIEER/NZDWINNMCEREEZE L £9. MPIOKEEIL. X ML —JADEROYIE/N %
T—RAT7UVLRIFERTI2E—DHRIEBNAL L THEHAEGHLET. A FL—COMEEM B8RO ZERRELE
T, COKBEZERT BICIE. Windows Server CMPIOREZ BMIC T RANENRH D £ T,

MPIOEBEMIZT 3
Windows ServerCMPIOZBRNICT 3 ICId. XOFIEZETLET.
1. EIRE T IL—FD X > /N\—¥ L TWindows ServericAF 1> L £,
2. Server Managerz &8 L £ 9,
3 [BE|EI>a>vT. [O—-Le#eEnEmE=os Vv o LT,
4. [Select Features]X—T. [Multipath I/O]%ZERL £95
MPIODE&E

iSCSIZO r O ZFERT 3HEIE. MPIOZO/NT « TiSCSIT/NA RICYILFNAYR— b ZEBRATZELS
ICWindows Server|Zi8R g BN H D £7,

Windows Server CMPIO%ZEXE Y S ICId. XDFIEZEITL £,

1. BIEE S )L — T DX > /N—¥& L TWindows ServeriCAZ 4 > L £,
2. Server Managerz &8 L £ 9,



3 [Y—ItEo>avT. MPIO1ZZ v L&Y,

4. [Discover Multi-Paths]D[MPIO Properties] C. [Add Support for iISCSI Devices]Z &R L. [Add]Zz T U w o
L¥YT, AVEa—20HEEFHZROZ IOV T EDBRREINET,

3. Windows Server%z |) 77—k L T. [MPIOD ZO/XT « |D[MPIOT /N1 X172 3 VICMPIOT /N Xh'%R
MENBCcZzHERLEY,
iSCSI%Z & E
Windows Server GiSCSI7 Oy 7 X L= GH T 3IC1E. ROFIEEERTLET,

1. BBE S )L—TD X > /N\—¥ L TWindows ServericOF# > L £9,
2. Server Managerz &8 L £ 9,

3. [Tools]tz < 3 > T, [iSCSI Initiator]Z 27 ) w2 L £,

4. [Discovery]® 7 T. [Discover Portallz 2 ) w2 L9,
5

. SANZO k JJLEDNetApp R kL — U BICHER L 72SVMICESEHT SN TWALIFOIP? R L A ZEE L
9, FFEHEZREZI7) v o L. [ER]ZTTEHRERELT. [OKZZU v I LET,
6. ISCSIf =~ T—RIZ& > TISCSIZ—4' v FHEBMICRE SN, [—F v MNP TIc—BRRINE
ERS

7. [Discovered Targets] TiSCSIZ—%"w FZERL £ 9, [Connect]Z 2 1) v £ L T[Connect to Target] 7 1 >
FoZzRAET XTI,

8. Windows Server’ i X kh5NetApp A L —J 05 X R ED R —%7y MSCSILIFAD L v S 3 > % E81E
BRI 2VELHDET, CHillE. ROFIEERITLET,

9. [Connect to Target] 7 r > K7 T. [Enable MPIO]% &R L. [Advanced]|=2 ) v 2o L£T,

10. [FEHBERE| D[RR T T O—HILT7 X TR % Microsoft iSCSIAF = T—RE L GERL, [1 =T —
RIPIE[RZ—47 v b R—ZI)LIP|ZZEIRL X9,

M. Ffe. 2BEONXZFRL TERTIVENHD T, 207D, FIEBSHSFIBESZIEDRL £IHN
£ElF2EB D /XX & L T[Initiator IP] & [Target Portal IP]ZZR L 95

12. [iSCSI Properties] X 1 > « > R D [Discovered Targets] TiSCSIX—#4"w k%8R L. [Properties]z 7
w2 LET,

1B [7ONT11T71 >V RIIC BEOEY Y a HIRRBEINTCCEHRREINET, Ly arz&ERL
T[Devices]= 2 'Jw2o L. MPIOZ 2 1) w2 L TO—RNZ I VIR)O—2BELET, T/N1 I
RESNTLVBRIRTDONZIDRREIN. IRTOO—RNS VO VIR —DHR—cENET, &
. NetAppTlEH Ty 2 FERLESTROEVEHELTVWET, COREIF. ALUADERT
LADTT7AIETY, STV ROEVIE ALUAZYR—bLBWTOTa 170747 T7LADTT
#ILETT,

JOvoRbL—FBH
Windows Server TiSCSIE7-IZFCT OV I X L =% BHE T 31213, XOFIEZETLET.

1L H—N=IR=TvDV—IEI>a3>T[AYE2a—20EEZI Vv I LET,

2. [AVEa2a—2DBEE|T. [ARL—=SDT A RVDEBIv I3 %0 ) v L. [EOMORIEIC[T«
RODBRAF v NIV v I LET, THICED. rawiSCSILUNARREINE T,

3 BRETNFLUNE )y I LTAHYSAICLET, RIS, MBRELIIGPTNN—T > aVEFERLTT
4 RV EBIRLE T, R a—LTA X RSATIXFEEZIEELTHLWLWS O FILARY a—L%



R L. FAT. FAT32. NTFS. *7:-|ZResilient File System (ReFS) #@HALTI7+—<v LET,

RANTZO9T4 R

* NetAppTld. LUNZRZX R T BARY 2a—LTO Y TOES I Z I %2BMCTRICEHELTVET,

* IILFNRAORIBEREET B 78I, NetApp Tl HEDLUNICHT 3 TR TD10GbE v > 3> £l
TRTDIGEY > 3> OVWTNDEFERTEC L E#RELTVET,

* NetAppTlE. A L= R TF LATALUADBIICHR > TWBA e 2RI E ZHREL TULE
9o ONTAPTId. ALUADRYT 7 L R TEMICHE>TWLWE T,

* NetApp LUND Y v E > FcdDWindows Server’RX LT, 77470 4—IILDRET. 1 V/N\NTVRDG
&1FiSCSIF—E X (TCP-IN) « 7T hN\T > RDIFEILISCSIH—E X (TCP-OUT) ZB®MICLE T,
CNSDHREICED. Hyper-ViERX FHEUNetApp I FO—F EDRETISCSIc T T 4 wIDNKRZET
nxd,

Nanotf—/\TDNetApp LUNO Z7OE S 3 =>4

gIDOEo S 3V THALEHREGICMA T, X hL—2O—)L%Nano Serverfllh SEMIC T 2HEHLH D
9, 7 zxIFE. Nano Serverld-Storaged 7> 3 > ZFHE L TEATIHENH D £, Nano Serverz BRI
93ICl&. ["Nano Serverz BRALEXd, "™

gA
+ /3 —/\TNetApp LUNZ FOED 3 Z>J 9 3ICId. ROFIEZEITLET,

1. T"Nanotr—/N\—ADEH. |
2. [SCSI%E&E S S IClE. Nano ServerCXRMDPowerShell AX > KL w FERITLET,

# Start iSCSI service, if it is not already running

Start-Service msiscsi

# Create a new 1SCSI target portal
New-IscsiTargetPortal -TargetPortalAddress <SVM LIF>

# View the available iSCSI targets and their node address
Get-IscsiTarget

# Connect to iSCSI target
Connect-IscsiTarget -NodeAddress <NodeAddress>
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# NodeAddress is retrived in above cmdlet Get-IscsiTarget
# OR

Get-IscsiTarget | Connect-IscsiTarget

# View the established iSCSI session
Get-IscsiSession

# Note the InitiatorNodeAddress retrieved in the above cmdlet Get-
IscsiSession. This is the IQON for Nano server and this needs to be added

in the Initiator group on NetApp Storage

# Rescan the disks
Update-HostStorageCache

B AT ZIIN—FA T —2%=EBNMLET,

Add the InitiatorNodeAddress retrieved from the cmdlet Get-IscsiSession
to the Initiator Group on NetApp Controller

4. MPIO%ZREL X9,

# Enable MPIO Feature
Enable-WindowsOptionalFeature -Online -FeatureName MultipathIo

# Get the Network adapters and their IPs
Get-NetIPAddress -AddressFamily IPv4 -PrefixOrigin <Dhcp or Manual>

# Create one MPIO-enabled iSCSI connection per network adapter
Connect-IscsiTarget -NodeAddress <NodeAddress> -IsPersistent S$True
-IsMultipathEnabled $True -InitiatorPortalAddress <IP Address of
ethernet adapter>

# NodeAddress is retrieved from the cmdlet Get-IscsiTarget
# IPs are retrieved in above cmdlet Get-NetIPAddress

11



# View the connections
Get-IscsiConnection

5. JAOv IR ML —C %R

# Rescan disks
Update-HostStorageCache

# Get details of disks
Get-Disk

# Initialize disk
Initialize-Disk —-Number <DiskNumber> -PartitionStyle <GPT or MBR>

# DiskNumber is retrived in the above cmdlet Get-Disk
# Bring the disk online
Set-Disk -Number <DiskNumber> -IsOffline $false

# Create a volume with maximum size and default drive letter
New—-Partition -DiskNumber <DiskNumber> -UseMaximumSize

-AssignDriveletter

# To choose the size and drive letter use -Size and -Driveletter
parameters

# Format the volume

Format-Volume -Driveletter <Driveletter> -FileSystem <FAT32 or NTFS or
REFS>

SANHO'5D T — k

MIERARZ b (=) F7clEHyper-V VMIZ. WE/\— KT« X2 TId% < NetApp LUND'5 E#EWindows
ServerOS%E 77— FTEXJ, SANT—hrD77O—FTlE. T—bFTDOSA X—JIE. YIBERA MF
IESVMICEEST S N 7=NetApp LUNICIBIS N E T, ¥IBRX FDIFE. ¥R X FDHBAIZ. NetApp LUN%E T
—MIFERATRELSICHRESNE T, VMDIFSE. NetApp LUNIZT — FRHDNXZIL—F 1 XU & L TES
TNET,
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NetApp FlexClone® 7 7O —F

NetApp FlexClone7 7 / A %ZFRAT 3 . ROBIIRT LIS OSATX—CZ BT — MLUNDZO—Y
ZBREFICIER L. —/\PVMICERIL T 7 —2R0SA X -z RRICIRHETE X7,

Windows Server

Windows Server

Hyper-V

Hypervisor

NetApp Storage Hyper-V Host

YRR FDSANDS DT — b+

[l Sa
s MIERZ b (H—N\) ICEY)AISCSI HBAZ f=I&FC HBAMMEE I ST L\ B,
* Windows ServerzH7R— L TWB Y —/NICELIEHBATNA AR SANER D VO—RLTEFTET,

s B —/\—ICWindows Server ISO1 X—2 %A T ADICE L 7-CD/IDVD R S T £1=I3MREX T4 7HH
D, HBAT XA ZARSANDHE T O—-RETNTW3,

* NetApp iSCSIE 7zI&FC LUNIE. NetAppX FL— O bO—Z LIC7AOEYD 3 Z>JENET,
BA
BRI ML TSAND DT — FEHRET B ICIF. ROFIEZETLET,

1. 4 —/\HBATBootBIOSZEMICL X T

2. iSCSIHBADZ & IF. 7— FBIOSERE T = IT—4&IP, iSCSI/ —FR&. LUVTETE2DT— ME—
FzsRELET,

3. NetAppRX b L—2 02 FO—FTiSCSIX fIFFCOA = T—2 T I —T21ER T 335 E1E. T+ —/\HBA
AZSIT—2%T)—FI2BMLEFT, H—/NOHBAT Z> T —4Id. FC HBAOWWPN % 7=(ZiSCSI
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10.

1.

HBADISCSI/ — R&H T,

NetApp X b L—23Y FA—FICLUN ID ODLUNZERL L. BIOFIETER L e/ =>T—2TIL—7F
ICESEHTE T TOLUNIZT—FLUNE LTHEBEL £ 95

HBA% 7' — RLUNADE—®O /XX IZHIE L £ 9, Windows Server® 77— RLUNICA VX b—ILLT=H EIC
INZAZEBIMLT. JILFNREEEEFBTEET,

HBAMDBootBIOSA—F7« U T4 ZfFEALT. LUNZT—Fr T N1 RELTHERELE T,
RARZ)T—FL. RXIBIOSA—TFTo UTrZEL XTI,

7' — FLUND T — MEFORIID T /N1 U8B L SRR MBIOSZREL £,
Windows Server ISOh5. 1 > X =)Lty b 7w T=EBIL X7,

MWhere do you want to install Windows ? | £W\S X wE—IHKRREINS. 4 X M—)LEE®O T8
IC# % lLoad Driver (RZ4//NOO—FK) 1 Z#2)w2o LT, [SelectDrivertoInstall (- X ~—I)LF
BRIANDER) | R—CZEBLET, BIOFIBETA T >O—RLIEHBATNNA AR ZA/NND/\NR%Z
AL, RSANDA VA R=ILETETLET,

ZNT. BIOFIETHER L 77— FLUNA WindowsD A1 Y X k= JLR—JICRREINBZ L SICHRD E T,
7' — FLUNICWindows Serverzf > X b—JL 37— FLUNZREIRL. 1V X b=ILZEZZTLET,

RS> DSANDSDT —

VMICXT L TSANDS DT — h2ERET BICIE. ROFIEEETLET,

gA

1.

7.

NetAppRX L —< 0> FO—3F TiSCSIF /2IZFCOA = T —2 T )L — TR T 335 E1&. Hyper-VH
—/\DIQN (iSCSIDIFE) F7IEFWWN (FCOIFE) 2> O—JISEMLEFT,

NetAppRX L —Y 0> bO—F TLUNE7ZIZLUNZ O— > % 1B L. BIOFIBTIER LIc1 =T —425
IW—FICEERITE T, TNS5DLUNIE. VMO T — FLUNE L THBEL £ 97

Hyper-VH— N EDLUNZRE L TH > S >IC L. YIEMEL £,
LUNZA 7251 ICLET,

[Connect Virtual Hard Disk]’X— < T. [Attach a Virtual Hard Disk]4 7> 3 > %R L TVMEER L £
ERS

LUNZVMICNZAZIL—FT 4 R LTEML Y,
a. VMREZHEE T,

b. [IDE Controller 0% < ') % L. [Hard Drive]Z &R L T. [Add]Z 2 ) w2 L %9, [IDE Controller 0]
EBRIRTBE. TDT 1 RTDVMDOBRIDEET /N1 IR D T,

C. [Hard Disk]# 73 5 > T[Physical Hard Disk]Z538RL. U X FH5/8XZIL—F 1 X2 LTF 1 X
VEBRLET. 71 AVIE. BIOFIETHRELLUNTT,

INZAZIL—F « A ICWindows Serverz 1 > X h—JLL T,

RANTZO9T74 R

*LUNDBA TSV THBD xR LET, T5LEVE. T4 RIEVMICNAZRIL—FT4 A0 LT

EMTEEEA

* LUNDEREFEIETBHE8IF. T4 XIVBETLUNDT A RVBBEXELTELTLET L, VMO X
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MIRT 1 ROBSHEHINTVSR O, COWNEBIFHETY . oo VMONZIRIL—FT 1R EL
TDT 4 RTDERIZ. COT 1 AIVBESICEIVTITODNET,

* NetAppTld. iISCSINICONICF—I VI %BITREEHRLTULWET,
* NetAppTld. AL —CHICRR MMIERESNI-ONTAP MPIO%ZEARAT 3 ##HELTULE T,

SMBIRIEETHO O 3=y

ONTAP(Z. SMB3Z’0O k JJLZERE L T. Hyper-VIRET S VEICTHEEZEM /N T 4 —
IV REBNTENASI ML —SHIBHLET,

CIFSZO kJJL%ZfER L TSVMZERY % . Windows Active Directory K X1 > IC/@ 9 5SVM_ETCIFSH
—N\HRITEINFET, SMBEEZKR—LT LU MJICERLID. Hyper-VE K TU'SQL Serverd 7 —2 O —
REKRILLIEEDTEET, ONTAPTIE. SMB 3.0 XDERENHR— SN ET,

* KRN R (R R ZER 72T 71 ILEAB)
s hyrzakal
CUSARYUSATY R T TAINF—N—

* R —=ILT7 T MG

+ ODX

* JEALVSS

Windows ServerCOSMBEED 7O 3 =>4
IR
Windows Server®NASERIZE TNetApp R b L =% FEHT BICIE. ROBHLHD £7,

* ONTAPY S R RUCEBMBRCIFSZ 1€V ADMETT,
* TIVT =D RLEBHIDERINTL S,

C TAmEBAUE—T AR (LIF) BMOER SN, £DOT—ZLIFZCIFSBICERE T 2HENHD X
ER

* DNSHERZE L 7=Windows Active Directory R X1 > — /N R XA VEBEDI LTI vILHH B,
* NetAppZ S RZHDE ./ — Rid. WindowsR X > > rO—S eBZIAEBHINET,

Active Directory R X > > bO—7

NetAppX b L—2 3> FO—F &, Windowst —/\ & [E#kICActive DirectorylCE0 L T, Active Directory®
TEET D ENTETET. SYMDIEREFIC. R XA VB ER— LY —/NDOFlZIEE L TONSZRETE
9, SVMI&. Windows ServerZ [E#kD 774 T. DNSIZActive Directory / Lightweight Directory Access
Protocol (LDAP) H—/N\%BB&9 % Z & T. Active Directory R X/ >OY FAOA—SDEERZHAE T,

CIFSOty b7y THIEL K HBET B 7-ICI%. NetAppA L —2OY FO—F ¥ Windows K X1 > > +
O—SOEBZNMEHEINTVIRENH D £9, NetAppTlE. Windows R X1 > 1> FO—35 ¥ NetApp X b
L=y bO—SOBOBREZSDURICTZ e E#HELTVE T, ONTAPY 5 XX NERDEFRY —
ZEBEEATBICIE. Ry bT—0 24 L7OK3)L (NTP) H—NERETDICE2HELFT, Windows K
XAYAY bO—FENTPH =N LTERET BICIE. ONTAPY S AR TROAR Y RERITLETD,
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SdomainControllerIP = "<input IP Address of windows domain controller>"
cluster::> system services ntp server create -server SdomainControllerIP

BA

1.

N o g > »w

HFLWSVMZER L TNASTO L JJLCIFSZBMICLEF . FrLLSVMIZXDOWIT A DAETIERT
FTXT,

° ONTAP/CLIOY >
° System Manager DB
° NetApp PowerShell'Y — )L w k

. CIFSZ7OMIJILDETE

a. CIFSH—N&%EiEEL X,

b. CIFSH —/\%3BN9 dActive Directoryz8%E L £ 9. CIFSH —/\%Z Active DirectorylZiBIN T B I
RXAVEBEDILT VIO VILDMETT,

SVMICE VT AR/ —RDLIFZEIDHTET,
SVMTCIFSt—E X ZRRL £9,

TV — D ONTFSEF a2 U T HRDRY 2 —LZERLFT,
R a—LilqtreezZER LET (FTF>3Y) o

Windows Serverh'5 7 7 XA TE3 L 512, R a—LFT:=ldqtreeT« LU JICHIET 2 HEEEER
LET, HBE%Hyper-VR L —JICERT 3561, HEDOIEREFICHyper-VOMBKGH A B2 BMICT
BEFRLET, CHICED. Z77ILEHBOSTAMNERLF T,

ER LT-HEBEEZREL. HEANDT7 7 RICHEIZIG L THERZZEELEX T, SMBHEICT7IVEXT3T
RTCOY—=NDOAVE2a—RTHIVMNIT7IER%EZHFTTBLS5IC. SMBEEDIEREZERET IHNEN
HOFET,

R MEE

NASZO k OJLCIFSIE. ONTAPICIZZETIHREINTWVWE T, L7eh'>T. Windows Serverid. ONTAPLED
T—=RICTIECRTBRIDIEMDI AT TRz T72RBE LEFEA. NetAppA bL—OY K
O—ZlF. XY NT—OLETRAT4 T T 70—\ LTEBH TN, Microsoft Active Directoryzssit =
'—ﬁ_ |\ L/i-a_o

Windows Server C{ERL L 7=CIFSEB % & 3 ICIF. ROFIEHEETLE T,

1.
2.
3.

16

EEET ) —TD X /N—¥ L TWindows ServericOF 1> L9,
run.exelli8I L. EBICT IR TB31=DICER LI-CIFSEBEDRZE/NAZANDLET,

HH % Windows ServerlZk BRI v E VT T 3ICIE. [This PClZH2 ) w2 L. [Map Network Drive]
Uy LT, CIFSEEDNRAZIEELF T,

—EBDCIFSEIE X X 1%, MicrosoftEI 21>V —JL (MMC) #FRLTEITTEFET, TNBHDERXY
ZETITBENC. MMCAZa2—O7 Y RZ={FERAL TMMC%ZONTAPR b L —JICIEHRTAIMNELRHD F
XS

a. Windows ServerCTMMC%B< ICIE. H—N—IX—J v D[V —ILEI> 3> T[AYELI—2DE
Blzo)wo LET,



b. [ZDMDIRIEIZV ) v I LTHIOIYEa—RICERZI Vv I d3L. [AVE2a—RDEIRIZ A
TATHHEEET

C. CIFSH—/N\D&aI£7=IICIFSH —/N\ICHERR T ASYVMLIFDIP7 RL AZ AL XY,
d [XTFTLY=IIHET7AIAZRBEALT. BLWTW3 771, tyv>ay. BLUHFERT
BLUBELET,

NANTZ0T74R

* NetAppTld. R a—LhHZ/ —FHBRD/ —RICBEISNI-CEX /) —RTEEIRELILCEIC
OB ALDRELBWVWC EERERT 27-0IC. 7 71 )LEE Tceontinuous availabilityF 7> 3 > %8
MCTBEZHRELTVET,

* Hyper-V over SMBERIZERICVMZ 7OES 3 =00 9 31581dNetApp. A NL—J P XFATIAE—F7
O—REBMICTACEZMHELET, CNICED. VMOTOES 3=V JBEIERINE T,

* AL — U5 X4 TSQL Server. Hyper-V. CIFSH—N\AREDEHRDSMBT—I 00— RERIA LS
2NetAppizald. Bl & Q77 V45— MIHBH 4 DSVMTERABRBZSMBT7—JO—R%ZKRAMTEIL
EHELET, COBRIF. F7—70-RIABOX ML=y bT—0 R a—LLATI D
RNEIZRDTH. BT,

* NetAppTld. Hyper-VZRRX F XONTAPX b L—C%10GBO*w F 7 —2 (FEABERIGES) TEEI 3
CCEHERLTVET, 1GBOXRY hT—JHEFEDIHZE. NetAppTld. BBD1GBR— ~THERIND A
VE=TIARTIN—T2ERTB_CZHRELFT,

* NetAppTld. HBSMB 3.0EEHNSHDHEHBICVMZRITT ZEIC. BITREZERT37HIC. AL
—OV AT LATCIFSOE—7# 70— R BNCT A2 #HELTLET,
HZTHEIRETZL
* SMBIRIEAODA) a—L%E O 3= F935%581F. A a—LEZNTFStEFXa) 7o X TERT
BDUREHLHDET,

*UTRAND /) — ROBEREIE. ENISIGL TERET IHBENHD £, NetApp CIFSH—/N
H*Windows Active Directory K X VIZBIML TWRREHLH 3551F. NTPZERLET,

* KERINY RILIZ. HARTZ D/ — RETOAHEREL £,
cBEEMHTORIINIE. HART D/ —RETOAEREEL £ 9,

s R RN EBR L7 71 ILEABIE. Hyper-VE LK TU'SQL Server7 —2 20— R TOATR—kEhZE
ERS

* SMBYILFF v XZILIZONTAP 9 4L ECTHR— S NE T,
* RDMAIZHR—FETNEE A
* RefsldF R— TN TULWEHA.

Nanot —/\—TOSMBHEED YO 3 =>4

Nano ServerCld. NetAppX L —2 0> bO—F EDCIFSEEEDT—RIZT IR T3 HIC. BIID
DSAT VR TRNITTIIREDHD FH A

Nano ServerD 5CIFSHEICT7 77 IILZAE—F3ICi1F. VE—FY—NATROOATVRL Y b ERTLE
ER
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$ip = "<input IP Address of the Nano Server>"

# Create a New PS Session to the Nano Server

S$Ssession = New-PSSession —-ComputerName S$ip -Credential ~\Administrator

Copy-Item -FromSession $s -Path C:\Windows\Logs\DISM\dism.log
-Destination \\cifsshare

* “cifsshare’ |&. NetAppRX L= O—FEDCIFSHBETY,
* Nano ServerlCZ 7 I)IZaE—F3ICIE. ROOYRL Y bZEITLET,

+
Copy-ltem -ToSession $s -Path \\cifsshare\<file> -Destination C:\

TAINAORBEEEIE—T3ICIF. 7AIINABEIEEL. OXYRL Y FOXREICH B-Recurse/NS X —
REFEARALE T,

NetApp_ L DHyperV L =427 5

Hyper-VZ kL —2 414> 7 Z1d. ONTAPR ML —U S R TLTRAMTEEX T, Hyper-
VTCVMT7 7AW EEDT 4 RV ZRRNT BTcODIA ML —T1F ROKISTT LD
IC. NetApp LUNZE 7zI&NetApp CIFSEEZFER L TIRHETET £,

DDOo DOOo

Hypervisor Hypervisor

NetApp Storage Controller NetApp Storage Controller
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NetApp LUN_E®DHyper-V kL —2

* Hyper-Vt#—/A< > > TNetApp LUNZ 7O 3 =>4 LET, HEMICOVLWTIE. MSANEIETH IO
Ea=Z>o" )

* [Server Manager]|M[Tools]tZ ¥ < 3 > H*S[Hyper-V Manager|zFE £ 9,
* Hyper-Vtr—/\%3#iR L. [Hyper-V Settings]= 2 1) v 2 L X9,

CVMEZDT A AT %ZLUNELTHRINT 3T 74N DT A ILEZIBELE T, THUISKD. Hyper-VX b
L—DT7T 74 RINZADLUNE LTERESNE T, VMONIZBRRRNICIEE T 358135, VMOERE
ICIEBETET XY,

NetApp CIFS_EDHyper-VZ kL —

CDEITAVICEBESINTWVWSFIBEZRAIRT 80IC. "SMBEETOOEY 3 =>4"] , NetApp CIFSH
B THyper-VZ L= ZRETBICIE. ROFIEZETLET,

1. [Server Manager]®[Tools]tz 2 < 3 > H*5[Hyper-V Manager] = B = £ 9,

2. Hyper-Vt—/\%3#IR L. [Hyper-V Settings]x 7 ') v L %9,

B VMEZFDT 4 AV %ZCIFSHBEY LTHRINT 2T 74D 7 AR EIELE T, LD, Hyper-
VIRL—=JDCIFSEBEE LTT 74 ILENRBERESNE T, VMONIAZBERMICIEE S 258
IE. VMOIERBFICIEETE £,

Hyper-VORVMIC . ¥BR X MM I /-NetApp LUNECIFSHE#IBMETE XS, COFIEIE. FED
MBRZAMDBELEILTY, VMICRA ML —2Z7OES 3 =209 3ICd. ROBEZFERLET,

* VMADFCA Zo T —R%ZFERALIX L —LUNDIEN

* VMRIDISCSI1 =3 T— 2% FEA LT X b L—LUNDIBN

* VMAD/NRRIL—YET « XU DIEM

* RA KD BVMADVHD / VHDXDENN

NANTZ0T74R

*VMEZDT—A2DNetAppR F L —J TSNS IFS. NetAppTlE. NetAppEEHRER) 2—LL
NIV TEHMICRIT IR EZHRELTVWET, CNICED. BA—DOVMHACSVHE £7-IESMBHEF TR
AREINTWVWBREE. AR—IADKIBICHIR SN T T, BEEFRIIAMNL—2O2 FO—-F ETERITT
N RAMRAFLEVMONT #—<I 2V RICIIREL X H A

* Hyper-VIZiSCSI LUN% BT 3358 1%. Hyper-VRR FD T 74 7o+ —JLERET lSCSIH—E X
(TCP-IN) for Inbounds & TiSCSIty—E X (TCP-OUT) for Outbounds ZB®ICL TL TV, ZhIC
&D. Hyper-ViRZX k& NetAppd > FO—Z DR TISCSIN S 74 wIDERREINE T,

* NetAppTIi&. [Allow Management Operating System to Share this Network Adapter for the Hyper-V virtual
switch|Z 723> A JICT 2 e Z#HELTVWET, ChUcLD. VMERDRY hT—UOHDMERR SN
9,

BXTHIRNEZL

RET FANF Yy RILEFALTYME JOES 3 =240 3 3IC1E. N_Port IDIRAE{LHERNAFC HBAD
’/Z\g_c‘j_o %*40®FC/—J€_ l\h\\ﬂ/—.ﬁ_ |\ énijo

* RA MY AT LICEHOFCR— MR EINTE D, VMICIREINTUVBIHBEIE. IILFNRZBRIC

19


win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_san.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html
win_smb.html

TBDICMPIOZVMICA Y R b —IL T 2HELDHD 7,

* NRZRII =T 4 AT TIEMPIOD Y R— b TNV, £DHRX FTMPIOMMEARTNTULBIBE. /NX
AN=T 4 RVZRAMITOED I ZVITFTBHILETETEE Ao

* VHD /VHDXZ7 7 1 JLICEBR T3 T4 XA 71E. EIDYUTIC6AKD 7 #—< v b EFERTI3HNELHD 7,

IBICHAET
* FC HBADFHIC DWW TIE. 2B L T 72 W "Interoperability Matrix Tool  ( IMT ) "
AR T 7 A NF v RILDOFFEHIC DV TIE. Microsoftd "Hyper-VIRIE T 7 1 NTF v R ILDIFE" R—

70— RFT—REx

Microsoft ODX (AE—#70O—R) #FEHATD L. AR LAY E2a—42EZNTTIC. ARL—=—SFNA XK
FIFEBRERHZI AL —CTNA ABTT— R ZBELEXTE £J, ONTAPIE. CIFSZO k)L ¥ SAN
7Ok J)LOWA TODXEREEHXHR— M LTWVWE T, ODXEFERAT I . AE—DRILARY 2a—LRICHS
BEICINT#—IADEMELTED. 95147 FTOCPUE XEY OFERAEKIMNMETLIED, Ry T —
JIIOFEIHIEBDERRIMET LD TBR8EMEDLHD £,

ODX%Z{FEHT 2. SMBHEERN. LUNKH. $LUSMBEEXLUN (LR 2a—LARADKEE) BTIZ 7T
AP —9 30ENEEDDOMERMICEDE T, CDAEIE OS (VHD/VHDX) OJd—=ILT oA X—=2D
BEOIE—DEILAR) a—LRICHREBRIGEICRIIEXY, IE—DPELCAR) 2a—LRICHZHEE. BLCT
—NTIUAR—DOEBRO A —ZER T 2B KIBICERHINE T, ODXIE. VMR ML —2%#BE1T 5
T DHyper-VA L= DS TIIXA4JL—>a > THhEAINE T,

EBHOR) 2 —LBTOAE—%21T5881F. RAMR—=IXQOOAEP—ICHARTNT A=V ANKIEBICALETS
_ZlEHD FHE A

CIFSTODXKEEZ BMICT BICIE. NetAppA L — Y FO—S5TROCLIAY Y REEIFLET,

1. CIFSHDODXEBMICL £,
#HERE L X)L % diagnosticlCSRE T 3
cluster . . > set -privilege diagnostic

fenable the odx feature
cluster::> vserver cifs options modify -vserver <vserver name> -COpPY
-offload-enabled true

freturn to admin privilege level
cluster::> set privilege admin

2. SANTODX#EREZ BEMICT BICIE. NetAppR FL—2 02 FO—F TROCLIOY Y RERTLE T,
#1EPR L N )L % diagnosticiCERE T B
cluster © > set -privilege diagnostic

fenable the odx feature
cluster::> copy-offload modify -vserver <vserver name> -scsi enabled

20


http://mysupport.netapp.com/matrix/
http://mysupport.netapp.com/matrix/
http://mysupport.netapp.com/matrix/
http://mysupport.netapp.com/matrix/
http://mysupport.netapp.com/matrix/
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx
https://technet.microsoft.com/en-us/library/hh831413.aspx

freturn to admin privilege level
cluster::> set privilege admin
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# create

@

new policy group pgl with a maximum throughput of 5,000 IOPS

cluster::> gos policy-group create pgl -vserver vsl -max-throughput
5000iops

# create a new policy group pg2 without a maximum throughput
cluster::> gos policy-group create pg2 -vserver vs2

# monitor policy group performance
cluster::> gos statistics performance show

# monitor workload performance

cluster::> gos statistics workload performance show

t¥FalTa

ONTAPIZ. WindowsARL —F 4 VIS RXTLICEF2aT7HRA ML= AT L% M
LEI,

Windows Defender7 > F 1)L X

Windows Defenderif. Windows ServeriC1 > X F—ILEN. T T AL FTEMCHE>TWVWBTILT T 7XE
VIRITT7TY, COVYT I 7IE. BHMDOTILY T 7H 5Windows Serverz Fatliy (C1R:E

L. Windows UpdateZ/t L TERRICR LD T 7N EDEERZEFH I EHNTETF XY, NetApp LUNS &K
U'SMBIA X, Windows DefenderzfEF L TAXF v > TEF £ 9,

I5ICHEAET
FMICDOWTIE., #B8BLTLETL,, "Windows Defenderd i E",

BitLocker

BitLocker K 5 1 JEES1tid. Windows Server 2012H' 55| AN T-T — X REKLEET T, CDEES(LICEK
D, Y8BT« X2, LUN. BLUCSVIHREINE T,

RANTZOT74 R

BitLockerZ BNIC T BHIIC. CSVEX VT T U RE—RICTEZHREHLAHD EFT, D=8, NetAppTlE. ¥
I RA LEEET B-0HIC. CSVLEICVMEER S B Hi1IC. BitLockerR—XDEFa ) T LT REE
T5CCxEHEELTVET,
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Microsoft Windows Nano Server®E A (ICDWTEHAAL £,
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Nano ServerzHyper-V:EX & LTEAT3ICIE. ROFIEZERITLET,

1. BEES)L—FD A > /N—¥ L TWindows ServericO5 1> L3,

2. Windows Server ISOM\NanoServer 7 # JL4 h*5NanoServerimageGenerator 7 # LA %= O—AJL/\— R
T4 RZICAE—LZ 9,

3. Nano Server VHD/VHDX% {Ep ¢ % ICId. ROFIEZEITL £,

a. Windows PowerShellZz EI2E L TESL. O—ADIN—FTFs X7 LOIE—EN
7=NanoServerimageGenerator 7 # LA ICHBEL T ROOAXYV LY FZERTLET,

Set-ExecutionPolicy RemoteSigned
Import-Module .\NanoServerImageGenerator -Verbose

b. JxdDPowerShell ¥ > KL v k%3247 L T. Nano ServerDVHD%* Hyper-V/R X k& L TIERL L £
o COIORYRERTTIL. HILLWHDOEBEEBENRT—RZANTEILSIIKROSNET,

New-NanoServerImage -Edition Standard -DeploymentType Guest
-MediaPath <"input the path to the root of the contents of Windows
Server 2016 ISO"> -TargetPath <"input the path, including the
filename and extension where the resulting VHD/VHDX will be created">
-ComputerName <"input the name of the nano server computer you are
about to create"> -Compute

.. ROBITIE. TZxANA—=—N=D SRR >V ITHERMRHyper-viE X M%BEZ $FDNano
Server VHDZIERL T, CDHITIE. £:\ICY¥ DT> FENT=Is0D HNano Server
VHDZIER L £ 9. FTLIERL7cvaDid. OV RL Yy FDETTD T # /L AW DNanoSe
rverEWSEBID T A IAICBBESNE T, IVEa1—X&AlENanoServer Ty BRI NI
VHDICIdWindows ServerDIEEI T3 VAFENTVET,

New-NanoServerImage -Edition Standard -DeploymentType Guest
-MediaPath f:\ -TargetPath .\NanoServer.vhd -ComputerName NanoServer
-Compute -Clustering

O > R LW bNew-NanoServerImageZ R L T.
TPV RLRA BTRY IR, TIAINT—bT A, DNsHH—/\0 RXAVREZRTE
FTRINTA—FERELFT, AL,

4. VME713¥ER X~ TVHDZER L T, Nano ServerzHyper-V-RX FE L TEALE T,
a. VMICEA ¢ 3158 1&. Hyper-V Manager T#r L WM%E{ERL L. FIB3TIER L 7=VHDZFERL £9,

b. ¥R X MZEBATB3EAIE. VHDEYIEI Y P a—4ICaF—L. COFHLLWHDHA SEET B L
SICERLET. £9. VHDZEY T k L. bedboot e\windows (VHDAEAND FICY Y kT TWL
2B #E£1T7L. VHDZ 7YoL, MBIV 1 —4%Hic8) L T. Nano Serverzitc@hL
£9,
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5. Nano Serverz R XA VICBMEES (AT 3Y)
a FXAYROERDIVE2—&ICOT 1> L. RDPowerShell ARV FLw b EETLTT—427T

A7 =zERLET,
Sdomain = "<input the domain to which the Nano Server is to be
joined>"
Snanoserver = "<input name of the Nano Server>"

djoin.exe /provision /domain $domain /machine $nanoserver /savefile
C:\temp\odjblob /reuse
JE—FII Y TRDPowerShellAX Y KL W F%EFETL T, odjblob
774 )l %ZNano ServerlcAE—L X9,

Snanoserver = "<input name of the Nano Server>"
Snanouname = ""<input username of the Nano Server>"
Snanopwd = ""<input password of the Nano Server>"
$filePath = 'c:\temp\odjblob'

S$fileContents = Get-Content -Path $filePath -Encoding Unicode

Ssecurenanopwd = ConvertTo-SecureString -AsPlainText -Force $nanopwd
Snanosecurecred = new-object management.automation.pscredential

Snanouname, S$securenanopwd

Invoke-Command -VMName S$nanoserver -Credential S$nanosecurecred
-ArgumentList Q@ ($filePath, $fileContents) -ScriptBlock \/{

param (SfilePath, Sdata)

New-Item -ItemType directory -Path c:\temp

Set-Content -Path $filePath -Value $data -Encoding Unicode

cd C:\temp

djoin /requestodj /loadfile c:\temp\odjblob /windowspath
c:\windows /localos

}

b. Nano Serverz BiEed L £ 9,

Nanot —/\— A\ DIERH:

PowerShellZ £/ L TNano ServeriZ ') E— FER T B ROFIEEZRTLE T,
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1.

DE—FY—N—TXOIAYRLY bEFE{TLT. NanoServerz ) E— a2 —2 ELDEFETE
BZHRA M LTEMLEY,

Set-Item WSMan:\LocalHost\Client\TrustedHosts "<input IP Address of the
Nano Server>"

RIEHNEZLT. INTORI M E2EETEZRA M LTH—NISBINYT 2881, ko< >
REERITLET,
Set-Item WSMan:\LocalHost\Client\TrustedHosts *

DE—FH—NTXROOITRLY bZETLT. VE—bEy>arzRwmlLiEd, 7OV
FARRINI=S. Nano ServerD/NAT—KREZAHDLZFT,

Enter-PSSession -ComputerName "<input IP Address of the Nano Server>"
-Credential ~\Administrator

I) E— FWindows Serverh* 5GUIEBIE'Y — )L % R L TNano ServeriZ ) E— MEF T B ICIE. XTI UK
#RITLET,

1.
2.
3.
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Server ManagerD &,
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w2 L. Add Servers (h—/N\—®DiEfN) Z=2 ') w2 LT, Nano ServerQfFHR=Z AN L TEMLES, =
NT. H—/N\—1 X ;IZNano ServerRRENF T, Nano ServerziEIRL. G271 v o LT, &t h
TS EIFRA T3 TEEERBLET,

. Nano ServerEQOH—EX %) E—FTEEITSICIE. XOFIEEZERTLET,

a H—N—IR=—TvyDY—IIEI> a5 —EIZRATET,

b. [F—EX (O—H) 12HIVYvILET,

C. [Connectto Server]z 2 ) w2 LET,

d. Nano Server®# —E Xz RRE LVEET S 7= DNano ServerDFFlIERZIRMEL £ 7

Nano Server CHyper-VOIZEINBIC R > TWLWBIHEIE. KRDOFIE%ZETTL THyper-V Managerh*5 J €
—FTEELEY,

a. [Server Manager]®D[Tools]tZ 7 < 3 > H 5 [Hyper-V Manager|ZFE £ 9,
b. [Hyper-V Manager|= &2 1) v 2o L£9,

C. [Connect to Server]Z 2 1) w2 L. Nano Server®&F#l= AJJL £9 - Nano ServerzHyper-VH—/\ &
LTEEL. 2OLICVMZIERB LUEBETESLDICHBD F L1
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a. Server Manager®Toolstz 7 < 3 > H* 5 Failover Cluster ManagerzF & £ 9,
b. Nano Serverz LTI S X2V JBEDIREXRITLE T,

Hyper-VJ 5 X ZDEA
CDFERTIE. Hyper-VI S XX DEAICDWVWTEHAL XY,

AT
* 2B EDHyper-VHF — N\HHEEICER SN TV,
* ZBHyper-VH—NICD B EHI1DDREBIA v FHREINTLS,
* TxAINA—N—U S X 2REEEIZ. EBHyper-VH—N\TEMICER>TULET,

* SMBHE (CSV) (. HyperVI SRR VT DI=DICVMEZDT 1« AV ERMRTZEBI ML -V
LTEREINE T,

* BBV ITRAFBMTRA ML= HBLBRVWTLEE W, 75 XRXTLICCSV /I CIFSHEZ1DIZITHRE
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TOHyper-VH—/N\DOAYE2a—RT7HIO Y MIT IR ZHRTZ2HRELHD £7,

gA

—_

WgnHdWindows Hyper-VH —NICEIEBE T IIL—TFOX I N—cLTOd1> LET,
Server Manager®c&,,

[Tools]tz¥ < 3 > T. [Failover][Cluster Manager]zZ2 ) v 27 L&,

[Actions] X = 2 —H*5[Create Cluster]z 27 ) w I LE J,
CDYUTRRICEEFNDHyper-VH—NDOFMHEIEELE T,

VS R AR EIRIL Y 5 A 2B DRI % KO 5N i 5[ Yes| &2 EIR L. Hyper-VH—N\Ho S X ZIZEN
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8. JTANA—N=UFZAZIZ—2v T, HILLIERLO S X4 %20 )y LTEEBLET,
9. VSAATHAITIHBERAM L —PZEERLET T, SMBEBEXIICSVOWITNH T,
10. SMBHEZHBI L -2 LTEAYT %55, Sl FIRIZVEDD THA

° NetAppA L —2 O FO—SICCIFSHEZHREL X T, CNEITIOICIE. MSMBEETOIOE
JSgzZyom,

M. CSVEHBERAML—J LTERTRICIE. XOFIEZETLE,

a. NetAppX hL—2 Y FO—-STLUNZREL XY, CNZfT5ICid. TSANIRIETOIAEY 3=
>U1 #BRLTRE L,
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ED

d LUN (To952X45F422]1) #H2 " w2 L. [Add to Cluster Shared Volumes]z 2 ') v L £,
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NHOSEEHICEBE SV TV ERATEET,

12. ZSATAMVMEER L £
a JxANA—N—UFXZIFX—I% T, AIOFIETER LI X2 ZERLTERBLE T,

b. [Roles]% 2 ) w % L. [Actions] T[Virtual Machines]%= 2 ') w2 L £, [New Virtual Machine]z 7 1) v
A3

C VMZEEI STV FXIh 5/ —FZFERLET,

d. [Virtual Machine Creation] 7 « #'— R T, VMY ZDT 4 AV ERMTZINRAE L THBEA ML=
(SMBHE £7IFCSV) ZEELF T,
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RLLTHBR ML= (SMBHEX/IFCSV) ZHRELF T,
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S HSATRATL =232 *FHT/—FZBERTZIEDH. V7 RAIDREL/ —FZEIRTES
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WED/—FH 5RO/ —RICAE-LET, TDIc®H. VMZRID/ — RICBITI B & VMICHE
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AW IRBIT, */—REFHTEIRTZEDH. VFTAEIDRER/ —REZEIRTETZEL5ICT 3
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PADOT 4 RZICAE—LET, FDH. VMERID ./ —RIZBITTD L. VMICHRBRXE &K
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o MYV ML—S DT, *TOAETIE. REIS VA MNL—COB#U S —REFERALE
3“0 L_a)'bwf RTlE. VMT 1 R8T 71 )L%ZERL T, BIDIHAT (CSVHEE £7-1XSMB

75 ARXERIEANNDHyperVS 1 X147 L—3 0 DEA

DU 3>TIE. V5 RARERENTDHyper-VS1IIAM T L—a>DEAICD
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I LTEA ML= FRIEFHBSMBR ML —PZER T RR > K70 OHyper-VH—/\,
V=AY —NECTRTA4XZ—=2a> Y —NOEAICA VX ~—=ILEINTLSHyper-VDIEE,
* WHDHyper-VH—N\HFEIL FXAVICBLTWSD. HEICEETNTUS RXIVICBLTVEY,
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EIVSRABIBTIAIIATL—230%RTT3ICE. V—RETXT 14 %— 3 YDHyper-VH—/N\H
Zg_?‘?'fﬁ“ L—>a B EXRETEELIOICKRELFT . MADHyper-VH—/N\T. XOFIEZEITL
1. [Server Manager]®[Tools]tz 2 < 3 > H*5[Hyper-V Manager] =B = £ 9,
2. [Actions] C[Hyper-V Settings]z 7 ') w7 L £ 95
3. [Live Migrations]%Z 2 ') v % L. [Enable Incoming and Outgoing Live Migrations]Z R L £ 9
4

- FRTEERY T —IETIA4TIIRATL =232 5T v I ZFATED. FEDORY hT—U L
TOHFAA TN ZERLET,

S. WE|ZH L TL Live Migrations®AdvancedtZ 7> 3 VH'SEREE7ANIINENT =X A A S a>%m
BMECTETET,

6. CredSSP%ERE7O R L LTEHAL TWLW3HEI(E. VM%@@J?’%HUL\ T AT A %— 3 ~Hyper-V
H—N\H5Y—ZHyper-VH—NIcOJ 4> LTLES

7. Kerberos%ERSE 7O JILE L TERAT 3581, FINNSIZEEZREL T T, TDRHICIF. Active
Directory R XA > Y bO—FADT7 IV IANBETY, ZEZHET DICIF. XOFIEZERTLE T,

a. Active Directory R X/ > > bO—ZICEEBHxLTOJ 1> LE T,
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Server Managerzf2& L £ 9,
[V—IL]E o> 3T, [Active Directory1—H—r A Ea—REIUv I LET,
KX VZEEREL. [OAYEa—REIUvILET,

)R bH5Y —ZHyper-VH—NZERLTHEZ w2 L. [Properties]Zz2 ) v LEXT,
[EE]RT T, [COTAVEa2—FZEHEL THEESNIY —ERDHICEET B ZERLE T,
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EBmzsUy I LET, [F—EXDEMT - RABEETET,
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RIVESTET,

T AT 4 F—> 3 VHyper-VH—N\Z%ZEEL. [OKIZ2 )y I LEXT,

* VMR bL—C%BET 301, [CIFS]ZEIRL F95,

* VM%E#EN T BICIE. [Microsoft Virtual System Migration]tf —E X %3#RL £ 9,
[EFE]Z T T OKZZ Uy LET,

. [Computers] 7 # LA T. )X bHS5BITHDHyper-VH—/N\%EIRL. COMNBEZEDIRL X

9, [Select Users or Computers]T. VY — XHyper-VHr—N\&%iEEL £,

8. VMZz®BEL X7,

a.
b.

C.

f.
g.

Hyper-V ManagerzFZ £,

VMZEGZ v L. [MovelzZ w2 L%,

[Move the Virtual Machine] &R L £ 9,
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T I T—RFyIIITSATIATL—23>TlE. REICEDLWTHOD2DDF >3 >ong
NhzERLET,

MEBIZH LT, TRTFT 4 *2—> 3 YHyper-VH— /N EDVMDIBFREIEEL £,
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HyperVI L —SDSA4TIXAJL—3 > DEA
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* HyperV—N\MZ 14 ITIA4TL—2a VAICRESNTWVWBRHENHD X9, ODBAICETZ IS 3
VEBRELEYT, "UVIREZBRENTOSAIIATL—3 0%

8A

1. Hyper-V Managerz B = £,

38
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VMOIEEHDO#FH L WEFRZziEEL £9,
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BA
1L LFVAY—NZERLET,
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MDPowerShellA¥ > RLw FEETLET,

Enable-Netfirewallrule -displayname "Hyper-V Replica HTTP Listener
(TCP-In)"
[Server Manager]® [Tools]tT¥ >3 >H 5 [Hyper-V Manager] ZHIT X9,
[Actions] M5 [Hyper-V Settings]Z v LZET,
[Replication Configuration]ZZ U wZ L. [Enable this computer as a
Replica Server] ZiEIRL X7,
[Authentication and Ports]®2o> 3> T, BEEAECR—FZERLET,
[Authorization and Storage]t2>3a>T. LFUI—hrENi
VME T 71 I ZI&NT BIEFiziEE L £ 9,
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b. VMZEL FVT—hr33L TV AT —NDOEHIZIEELF T,

C LTZVAY—NTLTIVT—23> b3 74 v IRETBLIICBRESNIEREGER T FeLTUA
H—NR—bZEELE T,

d LFUr—hr93VHDZZEIRL X,
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C. fERTBH)ANIRAY M EERLET,
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# For Kerberos authentication

get-clusternode | ForEach-Object \{Invoke-command -computername $ .name
-scriptblock \{Enable-Netfirewallrule -displayname "Hyper-V Replica HTTP
Listener (TCP-In)"}}

# For Certificate authentication

get-clusternode | ForEach-Object \{Invoke-command -computername $_.name
-scriptblock \{Enable-Netfirewallrule -displayname "Hyper-V Replica
HTTPS Listener (TCP-In)"}}
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V. [Authorization and storage]Z2 > 3> T. DI T RAEZADVMDL ) r— rz#Ha§ 35—\
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EBNEHROBEREL
Microsoft Windows# & U'Hyper-VICEE§ 2 Z D) Y — X

* ONTAP DO#R
https://docs.netapp.com/us-en/ontap/concepts/introducing-data-management-software-concept.html

* RISANDARI N TS0 T4 R
https://www.netapp.com/media/10680-tr4080.pdf

* NetApp74 —JLSANT L T—RZ DRI % & NetApp ASAL DEE M
https://www.netapp.com/pdf.html?item=/media/85671-tr-4968.pdf

*SMBOD RFa X2 b
https://docs.netapp.com/us-en/ontap/smb-admin/index.html

* Nano Server AF9+
https://technet.microsoft.com/library/mt126167.aspx

* Windows Server_E M Hyper-VDF&ERE+
https://technet.microsoft.com/windows-server-docs/compute/hyper-v/what-s-new-in-hyper-v-on-windows

42


https://docs.netapp.com/us-en/ontap/concepts/introducing-data-management-software-concept.html
https://www.netapp.com/media/10680-tr4080.pdf
https://www.netapp.com/pdf.html?item=/media/85671-tr-4968.pdf
https://docs.netapp.com/us-en/ontap/smb-admin/index.html
https://technet.microsoft.com/library/mt126167.aspx
https://technet.microsoft.com/windows-server-docs/compute/hyper-v/what-s-new-in-hyper-v-on-windows

ZFEICET 3B

Copyright © 2026 NetApp, Inc. All Rights Reserved. Printed in the U.S.C D R 2 X > MIEBEMEICEK > TR
EEINTVWET, EFREFMEEDOEAICK 2FFAFED HIHE IR BRER. EFEEA. SLUEER
B, BHEE. T—THIE EFREI X T LANDHEMAAZ STHRMIREAEL L. WHRBERE LUHEIC
LBEHBBILFT,

Y 7Y TDERYHSIRELIEY 7 U 7IE RICKRIERAFHERES FURBREOHRERD &
ERS

COVITRUT7E Xy b7y FICEoT MBRROFTF BESNATVET, *v b7 v FIZATHERER
i X3E@MES LOREBNICN T 32 EEMEORTRNRIEZ S 2 CNURESNABVVLDRBEETR
NBRFRIEDITVEEA. R b7y 7id. ABRILIIABY -—EXOFEE. AR, 7 —XEXR. FIRE
K. EHFFPHzEH. DOINURESNGL. SOV I M T7DERICEDE LT IRNTOEENEE.
BENIEE. BRVIEE. KRS, BEEE. KANBEZEOREICH L T, HEROFEEDEREMENEN S
NTWE LTH, TOEEER. RUE T55FH. ZHNOBFE. BEREE. FETR BRFLIZEST
BWEEZE0) IChH 5T, —TI0oEEZEVEEA,

XY RTyTiE. CTICEHINTULERIARTOERICHTI2EEZER. FELLITSENEZRBLED,
FZY R TPy FICEZERHNLBEBCLZEENDHZEEZRT. CICREITNTLVBRBDOERICEDEL
BPEESLUVEHICTH LT, 2y b7y TIdEEEEVEFEA. CORRBOERFLIZEBAIX. v b7y
DYSEFHE. BOIEME. FT-I3MORKNFRBIEICE DK SV ADHErIZABEINEE A,

CORZaTILCEEHINTUVBREFRIE. 1 DU LEDOXKEREF. ZOMOEORFF. BLUOEBROEFEFICK
STHREINTWVWIEELHD £,

MEFOFIRICOWVWT | BAFIC K A, EH. FxRld. DFARS 252.227-7013 (2014%28) &KL UFAR
5252.227-19 (20074E12H) DRIights in Technical Data -Noncommercial ltems (17 —% - JEFEARE ICES
T BEEF) FED(b)3)E. ICHESNIHFIRMNMBERAINE T,

AEIIEFNZT—RIIBAERS LV £IFEBEY—EX (FAR2101DERICEDL) ICBERL. T—
R DFFEMEIINetApp, InclCHD F£F, AZNICEIIREINZ IRTORY b Ty TOEMT—2E LV
AYEa—&2YI7boz7id. BEENTHD. WEOATHEINLDDTY ., KEBMFIEERT—2ICH
L. FHEHDIOBES LIV TS AR T, 2HREXNRE T3 E L ARBEDFHIRT S EREES
L. KT =2 OREORIE 22 - o KEBAFZOICEZEL. YW OEMIT L T3H8ICOAERT -2 % E
BTEXY, ALDIBEZRET. NetApp, INcC.OEMEICLBZHFAIZER/ICEDI B, KTF—2%=FEA. B
T BnEy. BT BIEHD. EEFRIIBRIZZCIITEEFHA. EFRAEICHD D KEBAAD T —XERME
ICDWTId. DFARS 252.227-7015(b)3& (20144%F28) TEDH SN MEFDAHNEBHSNE T,

EIRICE T 5 15%k

NetApp. NetApp® O I\ http://www.netapp.com/TMIZEEEH SN TULB Y —2I&. NetApp, Inc.DFEIETY, £
DDEHHEERLIE. ENEFAEITIEHOBIZTHIHENHD FT,

43


http://www.netapp.com/TM

	Hyper-V : Enterprise applications
	目次
	Hyper-V
	導入ガイドラインとストレージのベストプラクティス
	概要
	NetAppストレージおよびWindows Server環境
	SAN環境でのプロビジョニング
	SMB環境でのプロビジョニング
	NetApp上のHyper-Vストレージインフラ
	ストレージ効率
	セキュリティ
	Nanoサーバーの導入
	Hyper-Vクラスタの導入
	クラスタ環境へのHyper-Vライブマイグレーションの導入
	クラスタ環境外へのHyper-Vライブマイグレーションの導入
	Hyper-Vストレージのライブマイグレーションの導入
	クラスタ環境外へのHyper-Vレプリカの導入
	クラスタ環境へのHyper-Vレプリカの導入
	追加情報の参照先



