OracleT —ZRX— D17
Enterprise applications

NetApp
February 10, 2026

This PDF was generated from https://docs.netapp.com/ja-jp/ontap-apps-dbs/oracle/oracle-migration-
overview.html on February 10, 2026. Always check docs.netapp.com for the latest.



HR
OracleT — A2 R— X DT

BE
RO)T

BATETE
FTEICEIT 2 EREE

— 291X

T—RANR—2H
V7 —F%TO0F¥/3A0T>
hy b F—/N\N—FFE
Ny IT7IRNR
DN—1)L

DFIE
BE
T—RIT771ILORBIT
AJEcm
RAMTF—A2OIE—
ForeignLUNImport

YTV T
T—EAR=ZAD vy bETY
TF—RANR—DIEH

T7AINY AT LEGRAND ERICEHR

T 7L AT LD
T—RIN—22BITOEH;L

771NN DGFMZRRT S

ASMBITDOU—>T7 v

ASMMD'5 T 71 LS R T LEANDEH:

F—AN—ATOJ%B4%
ARANAT—EAR—ATOAJ % B4%E

A A A W W WDNDNDN-_2 22 A~ A

® N o
Qo NN

106
106
107
108
109
111
113
114
116
118
118



OracleT— 32 RX— X DT
=

FLWRAML—TF 2y b 74— LDREZER T 3ICIE. BIFHLWAML—UTR
TLICT—RZRET AIVELH B VD, BITOSNBVWEHEIMDHD £9, ONTAP
ZfERAT 3. ONTAPH'S5ONTAPADRITE 7w FI L — R, AZBLUNDA > R—
b RRARARL—=F 0 VI RATFTLETIEO0racleT —42R—2Y T N U x 7%= BEEE
Bd3FERY. BIT7OCLXAEZ[HEICERTTETET,

@ LEHCRATNTW T2 Z AL L7R— b_TR-4534 : [Migration of Oracle Databases to
NetApp Storage Systems_

FLWT—ZR=XT7O2 I bDIFE. T—EIXR—RT7 TV r—2a VRBDNEVICERINTWS
. CNIFREICHD B A lEL. BITICIE. EPRIADOFM. BITORTICKHERRHE. HEBLIFIL
ty b DRIORIMEE WS R GREDMHEVE T,

A7) Tk

CORFaAXIMIE YOTINRTUTIPEHINTVET, ChEDXIUTRE I—HICLBIX
DAREME BSOS TI-OHOIC. BITOTEIZRAEmEEEMLI 20 FILAEZRHBLE T, XUV T & EH
TR, BITEZEHTBRITRAEZYy TOLENBRERZERL. 7TOCXLEZIE—RFR7YvITEELET, N
S5DXTZ)TMMEITART. NetApp7AO 7 v aFIL—E X ENetApp/S— b F—HERE L 1o REBOBITS
Oz FEEIERINTUVWET, CORFaXY MEETERANRIATVET,

BATETIE

OracleD T —4A#{Tld. T—EINR—R, RA L. ARL—TFLAD3IDDOLARNILOWVWT
NHTERITTEET,

EWE BRE2AOCEDOAVR—2 b (T—ER—=R RAMARL—=—FT 4 VI RT L A ML=
ATL) BT —20BEFEEHLTVBEH T,

ROEIE, BITLARILET—27O0—0F%FZRLTWVWET, T—ER—IALANILDBITTIE. TORA KL=
SRATLDSKRAMLAVET—EZR—ZALAVERBAL THLWREICT—2DBHINET, RAMLA
IWOBITHEETID., T—RET7 TV r—o a1 vz@EBtEd. KHODOICARI MO XA ZFERALTH
LWSFRICETAEFNE T, RBIC. A ML= LARILDOFEITTIE. NetApp FASY AT LBREDT LAHT
—XBEEITVWET,

[T5— 10374V IAX=IDBDEEA]

T—EAR—=ZALRILOBITLIE. BE. REZVNAT—EZR—2% L TOracle®OJ B = A L

T. OracleL 1V TOBITZRTIH_ Lz 8L EFT. RAMLARLOBITIE. RAMARL—F1 VIR
T LB OEEMKEZFERA L TEITEINE T, COMEAICIE. cp. tar. H & U Oracle Recovery Manager
(RMAN) BEDIOXY RZFERAT D BMERY 2 —LIYX—Jv (LWM) ZERALTI 7ML XTLOD
BEREBBINA M Z2BEETS 7 7MILIE—LENZTENF T, Oracle Automatic Storage Management
(ASM) (&, T—BER=ZT7 IV 75— 3 >DLRNILUTTRITEIND D KRR M LARILOBEEEICHTES
NET, ASMIF. RA M EDBEDFER) 2a—LIR—JvDREODICERAINET, REIC. T—F%



AbL=FLALRIL (ARL—=T 4 VI AT LDLANILLT) TRITTEEY,

TEICRET 2EREE

BITICRERAER. BITIZ3RBEORE. 40021 LOEROKEN. BITORITICHELLENRIERE
BRE. TETFLRERADEAEGDEICE>TEBRD EY, ARBELT —IRXR—XDOBATICIFBASHCE < DB
MEHANBETTH. TDLSBBITOEMEIIIBR/NETT, IRELT —ZN—XFRRICBITTEERT
M BTFLDOT—EN—RZBITITIHEDNHZHEIF. FIROKE SICEL > TEMBIERDEE T 58
RHDFT, REIC. T—EIR—IADBUENARZIWVEL, EDRRI VT4 AL THZEREUDESHRD X
To TDD. NV ITIMNREHFLEDSH TV 21 LeR/NRICHIZ ZBEDHD £,

ST BITHBSEHET 3ROEREEC OV THALET.

F— 541X

BEINT DT —EIR—2DY A XIIBITEHEICEASNCRELXIH. U XD Dy b A —N—FEICHT LD
HETDLIIRDEFLA. RKEDT—REBITIZ2HVRENHZHE. EICHHBEEERT2HELNHD X7,
JE—NIBIFERE. HRNAES—T > vILIOZERLTERITINET, ZEXHARBH O TIE. -4
BICFERATESRY FT7—UBIRROEREHL50%TH D EBELTVET, L xlE. 8GBOFCHR— KT
|5 _EHI800MBps DEREN AIRE T Yo EAEMN50% TH NI, ¥J400MbpsDEE TT—EAN—X%Z A —
TEFET, 2DH. CORETIFN7RETIOTBO T —ERN—XZzAE—TZ %7,

RIFBEDITTIE. BF. OJREA IO RABRYE. KDAEHNAT7 7O—FHAREICHD £9, FHFMICcDOWVWT
g, ZBBLTLLESVN, "T—2T771ILDOF Y Z4 ViEE)", RIEBIPR Y T —2 Tld. LANPSANDZE
EBISEWSFA THRIBENMMERINZ ZCIFIIFEAEHD FHA. HBT—IATIE. 7—hA47OJ DERMERE
HIEEICEL220TBT — A RN— XD EE#EITENtAPpHIZIBEL F Lo T—RERED-HIEIRINST
TO—F . ATRERRD BADTIEHEEIRMET 270, T—T7OEHOHBETL .

F—AN—

ZLDGE. REDT—2E=BE#TIEOMBEIET—2T A X TIEHRL, T—ER—XZHR— T 3HEBHRD
BHEITY, 50TBOT—EANR—X%52BITITRZHRELHZ L WVWSTEITTIE. +ORBRTIEHD FHA. 12

D50TBDOZI w3y I UTF A HILBT—ER—Z, 4, 000D L HY—F—ER—XDEFDH, FldExE
RIBrIIEABERBORERBARINEZZSNE T, BEICL>TE. FLAEDT—EHRY —XF—ER—2X
DIZO—VTHEHEINTVWEY, CN5DI7O—VISHEICEBEMRTE 370, X1JL—bT23REIEHD
FtHA. IS, FILWF—FT 2 F ¥ TNetApp FlexClone’R) 2 —LEZFIAT B L SICHKEFTINTVWBRIHE

&, 70— BEICBIERTE37HTY,

BITZ5HE T BICI3. WREBBT —IRN—RADHE. T—EIN—XADBEIRMZRET 2 HE=zERLTE
SHERBHDEY, T—ER—IRODBHMEZ BICONT. BERINBZBITAH T aVIFX 2y IATIR A IC
BLBRBMEAD DD ET, o XE. RMANZERL TE—DT—ZRN—XDIE—=BBICKRTTE. &
BDFELEDEET BAEUD DD E T, CNIBFRIAMLANILOL TV Tr—23>TY,

T—RAR—=ZIN50(EH 3HEIE. RMANIE—%ZRET3HLVWI 7ML AT LEBEEZREL TT—X %R
EDHBFRICBE T2 2 BITI-ADBEAZERHD T, COTOtEXIEF. KA MR—=IXDLYMBITEF]
FALT. TVLLUNASFHLWVLLUNICT— A2 %ZBEREBITBZ I TRITTEET, CHNUICED. T—ER—EE
#Z (DBA) F— LW B0SF—LICEEINBIN., T—ER—RICEALTEBNICT—EWBITINET, 7
7AW AT LIBRISEESINEH Ao

B&IC. 20080 —=/NICE =D B500D T —EZR—X %8179 ZNENDH BHEIE. ONTAP Foreign LUN
Import (FLI) #BERE DA ML —IR—ADA T aVEFALT. LUNODEERITERITTIET,


https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-datafile-move.html

VT —FFoF v /AVTY

BE. T—ER—RT7AINDLAT I ZEELTHFLVWRA ML =7 LA OWEEZFIATI2HENDHD £
ITH. BFTLBESTHBEIBRD FEA. T2 xIE EFV)—XA =TSy a7 L1 DO £
ICSANDNT #—I VR CEEMEERLTUVET, IFLAXDBE. T—2LA 77V MBI 3EEEE
EBERLIC. T—ER—RZEFY ) —XT7LAICBITITEET. EHFIE. SVWIOPS. BLAT>Y. BER
M7 TY . RAIDIEE > Dynamic Disk Pools’ZR ¥ DEBRICEE T I2RNA M IS U071 RIEHD £

M EFPU—ZDT7OP I FTINSDKEEETER T BTOICA ML =T —F T F v 2FZ KIBICE
BLAITNERSHEVWI CIXIFEAEHD £ A

CNCIETEBAIC. ONTAPADIITTIE. RIBVBBHR TRARDMEEZRIEYT 37-HIC. T—2X—XL
A7 EIDEEICKRTTIVNELRDHD £9, ONTAPEEIZ. HEDT7—FTI7FvDIEEINEH L TH.
TF—ANR—ARBICZDOEEELZIRBELE T, RDPDEBERDIE. IRED/N—RID T T7HEMIGELIZE FIC,
AT LEELEETICHLOWN—RI T 7ICBITTES 8T, —HRMICIEZ. ONTAPADBITIIREICE
TI23RELRHDEFT, BEDN—RITTIFA >V TL—RATT7Yv T L—RIN, T—RIFEEFELETHRLWL
XTF a4 T7ICBITEINE T,

WS DODDEHEITIE. THICZBL OFEHFARIBET T, X+ vFoay hOFERICIE. RDEELREEEIE
DHD EF, Snapshotld. Ny o T7wv . UALT7, 20—V J0B% (XFEEFHICERTIZHOEET
To ATy 7o ay hOBEEDO—HFIE LT, RADEEIF. 66803 FO—7 EDO#I250EDLUNTI96TB
DE—F—EAR—XZRTLTVWBRBEE T, COT—ER—IADNY I T Y 329 TETL. URELT
1329 TRT L. 20— TRTLET, TDOMDX ) w b LTIE. 7—20—ROZLIZIEL
TUSRAATT—REBETETSHEEER. T—EXRE (QoS) #lE%EEAL T, WILFTF—ER—IRIFE
TEELIBNIN T =< VXA ERMETEIHEREDLHD £,

QoSHlfHl. F—AXBEE. Snapshot. ZO—Z=>JREDTI/OJIE IZIFITRTOEHR THAEEL X,
LA L. FIREFRKILTZHICIE. —BBEICWS DOHDEZIDNRETY, BEICE>TIE. LW ML —
CSTLANDEREERARISERTZLDIC. T—ER—XARL—SDLA 7T MOERAZTENUEICES
CEDHDET, RAM=IFXLIFZA ML —=OR=IDBITTIETDT—RZLATI DL T Tr—FrEN
3720, CO&SBHRFAOEEIIHRITHIICHET ZAkMENHBD £, BITZ27 T L CTONTAPEITICRE
EENTeT—2 LA 7T M ERE T BICIE. BIMOFIEBNBEICKRZIHBENHBD £, ICRTFIE "Oracle
TFIEDHE" £, T—ER—EBITI31ETTEL, BNBROFATRERRRL A7V MIBITTS
FEICODVWTHEHRBELET,

Ay b F—N—FKE

AY b F—N—FHOY —EXBLDHFERKREZRET 2HBEDHD T, BITTOCI2ENS XT LELE
ZE|TECTELHEAEITBDIIEL HBIEENTT, Y—EXRDFMHNEETIHNCZ DI XTI ZTTTETE
Yo Flew BLOATL 3 2EATBRE. DRATLEBLEPSIAT LELEZHDOTICRITZTZ T TEERT. B
Y A —N—DBREIEFIRICLE > TERBZ O, AT LELEMEITOSNBZWVEETD, FBRTNEZT—ER
FLEOERXREZERT 2HENDD TITFIE,

T 2 10TBOT—EZR—XDIE—ICIE. BE. WIERHIHID T, EPRAZ—IN7EROFELE%E
FALTWVWAEE. 77O —ISBETEZEABITA S>3 VT, SRETRETIHRVEEIE. &
7N EOJER7OER ("Oracle® OV BRA"RNNROFHTEY b7y FTE. Ay A —N—KiE%
HWIBDICIERWTEE T, COB. T—EAR—IXBEEEI IO ZRT TETET, HFATIRVBEREI5S
THoT-EBEIF. RV EERLTERAY b A —N—O0€X %288t L. Ay bFA—N—BEE%Z1H7d
MR TETET, BITIEVLWDOTHERETETE TN, ZOLDHICIFERESAHRHDMD £, Ay A
—N—OFREFEIF. EPRIABFANFAETETI2HETRET IHENHD £,

Ny 7T RN

TEICVRATDBRVWBITIZHD FEA. 77 /OCHTL2ICEELTVTH, - IS5 —DAREMIFEICH


https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html
https://docs.netapp.com/ja-jp/ontap-apps-dbs/{relative_path}oracle-migration-procedures-overview.html

DFEd, BIRLIEBITNRICBEET DR, KBLIEBITORBRZERITAIMNELHD £9, Lz
Oracle ASMDEBHA >S54 >~ X b L—U84TH8EIE. Oracle ASMDEEMEED1DTHD . ZDHEIK.

BEOEEMEOEVWAEDIDTY, 212l COAETIET—2HARAENICOAE—SNTUVWEY, F—ASM
THEENRELIGE. BEICNYITIRTEEZINREIHD FHA. H—OFEREIZ. TOREZVILT
I3H. ASMEFERAL TBITZTOLUNICRICE TS, COURTIF. TODRAML—T « S RXFLTRF
wFay bk c BATONY I Ty TZRITTEBZHEICIE. RABICMZ BN TITEITH. BRI
CIFTEFHA

UN—IL

—HRDBITFIEIZ. RITAIICTKRICKRIET BB HD T, BITCHhY bA—N=-TO€EXDIN-FI

. v ariUTAALBT —ER—ZINO—RINBERTHO . BITZHINEE. U221 LZR/)
RICHIZ2HENHD T, oo I—TRIFTANT A MIBITROERICEEND ZEHEZL. Y RTLE
FEZARBRIBICETICIE. CNSDTRAMDRTIBHREDRDHD XTI,

DN=HIILHBERIZEIE. WS DD DONTAPHKEEZ AT 3. TOLADIEEHICHEICED T, 5
IS ATy Foay bzfFRATZ . TARMREZVEY LT, T—ERX—IRBOAR—IPXRIZENT
BHEOAE—Z2 TP TET T,

DFIE

BE

OracleT —AR—ZAANDBITICIZ. TEIXHRFIEZFERATETET, @RV )a—>
IAviE. ESRIAZ—XIZGLCTERD ET,

ZLDBE. VAT LEBEYDBAICIE. YIBR) 2a—LOT—ROBEE. S5—U>J8I5—-1)>00
fZF&%. Oracle RMANZEARAL7-T—2DIE—R Y. BMBEOAENHD £,

CNSDOFIEIE. EIC. FERERA T3 O—FBICBNTUVWEWTAR Yy JEITOHA R A& L THRMH
TNTVWET, THIC. FBT770-FDERY. BEEG. X)Lty FOERICOVWTHHALET,
CHITE D, NetApp®/N— b F+—DT7O7 v aFILT—EXRITEREREOMOBREN. SFIED
EHELD+DICEBRTERLSICBDET,

BITHRRZIEN T 21O DE—DRIA TSI T4 ARBH D R A, STEZIERT SICIE. TTATAEFT TS
IVEERLTHS, EPRRADZ—XICRBERBAEZBRITBHBENHD £, ROKE. BEXNBERSE
HE—RNBEHZRLTVWERIH. IRTORRICEHTIEEEDIITIEHD FEA.

12 ZIE MNADDRTY T TEHT —EAIR—AYA AOBEIERTNE T, XOFIEIF. T—EZR—X
PMMTBEZBI TWVWAHNESHNILK>TERD £9, #HEINZIFIEIZ. —RRHNBEEROEITICE D\ H#E
FIETY, IFEALXDEERIL. DataGuardz=ER L TIRIER T —4R—X 2 OAE—F3 2 idHD FEA
P BRICE-2TIAE—TB3IEHDET, IFEACDEERKIZ. BREDSHDBZ-H50TBOT—FR—
2 AE—=L LS iFLEEFAD., —BOEFEXETIE. COLSBRUIEBERITTEBRIEITOTRRBRAYTFY
AREDHBDIHGENHD £,

ROT7O—F ¥ — bld. BANZIDRELREZEFEOA A T2RLTVWET, BfEE7 ) v I LTHLLA
JTHC ., i ITIhmELET,



// ] E
P \
L
Is the data already on

Data ONTAP?

Yes

Foreign LUN Import

& i s
~Is this a scenario for
migrating an entire 7-

mode system?

Consider FLI. A NetApp

storage controller can take

control over existing LUNs on <€—Yes
the SAN and make them

available to the database

server while completing the

Is the storage system
based on FC LUNs?

SnapMirror

|SnapMirror is designed to
easily replicate selected data
from one Data ONTAP system
to another.

migration in the background.
| No

Y

Yes—P>

IMTT

There are two options with
the 7MTT tool.

Copy-based transition create
snapmirror replicas from the
source to the new storage
system and then allows the
user to select a cutover time.

Copy-free transition allows the
existing storage to be used.
The controllers are then
updated which allows the data
format on disk to be directly
updated to work with
Clustered ONTAP

DataGuard

This option should only be
offered as an option with care.

DataGuard is an extremely
complicated effort, but if the
customer has the requisite skills
then they’ll know exactly how to
create a DG standby, bring the
databases into sync, and cut
over.

This would only be worth the
trouble if the database was very,
very large or there is a
requirement for zero
interruption at the point of
cutover.

- A
Copy the data i / \\

. S Are there many ™.
Sometimes s is simpler to " What is the total size Many smaller databases, or a small ™
simply create new filesystems il of the databases to databases number of large D
as desired, find an outage be migrated? ritical databases
window, and copy the data.

This has the benefit of
providing a backout path. The
original data is untouched. Large, critical »
>1TB databases =
l The larger the database, the
more likely it is to require
The larger the database, the special treatment.
more downtime required to
ASM-mediated migration perfotmia capyloperation g Copy operations or LVM-
There is no absolute right based migration may be too Yes
ASM is a hybrid volume answer. It depends on the slow. Critical database
manager and filesystem. One tolerance for downtime migrations also require
if its key features is backout paths.
transparent migration. ¢
New LUNs are added to the N
the ASM diskgroup and then N
the old LUNs are dropped. \\\
Oracle will migrate the data in | g—ves Is Oracle ASM being — > Is *zero* disruption
the background. It is generally used? required?
transparent, but can be
throttled if the 10 load is
excessive.
No No No —>
LVM-mediated migration
This procedure is similar to the v
ASM procedure. With AIX, g .
Linux, VxXVM and most other S
logical volume managers there X Y
= : / Isa DBAwith ™
are options to either (a) . . ) .
relocate the data on a physical <—VYes Isa SAN LVM in use? DataGl_Jard skills
LUN or (b) mirror the entire available?
volume group as a unit to new
storage and then drop the old
LUNSs.
No—

TY.

—_

T—=RIF7AINDF S 2EH

Log Shipping

This option is essentially a
manual DataGuard process. It is
simple, safe, and requires no
changes to the source database.

a) Restore a backup of the
source database to an alternate
server.

b) Establish log shipping. This
could be rsync, ftp, a shared NFS
directory, or any other option
that makes the data available on
the alternate server.

c) When cutover time arrives,
shut down the source database
and copy the final archive and
redo logs into position.

d) Bring up the database and
test. if there are any problems,
shut it down and resume using
the original database.
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BRICEDE, T4 XUV TIIT70BRBEEERICIFIEE. XXTF—2THICIZ159D 52BN B &
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EHELTULET,

T—=R2T71ILOFT
1OV RTE & DOracleT—X 7 71 )L =TT F I,

e ZE. ROOAT Y RIET—2 7 71 ILIOPST.dbf2 7 7ML AT LD SBELET, /oradata2 77
1IL> AT LA /oradata3e

SQL> alter database move datafile '/oradata2/NTAP/IOPS002.dbf' to
'/oradata3/NTAP/IOPS002.dbf"';
Database altered.

COAAETT—RI7AINZBETZLEEIDNBZ DB X ITH. BEIRIONTDICRELRV
H. BEDT —ARXN—XT—J0—RZHFEICEHD EHA. —A. ASMOUNS O VT = ERLTE
BITIZIEZMCEBRT TN, T—2OBREHRICT —IR—ILEOUUIBRENMET T2 VWS HELDHD X
ERS

F—8T 7 LOBBICET BEMIE. TR NTF—2T 7 LEERL TBET 3 L CHBICAETE £
¥ BEOEBEEIE. Vst v 3y TF—RICRRINET.

SQL> set linesize 300;
SQL> select elapsed seconds||':'||message from v$session_longops;
ELAPSED_SECONDSI|':'||MESSAGE

351:0nline data file move: data file 8: 22548578304 out of 22548578304
bytes done
SQL> select bytes / 1024 / 1024 /1024 as GB from dba data files where
FILE ID = 8;

GB

CDHITIE. BEILIE 7 7MIILIET—2 T 71IL8TT. T—R T 71ILDH A1 XIFE21GBT. #BITICHI6DH
MO F L7, BRELRRREIE. RANL—COXTLDMEE. A NL—URy T =00 BLUBITEICRET S
EENBRT—EIR—RTIT14ETAICE>TERDET,

a7t

OJEmzEALEBITOENIE. TDT—XT7 7LD -2 L VIGFICIER
L. EEZHLVRRICEHA TS AERZCZHIIISE T,

WoTcARBII SN2 . OJOXRECBEZBEIMELLT. LTV AT —EIR—%EY —CIZIFEH L RRE
ICRDCENTEFET, ezl (a) OO ZFHLWSARICOE—L. (b) 159 CICBEY T3 &
SiCeronP 3 7% X7 a—ILTEET, BENKRERT—H7O7IIM5URNTH B 7D Ay bF—N
—BDY AT LBELEFRNBRICHZASNET,
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RICRIFIBIZ. BEAMICIET—ER—IADI7O—ZVJNIBTE, RREIN30O0 v 7iE. NetApp
SnapManager for Oracle (SMO) # & U'NetApp SnapCenter Oracle 7551 VDIV IV EBlTWVWE T, —
BOEERKIE. RV T NEEIEWFAT = JO—ICREFINTVWBFIEEZ D XA L O—ZVJIBICfE
BHALTWEY, COFEIZSMOXSnapCenterz{EFAT LD HFETIER T HIHBELNHBDXTH. XoUT
MEHBES T, ONTAPHOD T —REBIEAPIC L > TFOL AT SICERBILINE T,

AJEHR-T7AINS AT LDNS T 7LV AT LA

CDHITIE. Wafflee WS T—EAR—XZBED T 7AIL AT LDSRNOY—NICHBIBDBEEDT 711
SRATLICBITTRAEETRLE T, £/ SnapMirorzFRLTTF—2 7 71 IILOEERIE—%1ER T3 H
FEBRLTVWETH. CNEFIELEICARARBERTIIHD £ A

T—=ER=2ZNy 77 v TDIERK

9. T—EAR=ADONY I T v ITEERLET, BEEMICIE. COFIEICIE. T—ha 7 O7 OBEICEER
TEZ3—EDT—RT7TILHRETT,

BiE

CDFITIE. V—RT—ER—=XIIONTAP R T L EICHD £T, T—ER—ZADNY I T v THERT D
ROBEEAAEIZ. SnapshotZERT3HETT, T—EAR—XABRY SNV I TV TE—RIZEZETD
AR, snapshot create COMIBIE. T—RXT77MIN%EZRIAMLTWVWARR) 2a—LTETEINET,

SQL> alter database begin backup;
Database altered.

ClusterOl::*> snapshot create -vserver vserverl -volume jfscl oradata
hotbackup
Cluster0l::*>

SQL> alter database end backup;
Database altered.

ZORER. CWOSHRIDT A AV EDZAF v T3y bAMEEINE T, hotbackup Ry NV I T v FE
—RBDT—RT77MIDAAXA=CH2EET—RT7 7MWV EZRBELES, BURT7—AHr 7O claEhHhtE
TTF—RT771ILOEEMEZRERT S L. CDSnapshotADT—REZ U X7 EIFyO—>DR— L
TERATEET, COHBE. FILLWTF—NICERINET,

FLWREBEADUZ LT

CNT FILLWRIETNY I TPy T2 U NTTIHERHD £, k. Oracle RMAN. NetBackupZi &
DNV ITTT7 TV =23 6DIRNTP. Ry b\ ITyTE—RICRESNTcT—RT7 711D
Biia O —i2ERYy. SEIEXAAETRITTEET,

ZDHITIE. SnapMirrorz fEEF L TSnapshotkw k/N\Nw I 7w FEFLWBRICL U —FLE T,

1. Snapshot7 — 42 ZZET2HLWVWAR) a—LZERLE T, S 5—U VT DOHEME j£scl oradata #&
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Y ! vol oradatao

Cluster(Ol::*> volume create -vserver vserverl -volume vol oradata
-aggregate data 01 -size 20g -state online -type DP -snapshot-policy
none -policy jfsc3

[Job 833] Job succeeded: Successful

ClusterOl::*> snapmirror initialize -source-path vserverl:jfscl oradata
-destination-path vserverl:vol oradata

Operation is queued: snapmirror initialize of destination

"vserverl:vol oradata".

Cluster0l::*> volume mount -vserver vserverl -volume vol oradata
-junction-path /vol oradata

ClusterQ0l::*>

2. SnapMirroriC & > THEIEANTE T LI e ERTRENREI NS, BBDSnapshoticEWTIS5—%
EHLET,

Cluster(Ol::*> snapmirror show -destination-path vserverl:vol oradata
-fields state
source-path destination-path state

vserverl:jfscl oradata vserverl:vol oradata SnapMirrored

ClusterOl::*> snapmirror update -destination-path vserverl:vol oradata
—-source-snapshot hotbackup
Operation is queued: snapmirror update of destination

"vserverl:vol oradata".

3. FIHAN EEICTK T LD E S HE. newest-snapshot 74 —JILRZIEELE T,

Cluster(Ol::*> snapmirror show -destination-path vserverl:vol oradata
-fields newest-snapshot
source-path destination-path newest-snapshot

14



ClusterOl::> snapmirror break -destination-path vserverl:vol oradata
Operation succeeded: snapmirror break for destination

"vserverl:vol oradata".

Cluster0l::>

S FHLWIFAINSATLEIYTIVNLET, 7OV IR—ZADT 7MY AT LTIE. FEATBLYMICEK
STEREFIEBNERDFT, FCY—Z>J F7-IXiSCSHEMRZRT T INENH D £ 3§, LUNANDIZESR:
MR SNT/=5. LinuxBEDIAT VR pvscan ASMTIRETE R LS ICERETZIHNELH DR 12— L4
TJIN—FEIFLUNZRE T 3551, DMUREBICRDZZeHHD X,

COPTIE. SV TFIWBNFST 7ML AT LAZFERLTVWES, COT 7ML RATLIFEEYT Y
TETXT,

fas8060-nfsl:/vol oradata 19922944 1639360 18283584 9%
/oradata

fas8060-nfsl:/vol logs 9961472 128 9961344 1%
/logs

BT 7 WAERT > 7L — b DERR
RICC G 7 7AIILTYFTL— b ZERT 2REDHD X9, o backup controlfile to trace ANV
REIEZ 7ML ZBIERT 370D TF A NI REERLET. COEEEIF. KRICE>TEINY I T v

ThoT—ER=—Z2V RSP IBHBEICRILEE T, fcs T—EIR—RDIVO—ZVITREDRIRTZR
T93RTVTRTELLEREINE T,

1. BIISNIT—AR—XOFIH T 71 ILE=BER T BICIE. ROOAY> RFOBAO%EFERLET,

SQL> alter database backup controlfile to trace as '/tmp/waffle.ctrl';
Database altered.

2. HHET 7AIIBMER S NS, Tl L0W—NICOE—-LE T,

[oracle@jfsc3 tmp]$ scp oracle@jfscl:/tmp/waffle.ctrl /tmp/
oracle@jfscl's password:

waffle.ctrl 100% 5199
5.1KB/s 00:00

NYITYTINTGA—=ZT 71l

FLOWRIBTIEINIA=—RZ T 7ILBHUNETYT, RODBELHEIZ. WEDspfile X 7zldpfileh SpfileZ {ERL S
B2 TYo CORITIE. V—RT—EZR—XTspfilehMEFHETNTUVET,
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SQL> create pfile='/tmp/waffle.tmp.pfile' from spfile;

File created.

oratabTI > k') DER

oratabT > b DIERIE. oraenvie ¥ DA —TF 1 T« HNBEYICHEBET B 7-DICHNETY, oratabT> k%
BT BICIE. ROFIEZRITLE T,

WAFFLE: /orabin/product/12.1.0/dbhome 1:N

Ta LU MUBEDERE

VBT« LT MIDBEEFEELTVERWVERIE. ERTZBEDHD XTI, ELBEVE. T—EX—ID
EBFIENKBLET. T LI MUBEZERT 3ICIE. RORNEGZF/LLTVWIREDNHD T,

[oracle@jfsc3
ORACLE SID =

~]1$ . oraenv

[oracle] ? WAFFLE

The Oracle base has been set to /orabin

oracle@jfsc3
oracle@jfsc3

[
[
[oracle@jfsc3
[oracle@jfsc3
[

oracle@jfsc3

~]$ cd $SORACLE BASE

orabin]$ cd admin

admin]$ mkdir WAFFLE

admin]$ cd WAFFLE

WAFFLE]S mkdir adump dpdump pfile scripts xdb wallet

INSRX=2T 74 )L DERR

L NSX=ET7 7L ZFH LW —NICIE—F3ICIE ROAI VY RFZRTLET. T 7 1) DG
$SORACLE HOME/dbs 7+ L2 kU, CODIFE. plilelIEREDHZMICEEBETET XY, Chid. BiT70¢
ZOFER Ty T L TOAMEREINE T,

[oracle@jfsc3

admin]$ scp oracle@jfscl:/tmp/waffle.tmp.pfile

$SORACLE HOME/dbs/waffle.tmp.pfile
oracle@jfscl's password:

waffle.pfile

100% 916

0.9KB/s 00:00

1L BBICIGCTI7 7ML ZRELEF T, 1L zE T—H1TOJDGAHPEESINIIZEIF. FTL VG
ZRMTDESICplileZ2ZEE I BIHVENDHD X, COFITIE. FIEHT 7rIILEITHBEESNTULE

_g-o % 0)_%[”;\
ER
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[root@jfscl tmpl# cat waffle.pfile
WAFFLE. data transfer cache size=0
WAFFLE. db cache size=507510784
WAFFLE. java pool size=4194304

WAFFLE. large pool size=20971520
WAFFLE. oracle base='/orabin'#ORACLE BASE set from environment
WAFFLE. pga aggregate target=268435456
WAFFLE. sga target=805306368

WAFFLE. shared io pool size=29360128
WAFFLE. shared pool size=234881024
WAFFLE. streams pool size=0

*

*

*

*

.audit file dest='/orabin/admin/WAFFLE/adump'

.audit trail='db'

.compatible='12.1.0.2.0"

.control files='/oradata//WAFFLE/controlOl.ctl','/oradata//WAFFLE/contr

0l02.ctl’

*

control files='/oradata/WAFFLE/controlOl.ctl','/logs/WAFFLE/control02.

ctl'

*

*

*

.db_block size=8192

.db domain=""

.db name='WAFFLE'

.diagnostic_dest='/orabin'

.dispatchers="' (PROTOCOL=TCP) (SERVICE=WAFFLEXDB) '
.log archive dest 1='LOCATION=/logs/WAFFLE/arch'
.log archive format='%t %s %r.dbf'
.open_cursors=300

.pga_aggregate target=256m

.processes=300

.remote login passwordfile='EXCLUSIVE'
.sga_target=768m

.undo_tablespace='UNDOTBS1'

2. fRENRT LB, ThpfilelcE W TspfileZ{ER L 9

SQL> create spfile from pfile='waffle.tmp.pfile';

File created.

HITE = 7 1 JL DBEER

BIDFIETIE. backup controlfile to trace MFILLWH—NICOAE—CNFL. BELGHNDERK
B7AERTIE. controlfile recreation AVY REERITLEITZDBEHRIFZ. 77 7ILOY—o Nt
SaVOTICEEINTULET, Set #1. NORESETLOGS, RDITHBIRED £9 create controlfile
reuse database XDEBEEZSHINENH D £T, noresetlogs, RFIFEIIOY () XFETY,
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1.

2.

18

COFIBDOFTIF. T 7AILIFRDES ICRTEINET,

CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS ARCHIVELOG
MAXLOGFILES 16
MAXLOGMEMBERS 3
MAXDATAFILES 100
MAXINSTANCES 8
MAXLOGHISTORY 292
LOGFILE
GROUP 1 '/logs/WAFFLE/redo/redo0l.log' SIZE 50M BLOCKSIZE 512,
GROUP 2 '/logs/WAFFLE/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
GROUP 3 '/logs/WAFFLE/redo/redo03.log' SIZE 50M BLOCKSIZE 512
—-— STANDBY LOGFILE
DATAFILE
'/oradata/WAFFLE/system01l.dbf"',
'/oradata/WAFFLE/sysaux01.dbf"',
' /oradata/WAFFLE/undotbs01l.dbf"',
'/oradata/WAFFLE/users01.dbf"'
CHARACTER SET WESMSWIN1252

4

ORIV TR ERBICHCTHREL. SEIFRT7MILOFLWEFRERMLEY, 7 ZIE. &I/0
EHR—FITRERBINTVBREDT—F T 71ILIE. NANTA—IVAXLL—=CEREDT 7
AINDRATLICVAAL Y FESNBZAEEDRHD XT, £/l FEDPDBOT—RT7 71 IL2EAKR a2
—LICDBET B, BEEDODANDNEEZITOHEHLHDET,

CDFHTIE. ZFERBLTWVWEY DATAFILE XX UHFIFEEINEFHFAN. REDOOJIE /redo 7—HA
TJOJTRR—RZzHETZ3RHDIC /1ogso



CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS
MAXLOGFILES 16
MAXLOGMEMBERS 3
MAXDATAFILES 100
MAXINSTANCES 8
MAXLOGHISTORY 292
LOGFILE
GROUP 1 '/redo/redo0Ol.log' SIZE 50M BLOCKSIZE 512,
GROUP 2 '/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
GROUP 3 '/redo/redo03.log' SIZE 50M BLOCKSIZE 512
-— STANDBY LOGFILE
DATAFILE
'/oradata/WAFFLE/systemO1l.dbf"',
'/oradata/WAFFLE/sysaux01l.dbf"',
'/oradata/WAFFLE/undotbs01.dbf"',
'/oradata/WAFFLE/usersQ0l.dbf"
CHARACTER SET WESMSWIN1252

.
r

ARCHIVELOG
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SQL> startup nomount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 331353200 bytes
Database Buffers 465567744 bytes
Redo Buffers 5455872 bytes
SQL> CREATE CONTROLFILE REUSE DATABASE "WAFFLE" NORESETLOGS ARCHIVELOG
2 MAXLOGFILES 16
3 MAXLOGMEMBERS 3
4 MAXDATAFILES 100
5 MAXINSTANCES 8
6 MAXLOGHISTORY 292
7 LOGFILE
8 GROUP 1 '/redo/redoOl.log' SIZE 50M BLOCKSIZE 512,
9 GROUP 2 '/redo/redo02.log' SIZE 50M BLOCKSIZE 512,
10 GROUP 3 '/redo/redo03.log' SIZE 50M BLOCKSIZE 512
11 -- STANDBY LOGFILE
12 DATAFILE
13 '/oradata/WAFFLE/system01.dbf"',
14 '/oradata/WAFFLE/sysaux01.dbf"',
15 ' /oradata/WAFFLE/undotbs01l.dbf"',
16 '/oradata/WAFFLE/users0l.dbf"
17 CHARACTER SET WES8MSWIN1252
8
Control file created.
SQL>

T7ANLDELLEESNTVAWEER NI X—ZPELIRESNTVWAWEEIE. BENKRELIERZ
RIIT—DERENE T, T—IR—X@FITVFINTVWETH ERFOT—RT 71ILHERY NNy
IT7YyTE—RELTR—IENTVB D, FLEEAVWTEST. FAKZENTEEEA, T—EXN—IXDE
BRI 3ICIE. T T-ATOJZERTIHENHD FT,

PO LI r—> 3y

T—R2T771IIOBEUZHERT ZICIF. DA< eH1O20O07REBELENNETY, OJDBEICIF. TF
TERATOaVZFERATEERT, BRICEL>TE. TOY—NLEDTOT7—H+ T 0T DIFFRZNFSIERT
HEL. OJDRGBZERTOECNTEEXT. ENUNDHZEIF. 7—hHh07 072 IE—F3REHLRHD
9,

BIZIE. Bi7% scp COMETIE. REDITARTOO/ ZBITY—N\HDSBITAY—NICIE-—TEZE
ERS
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[oracle@jfsc3 archl]$ scp jfscl:/logs/WAFFLE/arch/* ./
oracle@jfscl's password:

1 22 912662036.dbf 1005  47MB
47.0MB/s  00:01
1 23 912662036.dbf 100%  40MB
40.4MB/s  00:00
1 24 912662036.dbf 100%  45MB
45.4MB/s  00:00
1 25 912662036.dbf 1005  41MB
40.9MB/s  00:01
1 26 _912662036.dbf 100%  39MB
39.4MB/s  00:00
1 27 912662036.dbf 100%5  39MB
38.7MB/s  00:00
1 28 912662036.dbf 100%  40MB
40.1MB/s  00:01
1 29 912662036.dbf 1005  17MB
16.9MB/s  00:00
1 30 912662036.dbf 100% 636KB

636.0KB/s 00:00

yEloOJBE

T—hA4 7O DGFFRICERES N T 70ILIE. ARV RZETLTBETEFET, recover database
until cancel TDRICIHEN T X T AvTOo FAHRIBELR IR TOOJ =BFMNICBELE T,



SQL> recover database until cancel;

ORA-00279: change 382713 generated at 05/24/2016 09:00:54 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 23 912662036.dbf
ORA-00280: change 382713 for thread 1 is in sequence #23

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

AUTO

ORA-00279: change 405712 generated at 05/24/2016 15:01:05 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/l1 24 912662036.dbf
ORA-00280: change 405712 for thread 1 is in sequence #24

ORA-00278: log file '/logs/WAFFLE/arch/1 23 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 713874 generated at 05/26/2016 04:26:43 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 31 912662036.dbf
ORA-00280: change 713874 for thread 1 is in sequence #31

ORA-00278: log file '/logs/WAFFLE/arch/1 30 912662036.dbf' no longer
needed for

this recovery

ORA-00308: cannot open archived log '/logs/WAFFLE/arch/1l 31 912662036.dbf’
ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

REDT7—NA7OJDICETIS—NRESINE TN, CNIFEBLEETY, OJIFROZczrLF
o sqlplus FEDOT 771 ERELTVWELED. RODMDEFHAT LI O 771D ELEFEL
BRUWEIEEMNH D £,

T—hHA7O7% AE—FBHINCY —RAT—EAR—=R &I vy MO TE3HE. COFEIX1EEITET
TERIRELHDET, 7—has7Ospa—cnTBE NS, EERRedodJ 2L TUS—rd5H
W A —=N—TOCRICEHEEC CENTEET,

EROQJ0L TV r—2aveBEE

FEEAEDZE. BITIRT CICIERITESNE R A, BITTOCANT T IBEXTICHA. HEICK > TIEE
FHDBCevLHDET, 2ED. QT ZL TV AT —EIN—XTHENICXEL TBETIHENDHD &
Yo EDOH. Ay bA—N=—DTT LS. RNROT—RZ2HE L TBETIHENHD T,

CNETEFIERAETRIV T METE X I, BB HEDIDIF. — BT 7AILL T r—
2ayad—T14 )T 14 THBrsyncZERBITEZIETY. CDA—T )T =2ERTIRDEERBRHEI.
CDA—T A4V T4%ET—EVELTRETD LTI, IERIE. BRETY rsyncd.conf XD T 71 )L
g, EWSERID)Y —REERT 2 HEERLTWE T, waffle.archOraclel—H% UL 7> vILT
TOEAETN, RICRvEYTEINET, /logs/WAFFLE/archo ROHEBERI XIF. YUY —IHFHAED
BERICRECNTVWBELETY, LD, KET—XDFHAWDIFAETIN. BEIFTETFEA.

22



[root@jfscl archl# cat /etc/rsyncd.conf

[waffle.arch]
uid=oracle
gid=dba
path=/logs/WAFFLE/arch
read only = true
[root@jfscl archl]# rsync --daemon

ROAR Y RIFFH LW —NDT7—AATOT T AT F%—>a>%rrsync )V —RCBEHALET
waffle.arch JTTDH—/\s o t DF|E rsync - potg ZALRAZVTIZEDOWVWT T 71I)L) X MO E
N FHLWI7AILDANIAE—NET, COTOLITIE. FHILLWH—NDERT7Y T7— bHRHEIN
F9, COOXYEIE cronTERNICEITTBLDICAT D a—ILTBEHTEET,
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[oracle@jfsc3 arch]$ rsync -potg --stats --progress jfscl::waffle.arch/*

/logs/WAFFLE/arch/

1 31 912662036.dbf
650240 100% 124.02MB/s 0:00:00 (xfer#l, to-check=8/18)

1 32 912662036.dbf
4873728 100% 110.67MB/s 0:00:00 (xfer#2, to-check=7/18)

1 33 912662036.dbf
4088832 100%  50.64MB/s 0:00:00 (xfer#3, to-check=6/18)
1 34 912662036.dbf

8196096 100% 54.66MB/s 0:00:00 (xfer#4, to-check=5/18)

1 35 912662036.dbf
19376128 100% 57.75MB/s 0:00:00 (xfer#5, to-check=4/18)

1 36 912662036.dbf
71680 100% 201.15kB/s 0:00:00 (xfer#6, to-check=3/18)

1 37 912662036.dbf
1144320 100% 3.06MB/s 0:00:00 (xfer#7, to-check=2/18)

1 38 912662036.dbf
35757568 100% 63.74MB/s 0:00:00 (xfer#8, to-check=1/18)

1 39 912662036.dbf
984576 100% 1.63MB/s 0:00:00 (xfer#9, to-check=0/18)
Number of files: 18
Number of files transferred: 9
Total file size: 399653376 bytes
Total transferred file size: 75143168 bytes
Literal data: 75143168 bytes
Matched data: 0 bytes
File list size: 474
File list generation time: 0.001 seconds
File list transfer time: 0.000 seconds
Total bytes sent: 204
Total bytes received: 75153219
sent 204 bytes received 75153219 bytes 150306846.00 bytes/sec
total size is 399653376 speedup is 5.32

OJ%2EL56. TN6OOJZBETINELHD £9, LELDHITIE. sqlpluszFEHRE L TFET
recover database until cancel. BEICBFLTEZ 7O, COFITIE. TEHAINTWLWE RS
D7 rZFERBLTWVWEY, "T—EAXR—20O07%ZF%E"s ATZVTRMEI VTILAIREZREETE5T—32N
—XAEEET 5B EZITANE T, CNUCED. BILRIV IR ETILFT—ER—IABITTERATE X
3-0
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[oracle@jfsc3 logs]$ ./replay.logs.pl WAFFLE

ORACLE SID = [WAFFLE] ? The Oracle base remains unchanged with value
/orabin

SQL*Plus: Release 12.1.0.2.0 Production on Thu May 26 10:47:16 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 713874 generated at 05/26/2016 04:26:43 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 31 912662036.dbf
ORA-00280: change 713874 for thread 1 is in sequence #31

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 814256 generated at 05/26/2016 04:52:30 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1l 32 912662036.dbf
ORA-00280: change 814256 for thread 1 is in sequence #32

ORA-00278: log file '/logs/WAFFLE/arch/1 31 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 814780 generated at 05/26/2016 04:53:04 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 33 912662036.dbf
ORA-00280: change 814780 for thread 1 is in sequence #33

ORA-00278: log file '/logs/WAFFLE/arch/1 32 912662036.dbf' no longer
needed for

this recovery

ORA-00279: change 1120099 generated at 05/26/2016 09:59:21 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 40 912662036.dbf
ORA-00280: change 1120099 for thread 1 is in sequence #40

ORA-00278: log file '/logs/WAFFLE/arch/1 39 912662036.dbf' no longer
needed for

this recovery

ORA-00308: cannot open archived log '/logs/WAFFLE/arch/1l 40 912662036.dbf"
ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options
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HLWRRICAY A —N—F3EENTE S, 7—H+TOJEREDOOYV OMAZ B KN ERER%Z
RITIBHEDHD LI FTTOREDOAT DIFFADFALIZEIE. RDLSICHETEEX T,

SQL> select member from vS$Slogfile;
MEMBER

/logs/WAFFLE/redo/redo0l.log
/1logs/WAFFLE/redo/redo02.1log
/logs/WAFFLE/redo/redo03.log

1. YV=RTF=ER=2%Z2 vy IV LET,
2. BNOAEZFERALT. HILWI—NTT7—D1 707 ORKENEEBZIEERITLET,

3. V—=XREDOOVZ#H LWH—=NICOE—FZHRELHD XTI, COFITIE. REDOOIHDEFLWLWT «
1/7 |\ U Eﬁ@ﬂ%én—c L\ijo /redOo

[oracle@jfsc3 logsl$ scp jfscl:/logs/WAFFLE/redo/* /redo/
oracle@jfscl's password:

redo0Ol.log
100% 50MB 50.0MB/s 00:01
redo02.1log
100% 50MB 50.0MB/s 00:00
redo03.1log

100% 50MB 50.0MB/s 00:00

4. COBRPET. FILLWT—ERX—BEREICIE. V—REETKRALREICTBDICBERIRTDT 7
TIUDNEENTVEY, 7—AH OV RBRRICIEBETZHENHD XTI,
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SQL> recover database until cancel;

ORA-00279: change 1120099 generated at 05/26/2016 09:59:21 needed for
thread 1

ORA-00289: suggestion : /logs/WAFFLE/arch/1 40 912662036.dbf
ORA-00280: change 1120099 for thread 1 is in sequence #40
Specify log: {<RET>=suggested | filename | AUTO | CANCEL}
AUTO

ORA-00308: cannot open archived log
'/logs/WAFFLE/arch/1 40 912662036.dbf"

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

ORA-00308: cannot open archived log
'/logs/WAFFLE/arch/1 40 912662036.dbf"

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

3. 587 L5, RedoO I ZBETIMENHD T, LWLWSXAvE—INRRINFET Media recovery
complete MNREINZ . 7OLIDEIHML. T—ER—XAHWEHATNTA—-T>TEZLOICHRDF
ER

SQL> recover database;
Media recovery complete.
SQL> alter database open;
Database altered.

OJBfm-ASMHO S5 7 71 ILY AT LA

CDFITIE. Oracle RMANEZFEARAL TTF—2R—XEZBITLET. 77MINSRTLDST7AILS AT LA

ADOOJERBEDOROFEIERICE K BUTVWETH. ASMED T 71 ILIFTRR MZIEFRTEINEEA. ASMT
NARAEICHDT—R%F1T9 3IC1E. ASMLUNZBEEY %H. Oracle RMANZEA L TIOE—UEERE
T93LhHDFEHAS

Oracle ASMH'5 7 71 )L JE—T B ICIFRMAND R ETIH. RMANZERTE 2 DIFASMICRSNEHE
Ao RMANZERT 3 . FEDXATDR L —IUh5MOEATOI ML —JICBITTEE T,

CDOfliE pancake X WS T —RZR—XZASMX F L= S NRIZHBZHDOH—NICHZBEED T 71IL>
AT LICBRRET 2% "L TWVWETY /oradata KU /1logso
T—RAR=ZNY T T v TOIER

BUIOFIETIZ. KBS —NICBITTEI3T—IR—ADNY I T v T%=ERKLEFT, Y — X TiEOracle ASM
HERAT 370, RMANZERTA3HRELHD £9, BIBRMANNY I 7 v TiE. ROKLSICETTEE
To COFETIERINZZTREEN VI T Y I, HE TCRMANTREEICEFTETZELSICFIERD £9,
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RYODAR FIE. NI Ty TRDEZATEERTBEMZERLET, 2BADIAV Y FTIR. T—427
FANDHEDNY Ty THRIBENET,

RMAN> configure channel device type disk format '/rman/pancake/%U';
using target database control file instead of recovery catalog
old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/rman/pancake/%U"';
new RMAN configuration parameters:
CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT '/rman/pancake/%U"';

new RMAN configuration parameters are successfully stored

RMAN> backup database tag 'ONTAP MIGRATION';

Starting backup at 24-MAY-16

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=251 device type=DISK

channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001 name=+ASMO/PANCAKE/systemOl.dbf
input datafile file number=00002 name=+ASMO0/PANCAKE/sysaux01l.dbf
input datafile file number=00003 name=+ASM0/PANCAKE/undotbsl101.dbf
input datafile file number=00004 name=+ASMO/PANCAKE/users0l.dbf
channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/lgr6cl6l 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:03
channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set

including current control file in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/lhr6cl6e4 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

NI T TEE T 7N I Ty TEAFXxa3T71IL

Ny o7y TEET 71 ILiE. FIEDEBRFDIFET duplicate database ##1F.
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RMAN> backup current controlfile format '/rman/pancake/ctrl.bkp';
Starting backup at 24-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: starting full datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set
including current control file in backup set

channel ORA DISK 1: starting piece 1 at 24-MAY-16

channel ORA DISK 1: finished piece 1 at 24-MAY-16

piece handle=/rman/pancake/ctrl.bkp tag=TAG20160524T032651 comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

INYVITYTINTGA—=ZT 71l

FLLWERETIEINTIXA—R2 T 71 IILHBHURETY, ROBELRFEIE. IREDspfile X 7=idpfileh 5 pfile = {ERL 3
B2 TY, COBITIF. V—RT—EZR—XTspfilehMEFHETNTUVET,

RMAN> create pfile='/rman/pancake/pfile' from spfile;
Statement processed

ASM7 71 IVREBRT )T+

T—RAIR—%ZBENT D . GHT7 7A1ILICREEEZESNTVRERD 7 71 IILOBAADEESINE T, XD
AU T ME. O X EZEEICTRHICRMANIZ U T rZ2ERLET. CORIE. T—X T 71 LD
DIEBICDBVNWT—ER—=XERLTVWEITH, BFE. T—EZXR—XZIEIHE. BEICE>TIHTFOT—4&
TZ7AIDZFENTUVET,

CDORITME ASMA'B T 7 ALY AT LAADEE 20D Y N TEET

9. REDOOVDIZAZBERT D/NTAXA—FZEHL £J. log file name converto EARRIIIIIA
BD74—ILFEDIXFTY. RAIIDT«—I)LFIFIREDOREDOOY DIFFAT. 2B DT« —JLRIFFH LWL
HY—NEDBZATYT, TDE. NZ—2HEDRINFT,

2DEHOMEEIR. TR T 7MIIDORRIZEE TR ODT U TL— b ZRMHITBZIETT,. XRTU TR
T—RI7ANEI—TNIEL. ZRIC T 7AIILESOBRZEUFL T RMANRIUTF LTI+ —X Y
FLET. RIS —RT77AIILICDOVWTHREIL Z eHMTONE T, €DBER. BEICKLTRELTT 71
ZBENDFFRICV A T TES LV FILBRMANZ 7 U 7 R HMERENE T,
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SQL> @/rman/mk.rename.scripts.sqgl

Parameters for log file conversion:

*.log file name convert = '+ASMO/PANCAKE/redoOl.log',
'/NEW_PATH/redoOl.log', '+ASMO/PANCAKE/redo02.log"',

'/NEW PATH/redo02.log', '+ASMO/PANCAKE/redo03.log', '/NEW PATH/redo03.log'
rman duplication script:

run

{

set newname for datafile to '"+ASMO/PANCAKE/systemOl.dbf';

to '+ASMO/PANCAKE/sysaux01l.dbf';

to '"+ASMO/PANCAKE/undotbsl01.dbf';

to '"+ASMO/PANCAKE/users0l.dbf';

set newname for tempfile to '+ASMO/PANCAKE/tempOl.dbf';

duplicate target database for standby backup location INSERT PATH HERE;
}

PL/SQL procedure successfully completed.

set newname for datafile
set newname for datafile
set newname for datafile

o w N

COBEARDHENZF v TFvLET. o log file name convert /NTX—&IF. KDL SICpfilellECESE
NEIo RMANT—% « J7 1 ILOXRIEEES S UVERII U T h2iR&EL T, BERIGRICT -2« 774
IWZRETZ2HELHDET, ZDFITIE. TNSIETART /oradata/pancakes

run

{

set newname for datafile to '/oradata/pancake/pancake.dbf';
to '/oradata/pancake/sysaux.dbf';
to '/oradata/pancake/undotbsl.dbf’';

to '/oradata/pancake/users.dbf';

set newname for datafile
set newname for datafile
set newname for datafile

= w N

set newname for tempfile to '/oradata/pancake/temp.dbf';
duplicate target database for standby backup location '/rman/pancake';

}

Ta LU MUBEDEE

27V T OERTERIIFIFTTLTVETH, RAUNICT A LI MIIBEZREIT SIHENDD £, HER
T4 LI MIDEFEELABVGSIE. TNSDT A LI MU ZERTBIRENDBD XTI, FELRVE. T—H
N—ZXDEHFIENKBLE T, ROFIF. RNEFZRLTVET,

oracle@jfsc2 ~]1$ mkdir /oradata/pancake
oracle@jfsc2 ~]1$ mkdir /logs/pancake
oracle@jfsc2 ~]1$ cd /orabin/admin
oracle@jfsc2 admin]$ mkdir PANCAKE
oracle@jfsc2 admin]$ cd PANCAKE

[
[
[
[
[
[oracle@jfsc2 PANCAKE]S mkdir adump dpdump pfile scripts xdb wallet
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oratabT > 1 DERK

KDY Y RIE. oraenvREDA—FT 4 T4 DERICENET BT-DICHETT,

PANCAKE: /orabin/product/12.1.0/dbhome 1:N

INT A= DEFH

RELplleZzEHL T FILLWH—NLEDONROEEZRMITIBENDHDE T, 7—X - T7AI)L+ NX
DEEIF. RMANBERR V) FMMIL>TEEINE T, BEALDT—HENR—XTId. control files
BEL U log archive dest NTX—FBENUREREET 7 M IILOFBAY. XD LSBT X—IHEE
ITRHEDHNDET, db create file dest ASMUATIIBIEMD LR VAIREMA B D £ 7, BREER
T—EAN—REEEIF. RICECHIRERESNIEEZERICHSE T IHVENHD T T,

COBITIF. FHHT 7MIILDIFFR. OJDF7—HA T log file name convert /NTAX—H&
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PANCAKE. data transfer cache size=0

PANCAKE. db cache size=545259520

PANCAKE. Java pool size=4194304

PANCAKE. large pool size=25165824

PANCAKE. oracle base='/orabin'#ORACLE BASE set from environment
PANCAKE. pga aggregate target=268435456
PANCAKE. sga target=805306368

PANCAKE. shared io pool size=29360128

PANCAKE. shared pool size=192937984

PANCAKE. streams pool size=0

*

*

*

*

*

.audit file dest='/orabin/admin/PANCAKE/adump'

.audit trail='db'

.compatible='12.1.0.2.0"

.control files='+ASMO/PANCAKE/control0l.ctl', '+ASMO/PANCAKE/control02.ctl

.control files='/oradata/pancake/control0l.ctl','/logs/pancake/control02.

ctl'

*

*

*

*

*

.db block size=8192

.db_domain=""

.db _name='PANCAKE'

.diagnostic dest="'/orabin'

.dispatchers="' (PROTOCOL=TCP) (SERVICE=PANCAKEXDB)''
.log archive dest 1='LOCATION=+ASM1'

.log archive dest 1='LOCATION=/logs/pancake'

.log archive format='%t %s %r.dbf'

'/logs/path/redo02.1log"

*

.log file name convert = '+ASMO/PANCAKE/redoOl.log',

'/logs/pancake/redo0l.log', '+ASMO/PANCAKE/redo02.log',
'/logs/pancake/redo02.log', '+ASMO/PANCAKE/redo03.log',
'/logs/pancake/redo03.1log'

*

*

*

*

*

*

.open_cursors=300

.pga_aggregate target=256m
.processes=300

.remote login passwordfile='EXCLUSIVE'
.sga_target=768m
.undo_tablespace='UNDOTBS1'

FLOUNSA—FDHEEREINTIcO. NIX—FZBMCTIHERDDE T, BEHOA T a>hHDFET
DL IFEAEDEERRIETF X bpfilelcE DWW Tspfile=ERL L £,
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bash-4.1$ sqglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0 Production on Fri Jan 8 11:17:40 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to an idle instance.

SQL> create spfile from pfile='/rman/pancake/pfile';

File created.

B — kT TDOEER

T—RER=RZL TV T— b R3HOREDFIETIE. T—EXR—X 7O ZEBLEFITH. 771IILIEYT
DY hLERBA. COFIETIE. splileDEEMNBES MR ZATEEMNH D £9, WRICIHL T startup
nomount /NI X—RIZ—HERERTITYY FAKRBLET, vy cEU2 L. plleT> 7L — hZEIE

L. spflex LTUO—RLT. BEITIBDIIEETT,

SQL> startup nomount;
ORACLE instance started.
Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 373296240 bytes
Database Buffers 423624704 bytes
Redo Buffers 5455872 bytes

F—RER—ZDER

UBIORMANNY 27w FTEFLWERRICU X R 79 3ICIE. CO7OX0MOFIEL D BHERAIHD £
9o T—A2NR—XID (DBID) #ZEL]=D. OJF%=ULy bLI=DETIC. T—EIR—IXZERHTIHNEN
HOFErd, TnICkb, O EAINGLSADZET, TNk, AE—%2ZL2ICRET 3 -DICHELRFIET
ER

BIOFIETIER LT=X 2 7 r%&ERAL T. RMANZaux¥ L TF—42~N— X |Z#H: L. DUPLICATE
DATABASEOY Y RERIEL E T,

[oracle@jfsc2 pancake]$ rman auxiliary /

Recovery Manager: Release 12.1.0.2.0 - Production on Tue May 24 03:04:56
2016

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to auxiliary database: PANCAKE (not mounted)

RMAN> run

2> {

3> set newname for datafile to '/oradata/pancake/pancake.dbf’';
4> set newname for datafile to '/oradata/pancake/sysaux.dbf';
to '/oradata/pancake/undotbsl.dbf';

to '/oradata/pancake/users.dbf';

5> set newname for datafile
6> set newname for datafile

= W NP

7> set newname for tempfile to '/oradata/pancake/temp.dbf';
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8> duplicate target database for standby backup location '/rman/pancake';
9> }
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
Starting Duplicate Db at 24-MAY-16
contents of Memory Script:
{
restore clone standby controlfile from '/rman/pancake/ctrl.bkp';
}
executing Memory Script
Starting restore at 24-MAY-16
allocated channel: ORA AUX DISK 1
channel ORA AUX DISK 1: SID=243 device type=DISK
channel ORA AUX DISK 1: restoring control file
channel ORA AUX DISK 1: restore complete, elapsed time: 00:00:01
output file name=/oradata/pancake/controlOl.ctl
output file name=/logs/pancake/control02.ctl
Finished restore at 24-MAY-16
contents of Memory Script:
{
sgl clone 'alter database mount standby database';
}
executing Memory Script
sgl statement: alter database mount standby database
released channel: ORA AUX DISK 1
allocated channel: ORA AUX DISK 1
channel ORA AUX DISK 1: SID=243 device type=DISK
contents of Memory Script:
{
set newname for tempfile 1 to
"/oradata/pancake/temp.dbf";
switch clone tempfile all;
set newname for datafile 1 to
"/oradata/pancake/pancake.dbf";
set newname for datafile 2 to
"/oradata/pancake/sysaux.dbf";
set newname for datafile 3 to
"/oradata/pancake/undotbsl.dbf";
set newname for datafile 4 to
"/oradata/pancake/users.dbf";
restore

clone database

.
14



}
executing Memory Script
executing command: SET NEWNAME
renamed tempfile 1 to /oradata/pancake/temp.dbf in control file
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
executing command: SET NEWNAME
Starting restore at 24-MAY-16
using channel ORA AUX DISK 1
channel ORA AUX DISK 1: starting datafile backup set restore
channel ORA AUX DISK 1: specifying datafile(s) to restore from backup set
channel ORA AUX DISK 1l: restoring datafile 00001 to
/oradata/pancake/pancake.dbf
channel ORA AUX DISK 1: restoring datafile 00002 to
/oradata/pancake/sysaux.dbf
channel ORA AUX DISK 1: restoring datafile 00003 to
/oradata/pancake/undotbsl.dbf
channel ORA AUX DISK 1: restoring datafile 00004 to
/oradata/pancake/users.dbf
channel ORA AUX DISK 1: reading from backup piece
/rman/pancake/lgréclel 1 1
channel ORA AUX DISK 1: piece handle=/rman/pancake/lgré6cléel 1 1
tag=ONTAP MIGRATION
channel ORA AUX DISK 1: restored backup piece 1
channel ORA AUX DISK 1: restore complete, elapsed time: 00:00:07
Finished restore at 24-MAY-16
contents of Memory Script:
{

switch clone datafile all;
}
executing Memory Script
datafile 1 switched to datafile copy
input datafile copy RECID=5 STAMP=912655725 file
name=/oradata/pancake/pancake.dbf
datafile 2 switched to datafile copy
input datafile copy RECID=6 STAMP=912655725 file
name=/oradata/pancake/sysaux.dbf
datafile 3 switched to datafile copy
input datafile copy RECID=7 STAMP=912655725 file
name=/oradata/pancake/undotbsl.dbf
datafile 4 switched to datafile copy
input datafile copy RECID=8 STAMP=912655725 file
name=/oradata/pancake/users.dbf
Finished Duplicate Db at 24-MAY-16



YOI LI r—> a3y

V—RT—=ZR=ZADSHLWGFRICEEZHE T ARELNHD £9, ZDHICIFE. W OHLDFIEHNHE
ICRBHEDHDET, RBBEABHFEIE. V—R + T—EXR—XADRMANTT7—AHA7 - O =HEBER Y k
D—OEBRICETIADHETY, HEOSAEFEATIAVGSIE. RMANZFEELTO—AILT7 71l R
TLICEZIAA. repEfeldrsynczFRHLT7 7ML AE—$23HEDHDET,

COfITIF. ZEALTVWET /rman T LI MU, TTOT—ER—IEBITEDT —ER—IAOWAT
FERETEANFSEETY,

CCTOEBERBBEDIDIE. disk format £, NwI TV TDT 4 AT T =Y MERDEEDT
T %h %e %a.dbf CHUF. ALY RBES. O—TVRBE B BLUT—ER—ADTIT14R—> 3
JIDDERZFERTINELNHZCZERLET, XFIFBRABD FTH. Chi

‘log _archive format='%t %s $r.dbf NI X—ZZpfilelliEELET. CDNTX—FIF. ALy RE
B =T YRE S, BLUOTITA4R—2aVIDOERTT7—AH 7O %8ELFT. REMIC. V—2X
roOgd 774NNy I Ty TTlE. T—ER—ITEEINZIDARANERASNE T, Chickb. &
D& SHBIBEDITHNE T, recover database sqlplusiE7—H1 7 OJ D&FIZELLFRLTHBET
TBD. FBENCTILTT,
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RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/arch/%$h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters are successfully stored

released channel: ORA DISK 1

RMAN> backup as copy archivelog from time 'sysdate-2';

Starting backup at 24-MAY-16

current log archived

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=373 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=70 STAMP=912658508
output file name=/rman/pancake/logship/1 54 912576125.dbf RECID=123
STAMP=912659482

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=41 RECID=29 STAMP=912654101
output file name=/rman/pancake/logship/1 41 912576125.dbf RECID=124
STAMP=912659483

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=45 RECID=33 STAMP=912654688
output file name=/rman/pancake/logship/1 45 912576125.dbf RECID=152
STAMP=912659514

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=36 STAMP=912654809
output file name=/rman/pancake/logship/1 47 912576125.dbf RECID=153
STAMP=912659515

channel ORA DISK 1: archived log copy complete, elapsed time: 00:00:01
Finished backup at 24-MAY-16

ViEloOsBE

T—=hAJOYOBFRICEREFESNTET 7AILIE. AY YV REZEITLTBETEEX I, recover database
until cancel ZDRICKEDEZT X T AuTO FHABERIARTOOJ EBFNICBELE T, NTX—4

77AIEIRE. 7—HA 7 OTZRDGFRICERE L TWE T ¢ logs/archive 772 L. Thid. RMANZE

BLTOVzRELIESGRE—BLEEA. COBHAIE. T—EX=XZVAN)TBHIC. RDOK S IC—H
MICURAL I R TEET,
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SQL> alter system set log archive dest 1='LOCATION=/rman/pancake/logship'
scope=memory;

System altered.

SQL> recover standby database until cancel;

ORA-00279: change 560224 generated at 05/24/2016 03:25:53 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 49 912576125.dbf
ORA-00280: change 560224 for thread 1 is in sequence #49

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

AUTO

ORA-00279: change 560353 generated at 05/24/2016 03:29:17 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 50 912576125.dbf
ORA-00280: change 560353 for thread 1 is in sequence #50

ORA-00278: log file '/rman/pancake/logship/1 49 912576125.dbf' no longer
needed

for this recovery

ORA-00279: change 560591 generated at 05/24/2016 03:33:56 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 54 912576125.dbf
ORA-00280: change 560591 for thread 1 is in sequence #54

ORA-00278: log file '/rman/pancake/logship/1 53 912576125.dbf' no longer
needed

for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 54 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

BEOT—HA7OJDISETIS—IRESNEITH. CHIZEEREETT, T5—I. sqlplushFE
DO T77AINEZHRLTWEAR OO S G 27l ZRLTVWET, O 7 71 ILDEEEFEELARVAEE
KHDET,

T—=hA47 O % AE—FBHICY —RT—ER—=X &2 vvy MOV TEZI5E8. COFIEIF1ELITET
TRIRELHDET, 7—has7Ospa—nTBE NS, EEHRRedodJ 2L TUS—rd5H
W A —=N—TOCRICEHEEC ENTEET,

ENOIOL IV r—> 3> BE

IFEAEDEE. BITIET CICIFETEINEF A, BIT7OLINTET T3 EXTICHH. BEICEK > TIEE
OB eHHDET, 2FED. OJEL T AT —ER—RTHENIOXE L TBETIHRELHD X
To CNUTED. AY A —N—DRERICR/NROT—RX DX E BEDKNBIZHD £T,

COTOCRISEBEICAV)TMETEE T, e zxiE. ROOATX Y RETDT—EIR—IATATPa—I)LL
T. OJEHICER SN ISBFADBENICERINDILSICTZ N TEET,
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[oracle@jfscl pancake]$ cat copylogs.rman
configure channel device type disk format
'/rman/pancake/logship/%h %$e %a.dbf';

backup as copy archivelog from time 'sysdate-2';

[oracle@jfscl pancake]$ rman target / cmdfile=copylogs.rman
Recovery Manager: Release 12.1.0.2.0 - Production on Tue May 24 04:36:19
2016

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to target database: PANCAKE (DBID=3574534589)

RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

2> backup as copy archivelog from time 'sysdate-2';

3>

4>

using target database control file instead of recovery catalog

old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%$h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%$h %e %a.dbf';

new RMAN configuration parameters are successfully stored

Starting backup at 24-MAY-16

current log archived

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=369 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=123 STAMP=912659482
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:22

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 54 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=41 RECID=124 STAMP=912659483
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:23

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 41 912576125.dbf

continuing other job steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy
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input archived log thread=1 sequence=45 RECID=152 STAMP=912659514
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:55

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 45 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=153 STAMP=912659515
RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03009: failure of backup command on ORA DISK 1 channel at 05/24/2016
04:36:57

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 47 912576125.dbf

Recovery Manager complete.

OJ%2EL5. TENSOOJTEBETIHNENHD FY, EERDHFITIE. sqlpluszEBLTFHT
‘recover database until cancel #2 Jw o LEd, CNIIEEICEEELTEE T, CORITIX. TEHEATNT
WBRRV P hEFERALTVWET, "AZVNAT—EAXR—=20) FTLA40O5" AU T rE. UL 12k
ERBYIE3T—AR—IAXIBETZ5|18E2ZITBMODET, COTOEVRATIE. RILRIZV I h%2TILFT—
BAR—ZABITTHEATETED,
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[root@jfsc2 pancakel# ./replaylogs.pl PANCAKE

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Tue May 24 04:47:10 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 560591 generated at 05/24/2016 03:33:56 needed for

thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 54 912576125.dbf
ORA-00280: change 560591 for thread 1 is in sequence #54

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 562219 generated at 05/24/2016 04:15:08 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 55 912576125.dbf
ORA-00280: change 562219 for thread 1 is in sequence #55

ORA-00278: log file '/rman/pancake/logship/1l 54 912576125.dbf' no longer
needed for this recovery

ORA-00279: change 562370 generated at 05/24/2016 04:19:18 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1 56 912576125.dbf
ORA-00280: change 562370 for thread 1 is in sequence #56

ORA-00278: log file '/rman/pancake/logship/1 55 912576125.dbf' no longer
needed for this recovery

ORA-00279: change 563137 generated at 05/24/2016 04:36:20 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 65 912576125.dbf
ORA-00280: change 563137 for thread 1 is in sequence #65

ORA-00278: log file '/rman/pancake/logship/1l 64 912576125.dbf' no longer
needed for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 65 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options
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HLWRIRICHY A —N—F3E{EHTETLS. RROBEAZIERTIZIBEN DD T BEDT 71
WO AT LZFRYT3%51E. JTOREDOOJ/NMIAE—CNTEBEINBZ D, BITLIET—EXR—IH7TD
T—AR—RLFRLICAHINTVWS S ZBHEICHESE TEE I, ASMTONZ
Ao BBICBIE-TEBRDIRT7—AATOJREITTT, T—EHBRONBZVELSICTBICIF. TTDT—EN

—ADERANB vy AUV ZIBEICRITIIREN DD T,

1. 3. T—AR—AZRKIELT. TENTONTLVAEAVWI 2 ERTIMNERHD £9, ZDRIEICIE.
2T a—I)LENNIEBOEME. VRFT—Do vy T FXIVr—>3> 0o vy IO VRYE

NEENFET,

2. ZOFIBERITTH L. IFLALCDDBAIFAE S —F—

BELEY,

3. OV ZBEINICT—HAT L. EXI—T—TIDERDT7—h+aTOJICERINE L SICLET, Th

IS5 ROOAR Y REERITLED,

SQL> create table cutovercheck as select * from dba users;

Table created.

SQL> alter system archive log current;

System altered.

SQL> shutdown immediate;
Database closed.

Database dismounted.
ORACLE instance shut down.

4. BBOT7—HhA7OJ7%AE—F3ICIF. ROOAITYREZRTLET. T—ERN—XIIEHEEIETH D

A HVWTOWRWRERHD X,

SQL> startup mount;
ORACLE instance started.

Total System Global Area 805306368
Fixed Size 2929552
Variable Size 331353200
Database Buffers 465567744
Redo Buffers 5455872

Database mounted.

S. 7—hA 70O AE—93ICIE. XOATY >V R%=ETLET,
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RMAN> configure channel device type disk format
'/rman/pancake/logship/%h %e %a.dbf';

2> backup as copy archivelog from time 'sysdate-2';

3>

4>

using target database control file instead of recovery catalog
old RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters:

CONFIGURE CHANNEL DEVICE TYPE DISK FORMAT
'/rman/pancake/logship/%h %e %a.dbf';

new RMAN configuration parameters are successfully stored
Starting backup at 24-MAY-16

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=8 device type=DISK

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=54 RECID=123 STAMP=912659482
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:58:24

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 54 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=45 RECID=152 STAMP=912659514
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:58:58

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 45 912576125.dbf

continuing other Jjob steps, job failed will not be re-run

channel ORA DISK 1: starting archived log copy

input archived log thread=1 sequence=47 RECID=153 STAMP=912659515
RMAN-00571: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03009: failure of backup command on ORA DISK 1 channel at
05/24/2016 04:59:00

ORA-19635: input and output file names are identical:
/rman/pancake/logship/1 47 912576125.dbf

6. BBIC. BODT—HA IOV EHLLWS—NTHELE T,



[root@jfsc2 pancakel# ./replaylogs.pl PANCAKE

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Tue May 24 05:00:53 2016
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> ORA-00279: change 563137 generated at 05/24/2016 04:36:20 needed
for thread 1

ORA-00289: suggestion : /rman/pancake/logship/1l 65 912576125.dbf
ORA-00280: change 563137 for thread 1 is in sequence #65

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

ORA-00279: change 563629 generated at 05/24/2016 04:55:20 needed for
thread 1

ORA-00289: suggestion : /rman/pancake/logship/l1 66 912576125.dbf
ORA-00280: change 563629 for thread 1 is in sequence #66

ORA-00278: log file '/rman/pancake/logship/1l 65 912576125.dbf' no longer
needed

for this recovery

ORA-00308: cannot open archived log
'/rman/pancake/logship/1 66 912576125.dbf’

ORA-27037: unable to obtain file status

Linux-x86 64 Error: 2: No such file or directory

Additional information: 3

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

7. ZOERMETIE. IRTOT—E2%2L I Tr—FrLET, T—ER=XEZZAVNAT—ER—=IAHBTY
T4 T BRAT—AR—RIEBLTA -T2 T2EBEVE LT

SQL> alter database activate standby database;
Database altered.

SQL> alter database open;

Database altered.

8. Ax—FT—TJINOFEE=zERALTHNSFOYTLET,
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SQL> desc cutovercheck

Name Null? Type

USERNAME NOT NULL VARCHARZ2 (128)
USER ID NOT NULL NUMBER
PASSWORD VARCHARZ2 (4000)
ACCOUNT_ STATUS NOT NULL VARCHARZ2 (32)
LOCK DATE DATE

EXPIRY DATE DATE

DEFAULT TABLESPACE NOT NULL VARCHARZ2 (30)
TEMPORARY TABLESPACE NOT NULL VARCHARZ2 (30)
CREATED NOT NULL DATE

PROFILE NOT NULL VARCHARZ2 (128)
INITIAL RSRC CONSUMER GROUP VARCHARZ2 (128)
EXTERNAL NAME VARCHARZ2 (4000)
PASSWORD VERSIONS VARCHARZ2 (12)
EDITIONS ENABLED VARCHARZ2 (1)
AUTHENTICATION TYPE VARCHAR2 (8)
PROXY ONLY CONNECT VARCHAR2 (1)
COMMON VARCHAR2Z (3)
LAST LOGIN TIMESTAMP (9) WITH
TIME ZONE

ORACLE MAINTAINED VARCHARZ2 (1)

SQL> drop table cutovercheck;
Table dropped.

RedoO 7 DEE(ZIEFETT

REDOOJZRE. T—ER—RLANELLBEINTUVWBREERHD T, CNIFTEIFTLRIEBEHTEE
TREEEMNHD FITH. BEB—MRHBDIEXFv T3y MIEELTLWEY, SnapManager for Oracle

. SnapCenter. NetApp Snap Creator X L —J BB I L —LT—JRREDEBTIF. T—R T 71K
A—LDREZIN— T RIESICOH. T—ER—IEIFIFEECUAN)TEET, REDOOFTHRTF—4

FAINERAR=RZHELTWVWEHRIE. REDOOATHKESNTT — N RbN3AI@ednH 270,
/\—I*’a':tcék%ﬁf*iﬁ/uo ED7c®H. REDOOY 2 BEEY 3HEDHD X,

COFIEES > TILT, ERLETRITTEET,

IREDREDOO VY H/E

1. REDOEI77)L 7@&&%“%“@7”/ 7§F%ﬁurb\bijo
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SQL> select group#||' '||member from v$logfile;
GROUP#| | ''| |IMEMBER

1 /redo0/NTAP/redoOla.log
1 /redol/NTAP/redo0lb.log
2 /redo0O/NTAP/redo02a.log
2 /redol/NTAP/redo02b.log
3 /redo0O/NTAP/redo03a.log
3 /redol/NTAP/redo03b.log
rows selected.

2. RedodZJ DU 1 XZADILET,

SQL> select group#||' '||bytes from v$log;
GROUP#||'"'| |IBYTES

1 524288000
2 524288000
3 524288000

FLLWOIZENT B

1. RedodJ T &I, A XEAYN—EH—BTBHLWIIL—TZERLE T,

SQL> alter database add logfile ('/newredoO/redo0Ola.log',
' /newredol/redo0Olb.log') size 500M;

Database altered.

SQL> alter database add logfile ('/newredoO/redo02a.log',
' /newredol/redo02b.log') size 500M;

Database altered.

SQL> alter database add logfile ('/newredoO/redo03a.log',
' /newredol/redo03b.log') size 500M;

Database altered.

SQL>

2 HLVWREZHELET I,
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SQL> select group#||' '||member from v$logfile;
GROUP#| | ''| |IMEMBER

1 /redo0/NTAP/redoOla.log
1 /redol/NTAP/redo0lb.log
2 /redo0O/NTAP/redo02a.log
2 /redol/NTAP/redo02b.log
3 /redo0O/NTAP/redo03a.log
3 /redol/NTAP/redo03b.log
4 /newredoO/redo0la.log

4 /newredol/redo0Olb.log

5 /newredo0O/redo02a.log

5 /newredol/redo02b.log

6 /newredo0O/redo03a.log

6 /newredol/redo03b.log
12 rows selected.

HLOS & HIR
1. swnay (FIL—F1. 2. 3) ZHIBRLET,

SQL> alter database drop logfile group 1;
Database altered.
SQL> alter database drop logfile group 2;
Database altered.
SQL> alter database drop logfile group 3;
Database altered.

2 7O« 7RO ROy ITERVIS—HRELLBEIE. XoOJiIcyibBZzTOy I %2R L.
JO—NILFzvIRA> bEBRNICETLET. COTOLIDROHEBEBL TSIV, W5
FriC® 200 771 ILTIL—2%HIBRL LS LELED. 2O T 7AIICT VT4 T T—32H
BoTWBdiEEcnEx L1,

SQL> alter database drop logfile group 2;

alter database drop logfile group 2

*

ERROR at line 1:

ORA-01623: log 2 is current log for instance NTAP (thread 1) - cannot
drop

ORA-00312: online log 2 thread 1: '/redo0O/NTAP/redo02a.log'
ORA-00312: online log 2 thread 1: '/redol/NTAP/redo02b.log'
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3. OUT7—NATDRICF TV IRAY hZEBMTRE. OJT7 72ROy TTEFT,

SQL> alter system archive log current;
System altered.

SQL> alter system checkpoint;

System altered.

SQL> alter database drop logfile group 2;
Database altered.

4 RIS, T7ANDRT LS5O ZERLET, COTOCLRITOLDEREZILA>TRITIZIHELHD
9,

RATF—2OIE—

FT—ER—XLRNIILOBITEEEIC. RARLAVYTORITTIFE. A RL—IURIUA—
ICIREFELAVWZ 7O—FHREEINE T,

EWEZ NI, WO TT 7Lz —931T1 BRROF TS 32T,

COA—TI7RB77O-—FIIEANITEDLSICBRONEDD LNEEAD BBV T hU T 7IIBER
< 7AERPUICTOT—RICRLICHNE CEHTERVO. REBFRDHO 9, TRFHIREFIEAEIE.
T77AINIE—T—2DBITIES AT LDOELEZH S TOCIATHBZ LTI, k. JE—UIEBZRHIRT
BHNCT —ARN—RZI vy AUV TBIREDNHBZDHTT, 77 MIIAOEEZFERT @Y HRFEITE
Weeh, JE—ZHIm I 3a1ICT7 7ML e TR2IKRLETIHEDNHD T,

AE—SIBTHRERS vy FATUDLEE LLBWVEES. RICEESTNBZRIAMR=XDOF T 3 U IFFHER
Ja—LIY%—>v (LVM) ZFBET 32 TY, Oracle ASMEELZ < DLVMA T 3 vidk. IRTHEER
DHEBEEZ A TVWETH. WS ODDFIRFEEEZZERETAINELRHD T, IFLALDGE. BITIIATI AR
AL AT LBEERLTRETLEY,

T7ANC AT LS T 7N AT LADOIE—

Ba O —12EoEAMEA/SHEL TEAD FHA. CONBZOE—7O8XFRDOE I 21 L HE
CLEITH, EEMOEVTOCLITHD, ARL—FT 4 VIV RATL, T—ER—Z, ANL—=UP T A
ICRAS 28R REMMBRIINEHD FHA. THIC. TOT—RICEEESZRWDH, EEICERELTY, &
BOATLERBEIFYV X T7MIIL c DRATLEGAFRODERE LTIYI Y ETBESICEELTHES Y
—NZHEHLTREOT—HICEEEEZHEVWLSICLETIE—O0REZX VU MELT, 21—
—IS5—DURIBLICTERRITRRICETTIRLSICTRIENTEE T, IODEA FFT—2DHE
MRy — oo vILERERTH D78, FHIERICEBNTULE T,

ROFIE. BEDDFRBBITDI=OHDI DDA T g RLTVWET,

B

BITTARABEIIRDEEDTY,

*WEDTFAILCZT L
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ontap-nfsl:/hostl oradata 52428800 16196928 36231872 31
/oradata

ontap-nfsl:/hostl logs 49807360 548032 49259328 2

o°

o°

/logs

CFHLWI AL RT L

ontap-nfsl:/hostl logs new 49807360 128 49807232 1%
/new/logs

ontap-nfsl:/hostl oradata new 49807360 128 49807232 1%
/new/oradata

BE

T—ERN=RF T—EIR=RZ2 vy ROV LTI 7N ZIE—TFBRITTRITITSTEIN ZHOT
—AN—RZBITTRUENDBIHEPC. 4V VR LZ&NRICINZ 3 CENEERIZEIF. TOLR%ZH
BIZZJ)TMETEE T, RV T b 2RI I— IS5 —DORREEBEIBZDET,

CDRV) T RDOHTIE, ROWMEBABELINTWVWET,
C F—HAR—ZRADI vy hETY
CBEOT ALY AT LDOFHAED ERREAD LT

V=R T7AIN DRTLDDER—=T Y b T s AT LANDIRTODT—RZDIE— (TRT
D7 7 A L1ERR%Z (R HF)

T HWIFAIINSRTLEFLWI 7L ATLDT IV

CWUEID T 7AINATLERLNATOHFLWI 7AIL AT LOBIYI Y
FlE

1. F—AR— B vy ROV LET,
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[root@hostl current]# ./dbshut.pl NTAP

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 15:58:48 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP shut down

2. T7ANS AT LEGAFRDERICERELE T, XV ThEFERTIE. ICRT LI COWEBZE K

3. 7

4. 7
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DALRICEITTEX T, "I 7MY AT LZzFii I D FERHICERE,

[root@hostl current]# ./mk.fs.readonly.pl /oradata
/oradata unmounted

/oradata mounted read-only

[root@hostl current]# ./mk.fs.readonly.pl /logs
/logs unmounted

/logs mounted read-only

FANS AT LD GRAMOERICHE > e =R LE T,

ontap-nfsl:/hostl oradata on /oradata type nfs
(ro,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)
ontap-nfsl:/hostl logs on /logs type nfs
(ro,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)

7AW AT LORNE% rsync AN RZEERITLET

[root@hostl current]# rsync -rlpogt --stats --progress
--exclude=.snapshot /oradata/ /new/oradata/

sending incremental file list

ol

NTAP/

NTAP/IOPS.dbf



10737426432 100% 153.50MB/s 0:01:06 (xfer#l, to-check=10/13)
NTAP/iops.dbf.zip
22823573 100% 12.09MB/s 0:00:01 (xfer#2, to-check=9/13)

NTAP/undotbs02.dbf

1073750016 100% 131.60MB/s 0:00:07 (xfer#10, to-check=1/13)
NTAP/users0l.dbf
5251072 100% 3.95MB/s 0:00:01 (xfer#ll, to-check=0/13)

Number of files: 13

Number of files transferred: 11

Total file size: 18570092218 bytes

Total transferred file size: 18570092218 bytes

Literal data: 18570092218 bytes

Matched data: 0 bytes

File list size: 277

File list generation time: 0.001 seconds

File list transfer time: 0.000 seconds

Total bytes sent: 18572359828

Total bytes received: 228

sent 18572359828 bytes received 228 bytes 162204017.96 bytes/sec
total size is 18570092218 speedup is 1.00

[root@hostl current]# rsync -rlpogt --stats --progress
-—-exclude=.snapshot /logs/ /new/logs/

sending incremental file list

i
NTAP/
NTAP/1 22 897068759.dbf
45523968 100%  95.98MB/s 0:00:00 (xfer#l, to-check=15/18)
NTAP/1 23 897068759.dbf
40601088 100%  49.45MB/s 0:00:00 (xfer#2, to-check=14/18)

NTAP/redo/redo02.1log
52429312 100% 44 .68MB/s 0:00:01 (xfer#12, to-check=1/18)
NTAP/redo/redo03.1log
52429312 100% 68.03MB/s 0:00:00 (xfer#13, to-check=0/18)
Number of files: 18
Number of files transferred: 13
Total file size: 527032832 bytes
Total transferred file size: 527032832 bytes
Literal data: 527032832 bytes
Matched data: 0 bytes
File list size: 413
File list generation time: 0.001 seconds
File list transfer time: 0.000 seconds
Total bytes sent: 527098156
Total bytes received: 278
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sent 527098156 bytes received 278 bytes 95836078.91 bytes/sec
total size is 527032832 speedup is 1.00

S HWIFAINIRATLET YRV ML, QAE=LET—R2ZBEELF T, XVVThZERATB L.

ICRTESIC. COMEBZEXDRRICEITTEE Y, "IV7 (I ATLOEZHER,

[root@hostl current]# ./swap.fs.pl /logs,/new/logs
/new/logs unmounted

/logs unmounted

Updated /logs mounted

[rootRhostl current]# ./swap.fs.pl /oradata,/new/oradata
/new/oradata unmounted

/oradata unmounted

Updated /oradata mounted

6. HILWI 7AMIL AT LDFAEDNEICHD =R LET,

ontap-nfsl:/hostl logs new on /logs type nfs
(rw,bg,vers=3,rsize=65536,wsize=65536,addr=172.20.101.10)
ontap-nfsl:/hostl oradata new on /oradata type nfs
(rw,bg,vers=3, rsize=65536,wsize=65536,addr=172.20.101.10)

[ F=aN—2%zEHML £,
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[root@hostl current]# ./dbstart.pl NTAP

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 16:10:07 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to an idle instance.

SQL> ORACLE instance started.

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

Database mounted.

Database opened.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP started



Ay b F—N—Z7m2ICBEE

COYTINRI) T RTIE. T—EZR—ZSIDOFIFUCHNT, HBXTIDD T 71 IL AT LRT ZIEE

L

9, LEOAITIF. ARV FIFRDELSICEITEINE T,

[root@hostl current]# ./migrate.oracle.fs.pl NTAP /logs,/new/logs
/oradata, /new/oradata

COUYTNRIIV T ZRTTEDE ROD—=T U ZAHHITEINE T, WITNHDDFIETIS—HELETS
ERTLET,

1.
2.
3.

R

TF—AR—ZIvy NIV LET,
REOT7 7AWV AT LEFARODERIT—RRICEHBELE T,

WO RTLICERAL F 9,

BRI 7 AN AT L%ZTA AR MLET,

ZEHLET /etc/fstab 77 AILIFRDEED T,

a. Ny o7 TOERNIS /etc/fstab.bake

b. UHID 7 7AW AT LEFHLWI AL AT LADEIDIV M) EAXNTIORLET,
C HWIYIYMRAYMEEATZIHLVWI 7ML XTLAOHLVWIY U ZERLE T,
T77AIN AT LEZY I NLET,

T—RAR—ERELF T,

DTFFAMF CORTVTOERTHZRLTVWET,

[root@hostl current]# ./migrate.oracle.fs.pl NTAP /logs, /new/logs
/oradata, /new/oradata

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 17:05:50 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

SQL> Database closed.

Database dismounted.

ORACLE instance shut down.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP shut down

AVITRYIGNET 7AWV AT LEIBMORTZERL. RIDT 7AWV AT LZ2EEDT 741
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sending incremental file list

o/
NTAP/
NTAP/1 22 897068759.dbf
45523968 100% 185.40MB/s 0:00:00
NTAP/1 23 897068759.dbf
40601088 100%5  81.34MB/s 0:00:00

NTAP/redo/redo02.1log

52429312 100% 70.42MB/s 0:00:00
NTAP/redo/redo03.1og

52429312 100% 47.08MB/s 0:00:01
Number of files: 18
Number of files transferred: 13
Total file size: 527032832 bytes

(xfer#l, to-check=15/18)

(xfer#2, to-check=14/18)

(xfer#12, to-check=1/18)

(xfer#13, to-check=0/18)

Total transferred file size: 527032832 bytes

Literal data: 527032832 bytes

Matched data: 0 bytes

File list size: 413

File list generation time: 0.001 seconds
File list transfer time: 0.000 seconds
Total bytes sent: 527098156

Total bytes received: 278

sent 527098156 bytes received 278 bytes
total size is 527032832 speedup is 1.00

150599552.57 bytes/sec

Succesfully replicated filesystem /logs to /new/logs

sending incremental file list
o
NTAP/
NTAP/IOPS.dbf
10737426432 100% 176.55MB/s 0:00:58
NTAP/iops.dbf.zip
22823573 100% 9.48MB/s 0:00:02
NTAP/undotbs01.dbf
309338112 100% 70.76MB/s 0:00:04
NTAP/undotbs02.dbf

1073750016 100% 187.65MB/s 0:00:05
NTAP/users(0l.dbf
5251072 100% 5.09MB/s 0:00:00

Number of files: 13

Number of files transferred: 11

Total file size: 18570092218 bytes

Total transferred file size: 18570092218
Literal data: 18570092218 bytes

Matched data: 0 bytes

File list size: 277

(xfer#l, to-check=10/13)

(xfer#2, to-check=9/13)

(xfer#9, to-check=2/13)

(xfer#10, to-check=1/13)

(xfer#l1l, to-check=0/13)

bytes



File list generation time: 0.001 seconds

File list transfer time: 0.000 seconds

Total bytes sent: 18572359828

Total bytes received: 228

sent 18572359828 bytes received 228 bytes 177725933.55 bytes/sec
total size is 18570092218 speedup is 1.00

Succesfully replicated filesystem /oradata to /new/oradata

swap 0 /logs /new/logs

/new/logs unmounted

/logs unmounted

Mounted updated /logs

Swapped filesystem /logs for /new/logs

swap 1 /oradata /new/oradata

/new/oradata unmounted

/oradata unmounted

Mounted updated /oradata

Swapped filesystem /oradata for /new/oradata

ORACLE SID = [oracle] ? The Oracle base has been set to /orabin
SQL*Plus: Release 12.1.0.2.0 Production on Thu Dec 3 17:08:59 2015
Copyright (c) 1982, 2014, Oracle. All rights reserved.
Connected to an idle instance.

SQL> ORACLE instance started.

Total System Global Area 805306368 bytes

Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

Database mounted.

Database opened.

SQL> Disconnected from Oracle Database 12c Enterprise Edition Release
12.1.0.2.0 - 64bit Production

With the Partitioning, OLAP, Advanced Analytics and Real Application
Testing options

NTAP started

[root@hostl current]#

Oracle ASM spfile ¥ passwd D817

ASMZzZTRITZ27 T IBBEDOH L ED1DIC. ASMEE Dspfile L NAT—R T 7AILBHBDET, 7T+
IWETIR. ChSDEEBXEZT—2T 71 RIICERSNICASMT « X TIL—FIER SN &
To WEDASMT « RV — Tz L THIRR T 2RVENHZHEIE. €DASMA VX2 Y A Z2H Y
Bsplile 7 7AW ENZAT—RIT 71 I\ zBERETIHENHD FT,

NSDT7AILOBRENUNEICADRDI—X—XE LT, SnapManager for Oracle**SnapCenter

Oracle 7S50 A VREDT—EAR—REBY I NI T7E2EBATIHBENHDET, CNSDRFDIEEED
Dl T—RT 7ML ZKRZXLTWVWBASM LUNORKEZ ) NN— LT, T—EXR—XAZERICVR TS
BZETYo TD=DICIE. VAN T ERITITBHICASMT A R TIN—T2F T SA VT BDRELHD
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F9. HEDT—EAR—ADT—RIT 71 ILBERDASMT « X7 T IIL—TIZHBInTLHX. R
BICHED £t A

FDT 1 AV IL—TIZASM spfile/passwd 7 7 T ILHEENTWVWBRIHE. T4 XITIN—T2FT751IC
T3ICIE ASMA VY REV 2Lk ES vy FEUVTBELOBHD FtHA, CNIETIATLOELEZHES 7O
TZATHDO. spfile/passwd 7 7 1 L ZBEET Z2VEHLNHD £7,

RIR

1. F—A~R—ZSID=F—X +

2. [EDT—RT7AJL . +DATA

8. MEDOI T 7AILLHIET 7 1)L +L0GS

4 SV AASMTA R VIT T /YT A +NEWDATA $ & U +NEWLOGS

ASM spfile/passwd 7 7 1 L DIFFR
NEDT7AIIE. PRTLZEFEILETEZICCRBRERETETEY, £EL. t%@ﬁ_&)k\ NetApp Tl
T771IUHDBEESIN. BN BEYICEFINICCCZEERICHEETESRLOIC. T—EIR—AREEZ v v

ROV TBIEZHRLTVET, T—NICEBDASMA YRRV IADNFET 25E81F. COFIEZ#ED
RYBEDHD £

ASM- > XA > ZDHH
ISR SN T—RICEDWVWTASMAT Y ARV A ZRELE T, oratab 770 J)be ASMA > XA 2 X IE+EC
?TZF nijo

-bash-4.1$ cat /etc/oratab | grep '~+'
+ASM: /orabin/grid:N # line added by Agent

CDY—N—ICIF+asmE WVWDSASMA Y XXV AHMDHD £,

ITRTDT—ER=ZAN vy b EINTVWE L 2RI S
KRS héSMOle:HzZLzL ERAPRDASMT > X2 > ZDSMONTEIFT T, AIDSMONT Ot AWEFET
BHBAIE. T—EIR—IANRITRTH B 2R LTI,

-bash-4.1$ ps -ef | grep smon
oracle 857 1 0 18:26 2 00:00:00 asm smon_ +ASM

SMON7’I:HZ7\LatASM'r/Z’S’/ZQW@&’C?‘O . HOT—EAR—ZAPBEITFINTLVEVNC L EE
L. T—EAR—XDNIBH#HRTZ R IVEHDOTIC. BRICUIEBEFITTCIZ 2Bk LET,

T71ILDEER

KOAR > REFEAL T, ASMspfile B LUV/NRAT—R 771 ILORIEDIGFAEREL £9o spget BELUY
pwget AN R
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bash-4.1$ asmcmd
ASMCMD> spget
+DATA/spfile.ora

ASMCMD> pwget --asm
+DATA/orapwasm

N5DOT7FAILIEHAEDH. +DATA T RITIL—T .

Zr7AIILOIE—
ROAR Y REFEAL T, Z70ILEHFHLVASMT 4 RV J I —FICOE—L £ 9, spcopy HLU

pwcopy AN Y REFILWT ¢« RV T —TFHREFR N, HWEZDHEIF. SRAICI TV FTIHEDHD
9,

ASMCMD> mount NEWDATA

ASMCMD> spcopy +DATA/spfile.ora +NEWDATA/spfile.ora
copying +DATA/spfile.ora -> +NEWDATA/spfilea.ora

ASMCMD> pwcopy +DATA/orapwasm +NEWDATA/orapwasm
copying +DATA/orapwasm —-> +NEWDATA/orapwasm

T71ILERDBAADS AE—ENFE L7 +DATA T | +NEWDATA,

ASM-1 > X5 > ZDEF

ASMA U X2V RZEHFH LT, BROEEZRRITBZVBEDNHD I, o spset XU pwset AV R
I&. ASMT 1 RV T — T DEMHBEBASMAZ T —2ZBH L F T,

ASMCMD> spset +NEWDATA/spfile.ora
ASMCMD> pwset --asm +NEWDATA/orapwasm

B 7ML 2ERALIASMD T 7 7« 71k
CORRT. ASMT YRRV RIFFIEMECNSDT 7AILOLURIDZFAZFERL X T, FILWSHRHN ST

71 I 2 BERIICEHAAA L. UFIDT 7ILDOOY I ZBIRT BICIE. 1 VXX XAz BiEF T 2HEN
HHET,
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-bash-4.1$ sglplus / as sysasm
SQL> shutdown immediate;

ASM diskgroups volume disabled
ASM diskgroups dismounted

ASM instance shutdown

SQL> startup
ASM instance started
Total System Global Area 1140850688 bytes

Fixed Size 2933400 bytes
Variable Size 1112751464 bytes
ASM Cache 25165824 bytes

ORA-15032: not all alterations performed
ORA-15017: diskgroup "NEWDATA" cannot be mounted
ORA-15013: diskgroup "NEWDATA" is already mounted

tWspfile 7 71 ILENRT—R 771 IILEHIRT
FIEHERBICEITIND . LEIO 7 70LIEA Y 7 3NEBLLAD, HIFRTESD L SICHD XTI,

-bash-4.1$ asmcmd
ASMCMD> rm +DATA/spfile.ora
ASMCMD> rm +DATA/orapwasm

Oracle ASMAZZASMA ./ JE1

Oracle ASMId. BEEXMICEERAR) 2 —LIXRX—T v T 7MW AT LZRELIEHD TS, 771ILY
2T LTI CITIFRBE SN AV, RMANZFERL TIOE—NIB%*ETI3HELNHDEFT, AE—R—X
OB IOCLRIIRETIVTILTID, SPATLEENRETZeAHDEFT, AT LELEEZR/NRIC
MRBEIETETEITH . BLITHRI B CIFTEEHEAS

ASMAR—ZDT—EZRN—AEEEFILETRITT 2HBE1F. ASMOKREZER L T, HULLUNZHIER L ARH

SASMI VATV hEFLWLLUNICUNS VO VIR e a2#RBLET, CNUE—MWICEZLT/ VA by

TARL—=23 > TEH. NV ITTRNRISREBESNELT A BEEIINT +—IVAOBEIRELT
é\ DE_OJ%?RHEH';%_&%V X‘t—Eju KTTO

CDURV BT BICIE. T—E2EBETZDTIEHL. T—ER—XEFHFLWEHAICOE—LT. TDT
—RIBBEMABVWESICLET, T—ER—XII. BEZHIIBTS81ICHLVBAATREICT A NS B
EHTE. BEHLNRODSTZBEIE. TTOT—EIR—A =T H4— LI\ IF T3> e LTHERATE T,

COFIEF. RMANICEIEY 3Z8OF 723> D1DTY, RADNYI 7y THEREh. OJBEICK
> TR TR N 5280 0)7E|t'7\73‘_lﬁb CBDET, COTOLRTIE BRIDN—RZAIE—DE
THRHT—ERN-—RDERAZHRI L. T—ZRMTET 2. 40081 LeR/NRICIIZ 5 C e MRS
nNE7,
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F—AR—Z23E—

Oracle RMANIZ. ASMT 4 X7 7 I —FICRERBETNTVEY —XT—4R—XDLANJLO0 (L) JF—
HIERL X9, +DATAXDIGFRICEEIL XTJ | +NEWDATA.

-bash-4.1$ rman target /

Recovery Manager: Release 12.1.0.2.0 - Production on Sun Dec 6 17:40:03
2015

Copyright (c) 1982, 2014, Oracle and/or its affiliates. All rights
reserved.

connected to target database: TOAST (DBID=2084313411)

RMAN> backup as copy incremental level 0 database format '+NEWDATA' tag
'ONTAP MIGRATION';

Starting backup at 06-DEC-15

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=302 device type=DISK

channel ORA DISK 1: starting datafile copy

input datafile file number=00001
name=+DATA/TOAST/DATAFILE/system.262.897683141

input datafile file number=00004
name=+DATA/TOAST/DATAFILE/users.264.897683151

output file name=+NEWDATA/TOAST/DATAFILE/users.258.897759623
tag=ONTAP MIGRATION RECID=5 STAMP=897759622

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 0 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWDATA/TOAST/BACKUPSET/2015 12 06/nnsnn0 ontap migration 0.262.89
7759623 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

T—HhATOT DRG0 E R
AE—DREBBEMZRRT S ILDICBBRINTDT —EH 7 —ATOAJICEENTWVWS 2R Y

311, 7—AhHa 700 %=@EINICYIDEZE T, COOATY REFERALAWVWYE, REDOOJICF—T—4H
BoTWBHEEEMDLHD £,

RMAN> sqgl 'alter system archive log current';
sql statement: alter system archive log current
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V—RT—=BR=ZADI vy cET>

T—=AR=ZDB vy cETVEN. TO7ECZADFIREINIEHFEARDERE—RICARSZ O, AT LHELE
LET, V—RT—ER—R%EZI vy MOV TBICIE. OOV REETLED,

RMAN> shutdown immediate;

using target database control file instead of recovery catalog
database closed

database dismounted

Oracle instance shut down

RMAN> startup mount;

connected to target database (not started)

Oracle instance started

database mounted

Total System Global Area 805306368 bytes
Fixed Size 2929552 bytes
Variable Size 390073456 bytes
Database Buffers 406847488 bytes
Redo Buffers 5455872 bytes

BIE 7 7 IILDINY I T v

BITZERLELTROR ML= DBEMRICR I HENH BE5EICRA T, §IH7 7L 2Ny I T7 v TTEHNE
BHODET,. NvITvTHE T 7 ILOIE—IF100%BETIEHD FEAD. T—EIXR—XT71ILD%5
PRz TtDImFIC Uy b33 IBENHEICHRD £,

RMAN> backup as copy current controlfile format '/tmp/TOAST.ctrl';
Starting backup at 06-DEC-15

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=358 device type=DISK

channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/tmp/TOAST.ctrl tag=TAG20151206T174753 RECID=6
STAMP=897760073

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

INT R =R DEF

REDspfilellid. HWASMT 1+ R T IL—TROREDGZFICH BHIET 7 T IILADERHEFENTULE

To RETIVENHD T, TN PREDplileN—2 3> ZIRET S C THEICETTETET,
RMAN> create pfile='/tmp/pfile' from spfile;

Statement processed
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pfile D E#

BHWVASMT 1 7T IIN—TZ2BRBLTVWBRIRTONIX—2ZBHL. ILLASMT « RV T I —T%%
RMEEET, RIC. BRI plleZRFLET. ROCEZHELE T, db create NTX—EHFHE
LETo

ROFITIE. +DATA BEINF L7z +NEWDATA BETHRARTINE T, TH/NTA—RIIRXRD2D T,
do create IELWGBFRICHTLWI 71 IILEER T 5/85 X— 4,

*.compatible="'12.1.0.2.0"

*.control files='+NEWLOGS/TOAST/CONTROLFILE/current.258.897683139'
*.db _block size=8192

*., db create file dest='+NEWDATA'

*. db create online log dest 1='+NEWLOGS'
*.db_domain=""

*.db name='TOAST'

*.diagnostic _dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=TOASTXDB)'
*.log archive dest 1='LOCATION=+NEWLOGS'

*.log archive format='%t %s %$r.dbf’

initora” 7 1 LD EH

IFEALEDASMA—RDT—HANR—XTlF. init.ora 77 ILIFICHD FF SORACLE HOME/dbs T+ L
I bYe ASMT 1 RV I —TF LDspflileNDRA> b TT, COT7AILIE. FILLWASMT « RO T I)IL—TF
DHZFAICURAL T T BREDHD ET,

-bash-4.1$ cd SORACLE HOME/dbs
-bash-4.1$ cat initTOAST.ora
SPFILE="+DATA/TOAST/spfileTOAST.ora'

CDT7ANERDEIICEELET,

SPFILE=+NEWLOGS/TOAST/spfileTOAST.ora

INTRXA=ZT 71 ILDOBIER
CNTHRE Licpliled T — 2 ZspfilelC AN T Z#RHENE LI

RMAN> create spfile from pfile='/tmp/pfile';
Statement processed
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#FL LispfileDER%ZBIRT 3ICITT—2R—XZEE L F T

T—EAN—ZEF LT #FL MERSNcsplileMER TN TUVB L. LUV AT LNTXA—ZIIHT
BZENURDOEENELSERINTVWS L ZRELE T,

RMAN> startup nomount;
connected to target database (not started)
Oracle instance started

Total System Global Area 805306368 bytes
Fixed Size 2929552 bytes
Variable Size 373296240 bytes
Database Buffers 423624704 bytes
Redo Buffers 5455872 bytes

B 7LD R ET

RMANIC & > TR S NT=/Nw o 7w THITE 7 7 1 JLIE. RMANIC &K o T #1L UWspfilelCI8E S NT=IZFRIC
EEJVIANTTREHTEET,

RMAN> restore controlfile from
'+DATA/TOAST/CONTROLFILE/current.258.897683139"';

Starting restore at 06-DEC-15

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=417 device type=DISK

channel ORA DISK 1: copied control file copy

output file name=+NEWLOGS/TOAST/CONTROLFILE/current.273.897761061
Finished restore at 06-DEC-15

T—AR—REIT ML, FILLEED 7AIILAMERATSNTWVWS C e 2R L E I,

RMAN> alter database mount;
using target database control file instead of recovery catalog
Statement processed

SQL> show parameter control files;
NAME TYPE VALUE

control files string
+NEWLOGS/TOAST/CONTROLFILE/cur
rent.273.897761061
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OJ8B4%

T—AN—XIFRE. GVSFRICHBZT 2777 2ERLTVWEY, JE—2FAI3HIIC. AE—%=F
Hy20ENBDET, RMOIE—TOCITHEAIEBL. EICT7—DT7OJICEENERINIL
foo TNOSDEBIIRDELS ICERINTT,

1. 7=h47 - OJZFCRMANBRN Y I 7w T2RITLET,

RMAN> backup incremental level 1 format '+NEWLOGS' for recover of copy
with tag 'ONTAP MIGRATION' database;

Starting backup at 06-DEC-15

allocated channel: ORA DISK 1

channel ORA DISK 1: SID=62 device type=DISK

channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001
name=+DATA/TOAST/DATAFILE/system.262.897683141

input datafile file number=00002
name=+DATA/TOAST/DATAFILE/sysaux.260.897683143

input datafile file number=00003
name=+DATA/TOAST/DATAFILE/undotbs1.257.897683145

input datafile file number=00004
name=+DATA/TOAST/DATAFILE/users.264.897683151

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.
897762693 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 1 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current control file in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 06-DEC-15

channel ORA DISK 1: finished piece 1 at 06-DEC-15

piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/ncsnnl ontap migration 0.267.
897762697 tag=ONTAP MIGRATION comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 06-DEC-15

2 OJ=BELEY,
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RMAN> recover copy of database with tag 'ONTAP MIGRATION';

Starting recover at 06-DEC-15

using channel ORA DISK 1

channel ORA DISK 1: starting incremental datafile backup set restore
channel ORA DISK 1: specifying datafile copies to recover

recovering datafile copy file number=00001
name=+NEWDATA/TOAST/DATAFILE/system.259.897759609

recovering datafile copy file number=00002
name=+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615

recovering datafile copy file number=00003
name=+NEWDATA/TOAST/DATAFILE/undotbsl.264.897759619

recovering datafile copy file number=00004
name=+NEWDATA/TOAST/DATAFILE/users.258.897759623

channel ORA DISK 1: reading from backup piece
+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.8977626
93

channel ORA DISK 1: piece
handle=+NEWLOGS/TOAST/BACKUPSET/2015 12 06/nnndnl ontap migration 0.268.
897762693 tag=ONTAP MIGRATION

channel ORA DISK 1: restored backup piece 1

channel ORA DISK 1: restore complete, elapsed time: 00:00:01
Finished recover at 06-DEC-15

77471k

R LT ENHIET 7 A IILIITTDBARICH DT —R - T7MI)IL2ERBLTED, AE—ShicT—% - T 7
TILDNZABERDBIENTUVE T,

1. 7OT4TBRT—RT 714N %EZETSICIE. switch database to copy ANV REERITLET

RMAN> switch database to copy;

datafile 1 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/system.259.897759609"
datafile 2 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615"
datafile 3 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/undotbsl.264.897759619"
datafile 4 switched to datafile copy
"+NEWDATA/TOAST/DATAFILE/users.258.897759623"

TIT4TRBT—RIT7AINRIAE—NT=T =27 71ILICED £IH. RIEMNALREDOOVICEED
SENTVSAEENDHD T,

2 B%bpOJ I ARNTHBETBICIE. recover database AXVVRZEE[TLET VWS X vtE—IHKRR
INZXY media recovery complete EFRMEN. FOERIFEIMLE L7
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RMAN> recover database;

Starting recover at 06-DEC-15

using channel ORA DISK 1

starting media recovery

media recovery complete, elapsed time: 00:00:01
Finished recover at 06-DEC-15

COTOCRTEEINDIDIE. BEDT—E T 7AILDFAR1IZIT TS, —BT—2T7 71 ILOLRIIE
BIAI3NEBELAHDEFIN., " BT —XT7MITHZHIE—FTI3HREIEIHD FHFA, T—EXR—XIF
REATLTWB RS, —BT—32T7 71T 7T TRBT—2IEHD £ A,

3. —BF T —4 77 M EBETBICIE. FTTOHAMZRELET,

RMAN> select file#||' '||name from vStempfile;
FILE#|]|"'"'| |NAME

1 +DATA/TOAST/TEMPFILE/temp.263.897683145

4 BEF =T 7AILSFH LVWEFIZRETSRMANIY Y REFEAL T, —B7—2 771 LzBBHL &
9, Oracle Managed Files (OMF) Tld. B2B&AIIHBEDHD FHA. ASMT 1 XUV JI—TFTH+HT
o T—ER—ZADFL & OMFIFASMT 1 R T II—T L OBYBIGBRICU VO LET, 771 %Z
BEEETSICIE. OOV RERITLET,

run {

set newname for tempfile 1 to '+NEWDATA';
switch tempfile all;

}

RMAN> run

2> set newname for tempfile 1 to '+NEWDATA';
3> switch tempfile all;

4> }

executing command: SET NEWNAME

renamed tempfile 1 to +NEWDATA in control file

RedoO04 OF17
BI7O0tEXFFEEFEFRTLTVWETH. REDOOJIZTTDASMT ¢ R 7T IL—7I1C5%D £9, REDOOY B
EBREETIFEFtA. KHOIC. FHILLREDOOJ Y FHAMERTNTEREICEMIA. dLnOsrrOv >
TNX9,

1. REDOOJ U IL—7DH e ENENDTIN—TESZHELE T,
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RMAN> select group#||' '||member from v$logfile;
GROUP#| | '' | |MEMBER

1 +DATA/TOAST/ONLINELOG/group 1.261.897683139
2 +DATA/TOAST/ONLINELOG/group 2.259.897683139
3 +DATA/TOAST/ONLINELOG/group 3.256.897683139

2. RedoO 7 DA XZANILEF T,

RMAN> select group#||' '||bytes from vS$Slog;
GROUP#||"'"'| |BYTES

1 52428800

2 52428800

3 52428800

3. RedodJ T il. RED—HIBHLWIIL—TZEHLET. OMFZERALAEVESIE. TILINR%

66

BETIHENHDXT, /oo TOAFITIE. db create online log /NTX—RFIHIARDLSIC. C
DINTA—=ZIF+NEWLOGSICRESN TV E T CORETIE ROIAXY RZFEALT. 77110
BRPEHEDASMT « RV TN —TZHBETB B FHILLWAYSA>OJZ B TEE I,

RMAN> alter database add logfile size 52428800;
Statement processed
RMAN> alter database add logfile size 52428800;
Statement processed
RMAN> alter database add logfile size 52428800;
Statement processed

T—AR—REZRETET,

SQL> alter database open;
Database altered.

- BEVWOJZHIBRLET,

RMAN> alter database drop logfile group 1;
Statement processed

- TOT47RAJZ ROy I TERVIS—DRELIGEIE. ROOJICYIDBITAOY V=R L.



JO-NILFTyvIRAY b ZREMICKEITLET . UTICHZERLEFT,. GLVIBFICHZOT T 71
IIN—=T3ZHIRL LS LELID SOOI T 7AIIIT I T4 THBT =% > TVBHERS
NELTco FTYvIRA MK OIT—AATTIE. O T 7M1 ILZHIRTEET,

RMAN> alter database drop logfile group 3;

RMAN-0057]1: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of sgl statement command at 12/08/2015 20:23:51
ORA-01623: log 3 is current log for instance TOAST (thread 4) - cannot
drop

ORA-00312: online log 3 thread 1:
'+LOGS/TOAST/ONLINELOG/group 3.259.897563549"'
RMAN> alter system switch logfile;

Statement processed

RMAN> alter system checkpoint;

Statement processed

RMAN> alter database drop logfile group 3;

Statement processed

7. BIEZLEa2—LT. IRTOOT =3 IIN—ZADNSTA—EIRBEHRINTVWBR L ZHERELE T,

SQL>
SQL>
SQL>
SQL>
SQL>

select name from v$datafile;
select member from v$logfile;
select name from vStempfile;
show parameter spfile;

select name, value from v$parameter where value is not null;

8. XDRUVVTFTF. COTOLREBHRILTBAEEZTRLTVET,
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[root@hostl current]# ./checkdbdata.pl TOAST
TOAST datafiles:
+NEWDATA/TOAST/DATAFILE/system.259.897759609
+NEWDATA/TOAST/DATAFILE/sysaux.263.897759615
+NEWDATA/TOAST/DATAFILE/undotbsl1.264.897759619
+NEWDATA/TOAST/DATAFILE/users.258.897759623
TOAST redo logs:
+NEWLOGS/TOAST/ONLINELOG/group 4.266.897763123
+NEWLOGS/TOAST/ONLINELOG/group 5.265.897763125
+NEWLOGS/TOAST/ONLINELOG/group 6.264.897763125
TOAST temp datafiles:
+NEWDATA/TOAST/TEMPFILE/temp.260.897763165
TOAST spfile

spfile string
+NEWDATA/spfiletoast.ora

TOAST key parameters

control files +NEWLOGS/TOAST/CONTROLFILE/current.273.897761061
log archive dest 1 LOCATION=+NEWLOGS

db create file dest +NEWDATA

db create online log dest 1 +NEWLOGS

9. ASM7T 1 RV T IIL—THhELRIRBEINIHEESIE. ROATYY REFERALTT7 NI MTEXT,
asmemdo 7275 L. L DIFE. DT —EZR—X F71FASM spfile/passwd 7 71 ILICE T B 7 71 ILH
FEIT DML HD £,

-bash-4.1$ . oraenv

ORACLE SID = [TOAST] ? +ASM

The Oracle base remains unchanged with value /orabin
-bash-4.1$ asmcmd

ASMCMD> umount DATA

ASMCMD>

Oracle ASMHO'S 7 71 IL AT LADIE—

Oracle ASMA'5 7 7 ALY AT LAD IE—FEIXZ. ASMASASMADIE—FIBEIEREICILUTVWET
DL FEEHPRIFLUTWVWE T, EREWVI. ASMT 4 RV TIIL—TTIEBLKAR T 7ML AT L% FERT
2HBED. TESEFRIOTVRPEBRENTA—FXDEX T,

F—AR—ZIE—

Oracle RMANZER L T, ASMT 4 X7 —FICBERBINTVWEY —XT—E2R—XDLANJL0 (L
) AE—%=1ER L ¥ J, +DATA XRDIGFRICHEENL T | /oradatao
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RMAN> backup as copy incremental level 0 database format
'/oradata/TOAST/%U' tag 'ONTAP MIGRATION';

Starting backup at 13-MAY-16

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=377 device type=DISK

channel ORA DISK 1: starting datafile copy

input datafile file number=00001 name=+ASMO/TOAST/system0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-
1 01r5fhjg tag=ONTAP MIGRATION RECID=1 STAMP=911722099

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

input datafile file number=00002 name=+ASMO/TOAST/sysaux0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-
2 02r5fhjo tag=ONTAP MIGRATION RECID=2 STAMP=911722106

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

input datafile file number=00003 name=+ASMO/TOAST/undotbsl01.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-
3_O3r5fhjt tag=ONTAP MIGRATION RECID=3 STAMP=911722113

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:07
channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/oradata/TOAST/cf D-TOAST id-2098173325 04r5fhk5
tag=ONTAP MIGRATION RECID=4 STAMP=911722118

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting datafile copy

input datafile file number=00004 name=+ASMO/TOAST/users0l.dbf

output file name=/oradata/TOAST/data D-TOAST I-2098173325 TS-USERS FNO-
4 05r5fhk6 tag=ONTAP MIGRATION RECID=5 STAMP=911722118

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
channel ORA DISK 1: starting incremental level 0 datafile backup set
channel ORA DISK 1: specifying datafile(s) in backup set

including current SPFILE in backup set

channel ORA DISK 1: starting piece 1 at 13-MAY-16

channel ORA DISK 1: finished piece 1 at 13-MAY-16

piece handle=/oradata/TOAST/06r5fhk7 1 1 tag=ONTAP MIGRATION comment=NONE
channel ORA DISK 1: backup set complete, elapsed time: 00:00:01

Finished backup at 13-MAY-16

T—hA 707 DEEHTIDEX

A —DRELBEBEEUEHRIT B IDICHNEBERIRTOT—ENT7—h7OJICE8FNTVWER I EERT
BIC1E. 7—Aa7 Q7DD EZ Zi@dld 2REBELAHD FT, COOATVREFERALAVWE. REDOOYIC
F—F—EAWE-S>TVBAREER B D T, 7—Hr7O7 =Z@ENICYIDEBEZ3ICIE. XD Y RERT
LFd,
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RMAN> sgl 'alter system archive log current';
sql statement: alter system archive log current

V=RT—=ER=ZDI vy cEI>

T—RAR=ZAP vy bEOVEN. TIEIDFIRESNIGRANDERE—RICBRD . ST LML
LET, V—RT—ER—=R%ZIvy bEAI2FTBICIF ROARY RFZEITLET,

RMAN> shutdown immediate;

using target database control file instead of recovery catalog
database closed

database dismounted

Oracle instance shut down

RMAN> startup mount;

connected to target database (not started)

Oracle instance started

database mounted

Total System Global Area 805306368 bytes
Fixed Size 2929552 bytes
Variable Size 331353200 bytes
Database Buffers 465567744 bytes
Redo Buffers 5455872 bytes

B 71 ILDNY I T v T

BIIERLELTITORA ML —C0BFRICRSHRENDH ZBEICHBA T, G770 ILaNv o7 v TLET,
NI T7yTEE 7 71 IO AE—IF100%REBTIEIH D FEAD. T—ER—IT 71 ILDFFA% TTDIGFR
ICUty b TRUNBHEEICED FT,

RMAN> backup as copy current controlfile format '/tmp/TOAST.ctrl';
Starting backup at 08-DEC-15

using channel ORA DISK 1

channel ORA DISK 1: starting datafile copy

copying current control file

output file name=/tmp/TOAST.ctrl tag=TAG20151208T194540 RECID=30
STAMP=897939940

channel ORA DISK 1: datafile copy complete, elapsed time: 00:00:01
Finished backup at 08-DEC-15

INT A= DEH

RMAN> create pfile='/tmp/pfile' from spfile;
Statement processed
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pfile D E#

HOWASMT 4 RV TIN—T%BBTZIRTONTX—Z|E, BEEEN R Ao EICEHL. BEICK
STIFHIBRTBIMBLRDDE T, FILLWI 7ML RTLNZAERRT B LS ICEHF L. BFH S NIpfileZ R
FLET, 23— Y MNADBRRINTUVWBRZEEHRELET, CNOSDNSTA—FEEHITBICIE.
RKDOOATY REEITLET,

*.audit file dest='/orabin/admin/TOAST/adump'
*.,audit trail='db'

*.compatible="'12.1.0.2.0"

*.control files='/logs/TOAST/arch/controlOl.ctl',"'/logs/TOAST/redo/control
02.ctl’

*.db _block size=8192

*.db_domain="'"

*.db name='TOAST'

*.diagnostic _dest='/orabin'

*.dispatchers="' (PROTOCOL=TCP) (SERVICE=TOASTXDB)'
*.log archive dest 1='LOCATION=/logs/TOAST/arch'
*.log archive format='%t %s %r.dbf’
*.open_cursors=300

*.pga aggregate target=256m

* .processes=300

*.remote login passwordfile='EXCLUSIVE'

*.sga_ target=768m

*.undo_tablespace='UNDOTBS1'

FTDinit.ora” 7 1 ILEEMICT S

DT 7A)LId SORACLE HOME/dbs T« L7 bU id. BHE. ASMT 1 X7 7 )L— 7 LDspfileNDRA
VR LTHBET pfileRICHD 9. TTDsplileMERETNTVWEWC EZHERT I BAIZEELF
Fo T2l COT7AINIERBITERIETINEDNDHZHICHEICHEDT=H. HIFRLBWVLWTLIEEL,

[oracle@jfscl ~]$ cd SORACLE HOME/dbs

[oracle@jfscl dbs]$ cat initTOAST.ora
SPFILE="+ASMO/TOAST/spfileTOAST.ora'

[oracle@jfscl dbs]$ mv initTOAST.ora initTOAST.ora.prev
[oracle@jfscl dbs]$

INGA—2T 71 IILOBIER
CNiLsplileBEEEDREDFIET I mdsplileldFER NG BD'FE I 7 ILEFERBLTT—2R—IHIE

FEFINTULEY (I FEINTULEEA) COT7AIILORABIETRDE S I L TH L WLspfileDIZFRIC
ETHI L TERY
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RMAN> create spfile from pfile='/tmp/pfile';

Statement processed

#FLUWspfileDFERZMAIRT IICIE T —EIN—AZRBILET

FETZ 70Oy I ZERTBICIE. T—ER—IZEH L. FiLWsplle7 7MLD& ZFRALTT—4
RNR—ZzEBHTBIVENDBDE T, T—IN—XZEEFT B L. FILLsplileDIZFFADNELWVC L E. ZDT

—SHEMTHBZEHIARTNET,

RMAN> shutdown immediate;
Oracle instance shut down
RMAN> startup nomount;

connected to target database (not started)

Oracle instance started

Total System Global Area 805306368
Fixed Size 2929552
Variable Size 331353200
Database Buffers 465567744
Redo Buffers 5455872

FET 71ILDY X BT

bytes
bytes
bytes
bytes
bytes

NV OTy THEIE T 71 ILHDNINRICER S NE LTz /tmp/TOAST . ctrl FIBEDWIHEBERFE. #71L Lispfile Tl

BIEHT7 71 ILDBFAERDESICERZLE T, /logfs/TOAST/ctrl/ctrlfilel.ctrl H&U
/logfs/TOAST/redo/ctrlfile2.ctrlo Tcfel. TNHDT 7AIIFELEEFEELEFE A,

1. 20T RIE. splilelC @B INTWVWBNRICFHTZ 7AILODTF—2% VN7 LET,

RMAN> restore controlfile from '/tmp/TOAST.ctrl';

Starting restore at 13-MAY-16
using channel ORA DISK 1

channel ORA DISK 1: copied control file copy
output file name=/logs/TOAST/arch/controlOl.ctl
output file name=/logs/TOAST/redo/control02.ctl

Finished restore at 13-MAY-16

2 mountdVY Y R%MEL T, G771 IIDAELLERETIN. BMBRT—EDHSTENTVBR X

9,

RMAN> alter database mount;
Statement processed
released channel: ORA DISK 1
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ZHEEES BICId control files NTX—RZIEELT. ROOAX Y FZEITLET,

SQL> show parameter control files;
NAME TYPE VALUE

control files string
/1logs/TOAST/arch/control0l.ctl

/1logs/TOAST/redo/control02.c
tl

OJB4E

T—RAR—RIRE. HVSRAICHBZT 2777 Z2ERALTVWEY, JE—Z2FAY3HIC. T—%T7 7
T zAHTIHENHD FT, RAOIE—TOLITHEAMMBEL. BEEIFEICT—HT7TOTICERS

NELce CNSDEEIF. RD2DDR Ty TTHEEEINET,

1. 7—ha47 - O ZECRMANESNY I 7Y 22T LET,

RMAN> backup incremental level 1 format '/logs/TOAST/arch/%U' for

recover of copy with tag 'ONTAP MIGRATION' database;

Starting backup at 13-MAY-16

using target database control file instead of recovery catalog
allocated channel: ORA DISK 1

channel ORA DISK 1: SID=124 device type=DISK

channel ORA DISK 1: starting incremental level 1 datafile backup set

channel ORA DISK 1: specifying datafile(s) in backup set

input datafile file number=00001 name=+ASMO/TOAST/system0l.dbf
input datafile file number=00002 name=+ASMO0/TOAST/sysaux0l.dbf
input datafile file number=00003 name=+ASMO0/TOAST/undotbsl0l.dbf
input datafile file number=00004 name=+ASMO/TOAST/users0l.dbf
channel ORA DISK 1: starting piece 1 at 13-MAY-16

channel ORA DISK 1: finished piece 1 at 13-MAY-16

piece handle=/logs/TOAST/arch/09r5f38i 1 1 tag=ONTAP MIGRATION
comment=NONE

channel ORA DISK 1: backup set complete, elapsed time: 00:00:01
Finished backup at 13-MAY-16

RMAN-06497: WARNING: control file is not current, control file
AUTOBACKUP skipped

2 NJzBELET,
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RMAN> recover copy of database with tag 'ONTAP MIGRATION';

Starting recover at 13-MAY-16

using channel ORA DISK 1

channel ORA DISK 1: starting incremental datafile backup set restore
channel ORA DISK 1: specifying datafile copies to recover

recovering datafile copy file number=00001 name=/oradata/TOAST/data D-
TOAST I-2098173325 TS-SYSTEM FNO-1 0lr5fhjg

recovering datafile copy file number=00002 name=/oradata/TOAST/data D-
TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo

recovering datafile copy file number=00003 name=/oradata/TOAST/data D-
TOAST I-20 98173325_TS—UNDOTBSl_FNO—3_O3r5fhj t

recovering datafile copy file number=00004 name=/oradata/TOAST/data D-
TOAST_I-2098173325 TS-USERS FNO-4 05r5fhk6

channel ORA DISK 1: reading from backup piece
/logs/TOAST/arch/09r5£381i 1 1

channel ORA DISK 1: piece handle=/logs/TOAST/arch/09r5fj8i 1 1
tag=ONTAP MIGRATION

channel ORA DISK 1: restored backup piece 1

channel ORA DISK 1: restore complete, elapsed time: 00:00:01

Finished recover at 13-MAY-16

RMAN-06497: WARNING: control file is not current, control file
AUTOBACKUP skipped

77471k

R LT ENHIET 7 A IILIITTDBARICH DT —R - T7MI)IL2ERBLTED, AE—ShicT—% - T 7
TILDNZABERDBIENTUVE T,

1.

2.
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TOTATRT—RT 71 EEE T BICIE. switch database to copy ANV RZEITLET

RMAN> switch database to copy;

datafile 1 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-SYSTEM FNO-1 0lr5fhjg"

datafile 2 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-SYSAUX FNO-2 02r5fhjo"

datafile 3 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-UNDOTBS1 FNO-3 03r5fhjt"

datafile 4 switched to datafile copy "/oradata/TOAST/data D-TOAST I-
2098173325 TS-USERS_FNO-4 05r5fhk6"

T—=RT71ILDOEEHIITETHIUNELRHD XITH. 754 REDOOVICEEERSINIFZRD DEE
FBETBICIE. RBICIDODFIEEEITIZIHNELHD T, ZFHAL XTI recover database T
S5OZBEXFE L. AE—%ZxOIE—100%E—ICTD ATV R, =L, AE—IZXEHRVWTUVLE
Ao



RMAN> recover database;

Starting recover at 13-MAY-16

using channel ORA DISK 1

starting media recovery

archived log for thread 1 with sequence 28 is already on disk as file
+ASMO/TOAST/redo0l.log

archived log file name=+ASMO/TOAST/redo0l.log thread=1 sequence=28
media recovery complete, elapsed time: 00:00:00

Finished recover at 13-MAY-16

—BF—42T7 71 IILOBERE
1. TDT A RITIN—FTEREERAINTVWEZ—EBTF—42 771 IILOBFREEELET,

RMAN> select file#||' '||name from vStempfile;
FILE#]|]'']| |NAME

1 +ASMO/TOAST/temp0l.dbf

2 PRI PANEBBHTBIIE. ROIYY RERTLET, —BI 71D SHB3HEE. TR
* IF 4 2%EEALTRMANIRY REERL. TNEHY FTYRR—ZFLET,

RMAN> run {

2> set newname for tempfile 1 to '/oradata/TOAST/tempOl.dbf';
3> switch tempfile all;

4> }

executing command: SET NEWNAME

renamed tempfile 1 to /oradata/TOAST/tempOl.dbf in control file

Redod ¥ O#1T
BI7O0EXFEFEFRTLTVWETH. REDOOVIZTTDASMT « R 7T IL—7I125%D £9, REDOOJ IFE
EBRETEEFtHA. KHDIZ. FLLVLREDOOV Y AMER S, VO HA ROy TENTEREISIEM
TNEJ,

1. REDOOAJ VI —TDHE ENEND T I —TESZHRLFT,
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RMAN> select group#||' '||member from v$logfile;
GROUP#| | '' | |MEMBER

1 +ASMO/TOAST/redo0l.log
2 +ASMO/TOAST/redo02.log
3 +ASMO/TOAST/redo03.1log

2. RedoOZ DY XZANILET,

RMAN> select group#||' '||bytes from vS$Slog;
GROUP#||"'"'| |BYTES

1 52428800

2 52428800

3 52428800

3. RedodJ kil FILWI 7ML AT LOGFRZERL T, REDRedoO /I IL—TLE LY A X%
FRALTHLWIIIL—-TZERLET,

RMAN> alter database add logfile '/logs/TOAST/redo/log00.rdo' size
52428800;

Statement processed

RMAN> alter database add logfile '/logs/TOAST/redo/log0l.rdo' size
52428800;

Statement processed

RMAN> alter database add logfile '/logs/TOAST/redo/log02.rdo' size
52428800;

Statement processed

4 HEIOZ ML —JICEREESNTVWAEWVWOT 771 ILTIIL—TZHIBRL £ 7,

RMAN> alter database drop logfile group 4;
Statement processed
RMAN> alter database drop logfile group 5;
Statement processed
RMAN> alter database drop logfile group 6;
Statement processed

S. PUT4 7O 0ROy ETOVvI IR IS—HRERELEBZEIE. XoOJIC@EHNIcyIh &z Oy
ORBHRL. JO—NILFTvIRAY b EBEIIICEITLET. UTICHZERLET, HVEFRICH S
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A7 774N IN—=F3ZEBRL LS LELIA COOTT7AILUCT T4 TBT—2H%>TW
BIOEBEINE L. O ZT7— WA T LEHEICF IV IRA Y bZEMT S L. OT T 71 )LOHI
PROVETREICZR D 9

RMAN> alter database drop logfile group 4;

RMAN-0057]1: ===========================================================
RMAN-00569: =============== ERROR MESSAGE STACK FOLLOWS ===============
RMAN-00571: ===========================================================
RMAN-03002: failure of sgl statement command at 12/08/2015 20:23:51
ORA-01623: log 4 is current log for instance TOAST (thread 4) - cannot
drop

ORA-00312: online log 4 thread 1:
'+NEWLOGS/TOAST/ONLINELOG/group 4.266.897763123"
RMAN> alter system switch logfile;

Statement processed

RMAN> alter system checkpoint;

Statement processed

RMAN> alter database drop logfile group 4;
Statement processed

6. BIEZLEa2—LT. IRTOOT =3 IN—ZADNTA—EIRBEHFRINTVWBREEZHEREL T,

SQL> select name from v$datafile;

SQL> select member from v$logfile;

SQL> select name from v$Stempfile;

SQL> show parameter spfile;

SQL> select name, value from vSparameter where value is not null;

7. DRV T, COTOR=BEICTEIHEERLTVWETD,
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[root@jfscl current]# ./checkdbdata.pl TOAST
TOAST datafiles:
/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-1 01r5fhijg
/oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo
/oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-3 03r5fhjt
/oradata/TOAST/data D-TOAST I-2098173325 TS-USERS_FNO-4 05r5fhk6
TOAST redo logs:
/1logs/TOAST/redo/10g00.rdo
/logs/TOAST/redo/1log01.rdo
/1logs/TOAST/redo/log02.rdo
TOAST temp datafiles:
/oradata/TOAST/temp0l.dbf
TOAST spfile
spfile string
/orabin/product/12.1.0/dbhome

1/dbs/spfileTOAST.ora
TOAST key parameters
control files /logs/TOAST/arch/controlOl.ctl,
/1logs/TOAST/redo/control02.ctl
log archive dest 1 LOCATION=/logs/TOAST/arch

8. ASM7T 1 RV T IIL—THhZLRIREINHEEIE. ROAYY REFERLTT7 YT MTEXT,
asmcmdo Z < DIFE. DT —ER—X F7=1ZASM spfile/passwd 7 7T JLICE T 37 71 ILIZG | S S
FEIT DML HD £,

-bash-4.1$ . oraenv

ORACLE SID = [TOAST] ? +ASM

The Oracle base remains unchanged with value /orabin
-bash-4.1$ asmcmd

ASMCMD> umount DATA

ASMCMD>

T=RIT7AINDI =27y TFIE

Oracle RMANDERAEICK > Tid. BIT7OLIXDER. BXHRVWT—2 7 71 IILPESLEINcT—

RITF7AINDERINBZEDHBDEFT, COBITIE. ROT7AILERTNY I T Y ITHEITEINTVET
. /oradata/TOAST/%Us S$URMANDET—R « T7AILUCT 72 bD—ED&BIZEN T 2HENDH

2% RLET, BRIIXDTFAMIREINTULBHDEBUTVWET, T—2 7 71 ILDREKRDEAHIIE.
ZRIOFICEHAFNTUVE T, ChiE ICRTRIU T MEESNE77O—-FEFERBL T2 —>T v I T
X9, "ASMBITOU—2Tw T
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[root@jfscl current]l# ./fixuniquenames.pl TOAST

#sglplus Commands

shutdown immediate;

startup mount;

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-SYSTEM FNO-1 0lr5fhjg
/oradata/TOAST/system.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-SYSAUX FNO-2 02r5fhjo
/oradata/TOAST/sysaux.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-UNDOTBS1 FNO-

3 03r5fhjt /oradata/TOAST/undotbsl.dbf

host mv /oradata/TOAST/data D-TOAST I-2098173325 TS-USERS FNO-4 05r5fhké6
/oradata/TOAST/users.dbf

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-—
SYSTEM FNO-1 0lr5fhjg' to '/oradata/TOAST/system.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-
SYSAUX FNO-2_02r5fhjo' to '/oradata/TOAST/sysaux.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-
UNDOTBS1 FNO-3 03r5fhjt' to '/oradata/TOAST/undotbsl.dbf';

alter database rename file '/oradata/TOAST/data D-TOAST I-2098173325 TS-—
USERS_FNO-4 05r5fhké6' to '/oradata/TOAST/users.dbf';

alter database open;

Oracle ASMDO U NS> 9

AR L7=&L SIS, Oracle ASMT 4 XU T )IL—Fld. UNS > 7O R =FERALTHLWLWRNL—2Y

AT LISERNICERITTEE T, 2FD. UNSOI 27O XATIE. BEEFEOLUNSIL—FICEICY A X

DLUNZEBIML TH 5. BIOLUNZRET ZHNEHLHD £J, Oracle ASMIF. BB G337 —22REBLL

AT7ITRTHLLWINL—=VICEFMICBEEL. TT 92 HVLUNEBEBRLE T,

RATL—2 3> TFOEXTIIMENLGS =T > vILIOZFEAL. B IFRENT +—< > XOHHTIEHE

FLEEAD BEICGLTRATL -2 a v REZRETEXT,

BT 57— 2 ERE

SQL> select name||' '||group number||' '||total mb||"' '||path|]|’

'| |lheader status from vSasm disk;

NEWDATA 0003 1 10240 /dev/mapper/3600a098038303537762b47594c315864 MEMBER
NEWDATA 0002 1 10240 /dev/mapper/3600a098038303537762b47594c315863 MEMBER
NEWDATA 0000 1 10240 /dev/mapper/3600a098038303537762b47594c315861 MEMBER
NEWDATA 0001 1 10240 /dev/mapper/3600a098038303537762b47594c315862 MEMBER
SQL> select group number||' '||name from vSasm diskgroup;

1 NEWDATA
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HFLULLUNZ{ER T B

BILCHA O LWVLWLUNZIER L. REBICISEL TCA—HETIL—TDXIN—2y PR ELEFT, LUNIZE
RIAINZET, CANDIDATE T4 R .

SQL> select name||' '||group number||' '||total mb||"' '||path]|]|’

'| lheader status from vS$asm disk;

0 0 /dev/mapper/3600a098038303537762b47594c31586b CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c315869 CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c315858 CANDIDATE

0 0 /dev/mapper/3600a098038303537762b47594c31586a CANDIDATE

NEWDATA 0003 1 10240 /dev/mapper/3600a098038303537762b47594c315864 MEMBER
NEWDATA 0002 1 10240 /dev/mapper/3600a098038303537762b47594c315863 MEMBER
NEWDATA 0000 1 10240 /dev/mapper/3600a098038303537762b47594c315861 MEMBER
NEWDATA 0001 1 10240 /dev/mapper/3600a098038303537762b47594c315862 MEMBER

# L LWLUNDEM

EBANIE & HIBRALIBIEERFICEITTEE A, FILVLLUNZBINT 3 AN 2DDFIECHEICETTETET,
F9. FILLLUNZ T RO IIL—TIZEBMLE T, COFIEICED. TIVXTY MOFERHIREDASM
LUND S LUWLLUNICBBITEINE T,

DNS VOV TBNEF T—EDEETNZIREZRLET, HEBHNKIWVIEE. T—REXDLHMEDE <
WO FET, BITIE. RGO -T2 v I)LIONMEBZFER L TETINEITH. BERDNT +—< > XICH
BNELBFIFEAEHD FHEA. 2720 BEICIGL T, ETRDOBITOUNT VD VT HER
alter diskgroup [name] rebalance power [level] OAY Y R%EZHRITL XFIT—MERBITTIE. 1E5
PMERINE T,

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c31586b' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c315869' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c315858"' rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA add disk
'/dev/mapper/3600a098038303537762b47594c31586a' rebalance power 5;
Diskgroup altered.

BIEDEER

UNZ OV TMIBIE. SEIFLFETCERBLVEETEEXY, COFITIE. Xoav >y RzERALEL
TCo
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SQL> select group number,operation,state from vSasm operation;
GROUP NUMBER OPERA STAT

1 REBAL RUN

1 REBAL WAIT

BITHTTLTH. UNSTUI U TMIRIFREThFEA.

SQL> select group number,operation,state from vSasm operation;
no rows selected

HUVLUNZHIBRY 3

BITIEEPTRETLE L RENELTHDI EEHRTADI. WS ODDEXRHBRNT +—I VR T
ARERITTRCEMBELET, BEEE. GULUNZHIBRLTEDDT—4EBRETET T, Chick-
TLUND T CICEBREINZDITTIFBWI EISEEL TSIV, droplliBiE. RINICIIVRTY F % BECE
L THSLUN%E RS B & S5O0racle ASMICEHI L £ 95

sglplus / as sysasm

SQL> alter diskgroup NEWDATA drop disk NEWDATA 0000 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup NEWDATA drop disk NEWDATA 0001 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup newdata drop disk NEWDATA 0002 rebalance power 5;
Diskgroup altered.

SQL> alter diskgroup newdata drop disk NEWDATA 0003 rebalance power 5;
Diskgroup altered.

BIEDER

UNZ OOV THIBIE. SETEFAHETERBLVEETEEY, COFITIE. kOO REFERALEL
T:o

SQL> select group number,operation,state from vSasm operation;
GROUP_ NUMBER OPERA STAT

1 REBAL RUN
1 REBAL WAIT

BITHTTLTH. UNTUIVTMIRIFRESNFEA.
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SQL> select group number,operation,state from vSasm operation;
no rows selected

HUVLUNZHIBRY

T4 27T )IN—THhE5HWLLUNZHIFR T BEIIC. ANYA —DRAT— AR =R EBICHERTINERHD
I ASMAO'SLUNZRENT % . LUNDEEIIRTREINGELLED, Ay A —XT7—42 XD FORMER, _ fLid.
CNE5DLUNE S AT LD SRLEICHIBFRTES e ERLET,

SQL> select name||"' '||group number||' '||total mb||' '||path]| |’
'| |lheader status from vSasm disk;
NAMEII"IIGROUP_NUMBERI|"|ITOTAL_MBI|"|IPATHII"IIHEADER_STATUS

0 0 /dev/mapper/3600a098038303537762b47594c315863 FORMER

0 0 /dev/mapper/3600a098038303537762b47594c315864 FORMER

0 0 /dev/mapper/3600a098038303537762b47594c315861 FORMER

0 0 /dev/mapper/3600a098038303537762b47594c315862 FORMER
NEWDATA 0005 1 10240 /dev/mapper/3600a098038303537762b47594c315869 MEMBER
NEWDATA 0007 1 10240 /dev/mapper/3600a098038303537762b47594c31586a MEMBER
NEWDATA 0004 1 10240 /dev/mapper/3600a098038303537762b47594c31586b MEMBER
NEWDATA 0006 1 10240 /dev/mapper/3600a098038303537762b47594c315858 MEMBER
8 rows selected.

LVM®D 1T

CCICTRIFIEIX. LWMAR—ZXDARY 2 —LTIIL—THEDOREERLTWET, datavge L5 DH
|FLinux LVMZEBZIZ L TWE A, EBJFAIX. HP-UX. VXVMICH Y TIFED T, EEAIOTY RIZEL
3iGEahHbEd,

1T WEICEENTVABLUNZREL XY, datavgRUa—LTIL—T:

[root@hostl ~]# pvdisplay -C | grep datavg

/dev/mapper/3600a098038303537762b47594¢c31582f datavg lvm2 a-- 10.00g
10.00g

/dev/mapper/3600a098038303537762b47594c31585a datavg lvm2 a-- 10.00g
10.00g

/dev/mapper/3600a098038303537762b47594¢c315859 datavg lvm2 a-- 10.00g
10.00g

/dev/mapper/3600a098038303537762b47594c31586¢c datavg lvm2 a-- 10.00g
10.00g

2. B A XHAECND LAREVFHLOLUNZER L. MR 2 —LELTERLES,
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[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594c315864
Physical volume "/dev/mapper/3600a098038303537762b47594c315864"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594¢c315863
Physical volume "/dev/mapper/3600a098038303537762b47594c315863"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594¢c315862
Physical volume "/dev/mapper/3600a098038303537762b47594c315862"

successfully created

[root@hostl ~]# pvcreate /dev/mapper/3600a098038303537762b47594c315861
Physical volume "/dev/mapper/3600a098038303537762b47594c315861"

successfully created

B FHLWARY a—L%ZR)a—LJIIL—TFISBMLET,

[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315864
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315863
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315862
Volume group "datavg" successfully extended
[root@hostl tmpl# vgextend datavg
/dev/mapper/3600a098038303537762b47594c315861
Volume group "datavg" successfully extended

4. B8 pvmove OX Y RZFEHAL T, BEDFZLUNOI VX T b %#FH LVLLUNICBEREEL X9, -
[seconds] 5l#UF. BIEOETRAZERLET,

-1
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[root@hostl tmpl# pvmove —-i 10
/dev/mapper/3600a098038303537762b47594¢c31582fF
/dev/mapper/3600a098038303537762b47594¢c315864

/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594c31582¢f:
/dev/mapper/3600a098038303537762b47594c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582¢f:
/dev/mapper/3600a098038303537762b47594c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582f:
/dev/mapper/3600a098038303537762b47594¢c31582¢f:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b47594¢31585a
/dev/mapper/3600a098038303537762b47594c315863

/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:
/dev/mapper/3600a098038303537762b47594c31585a:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b47594c315859
/dev/mapper/3600a098038303537762b47594c315862

/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:
/dev/mapper/3600a098038303537762b47594c315859:
/dev/mapper/3600a098038303537762b47594¢c315859:

[root@hostl tmp]l# pvmove -1 10
/dev/mapper/3600a098038303537762b4759%94c31586¢
/dev/mapper/3600a098038303537762b47594¢c315861

/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢C:
/dev/mapper/3600a098038303537762b47594c31586¢:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:

Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
Moved:
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O0. ZOFOLRAMTET LS. vgreduce ANV Y RZEITLEIMINT D L. LUNEZS X T LDSEZEICHI
BRCEBLDICHEDET,

[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31582fF
Removed "/dev/mapper/3600a098038303537762b47594¢c31582f" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31585a

Removed "/dev/mapper/3600a098038303537762b47594c31585a" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c315859

Removed "/dev/mapper/3600a098038303537762b47594c315859" from volume
group "datavg"
[root@hostl tmpl# vgreduce datavg
/dev/mapper/3600a098038303537762b47594c31586¢

Removed "/dev/mapper/3600a098038303537762b47594c31586c" from volume
group "datavg"

ForeignLUNImport
STE

FLIZfERA L TSANU Y — X 2179 3 FIRICDOWVTIE. NetAppZzEHE L T "ONTAP
Foreign LUN Import [CBIT 2D FFa X2 F" <& L,

T—ANR—RERAMDEEHSIE. FHABFIBIIHNEDHD FtHA. FCV—2HEFH TN TLUNAONTAPT
ERATRIREICR D ¥« LVMIZLUNDSLVMXA R T —RZFHmABND K DICBD ET, £loo AU a—LTIL—7F
HERT BTODERBHEVN., TNULOREFIEIIHNEHD FHA. FNIC. UFIOIASL—STFLAAD
BENN—RI—FT1 I NEBE 7 7IIDRBICEEZFNZ e HD £T, FHlXIELinux> X7 LICIE

/etc/multipath.conf $FEDT /N1 AODWWNZBRYZI)L—ILIE. FLITEASTNIEEEZRMT D LS

ICEHFT2RELRHD XY,

@ HR—FINTVBBREICDOWVWTIE. NetAppEBEMET ) v I XZBBLTLLETL, HEL
DEEAESEFNTULAVIEEIE. NetAppDIBYEICERHVWEDLELET L,

Z DL, LinuxH—/NTHRIRETNTLWAASM LUNELVM LUNDOEADETZRLTWET, FLIIfthDA
RL=—FT A VI IRATFLTHYR—FINTHD, RXAMIOOATY RIZERZZEDHD F9H. RAIIE
CT. ONTAPOFEHE L T,

LVM LUNOD4EE

EEORIIDFIEIZ. BITITBALUNERFEIT S TT CDAITIE. 2DDSANR—ZD T 71IL AT LA
H /orabin BK TV /backupse
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[root@hostl ~]# df -k

Filesystem 1K-blocks Used Available Use%
Mounted on

/dev/mapper/rhel-root 52403200 8811464 43591736 17% /
devtmpfs 65882776 0 65882776 0% /dev
fas8060-nfs-public:/install 199229440 119368128 79861312 60%
/install

/dev/mapper/sanvg-lvorabin 20961280 12348476 8612804 59%
/orabin

/dev/mapper/sanvg-lvbackups 73364480 62947536 10416944 86%
/backups

R)a—L- - JIL—T0&FIE (R)a—L - FTIL—T4) - GRIEARYa1—L%B) CLWSEROT/NA R4
WOMHTEFEIZDHE. K a—LTIIL—FD&HIF sanvyge

o pvdisplay CORY a—LTIN—TEHR—FTBLUNZHFETSICIE. ATV REROLSICERLE
¥ COBITIE. sanvg AR a—LTIL—T:

[rootlhostl ~]# pvdisplay -C -o pv _name,pv size,pv fmt,vg name
PV PSize VG
/dev/mapper/3600a0980383030445424487556574266 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574267 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574268 10.00g sanvg
/dev/mapper/3600a0980383030445424487556574269 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426a 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426b 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426¢c 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426d 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426e 10.00g sanvg
/dev/mapper/3600a098038303044542448755657426f 10.00g sanvg
/dev/sda?2 278.38g rhel

ASM LUN®D:% 7!

ASM LUNHBIT T ZHENLDH D £9, LUNELUN/NZDE % sqlplush* 5SYSASML—H' ¥ L THE T BIC
IE. OO REETLET,
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SQL> select path||' '||los mb from vSasm disk;
PATH||''||0OS MB

/dev/oracleasm/disks/ASMO 10240
/dev/oracleasm/disks/ASM9 10240
/dev/oracleasm/disks/ASM8 10240
/dev/oracleasm/disks/ASM7 10240
/dev/oracleasm/disks/ASM6 10240
/dev/oracleasm/disks/ASM5 10240
/dev/oracleasm/disks/ASM4 10240
/dev/oracleasm/disks/ASM1 10240
/dev/oracleasm/disks/ASM3 10240
/dev/oracleasm/disks/ASM2 10240
10 rows selected.

SQL>

FCxy FT—UDEE

REDOREICIE. BITTBALUNDR0BESENTULET, IREDSANZEHF L T. ONTAPHIRTEDLUNIZ T &
TRTEDZESICLET, T—RIFFEBITINTULEEAD. ONTAPIFIRTZDLUND S HERIER = 5t B
2T ZDOT—2DFHFLWVWKR—LEZERTIHNERHD £9,

AFF /| FASY 2T LDV H LK EH1DDHBAR— rEA ZO T —RR— b LTRETIRENHD T, &
7=« ONTAPHAEBR FL—2 7 LA EDLUNICT VB RATESR LSS, FCY—2V%BHITIHELNHD £
To —BEDRA ML =T LA TR BEDLUNICT 7R TETBIWWNEZFIFRS ZLUNY X F U IHERESN
TWET, ZDHEIF. LUNYXFVIHEHFLT. ONTAPWWNAD 7V A% FATZHREHH D £
3-0

CDFIEHTT TB L. ONTAPISAZA ML —JF7 L1 % storage array show AV Y REEITLEFTER
INB3F—T 1 —ILRIE PRXTLEOABLUNDERICERINZ L 714 v I XTY . XDFITIE. SEB
7L EDLUN FOREIGN 1 FL 7 v X% AL TONTAPRICKRRENE T, FOR-1o

HERT L DR

Cluster0l::> storage array show -fields name,prefix
name prefix

FOREIGN_l FOR-1
Cluster0l::>

SAEBLUN DR

LUNZRRY BICIE. array-name I[CBEIL £ storage disk show AV RZERTLEFTIRESNS T
—RiE. BITFIERICERLCIEBREINE T,
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Cluster0Ol::> storage disk show -array-name FOREIGN 1 -fields disk, serial

disk serial-number
FOR-1.1 800DTSHUVWBX
FOR-1.2 800DTSHUVWBZ
FOR-1.3 8O00DTSHUVWBW
FOR-1.4 800DTSHUVWBY
FOR-1.5 8O00ODTSHuUVWB/
FOR-1.6 800DTSHuVWBa
FOR-1.7 800DTSHUVWBA
FOR-1.8 800DTSHUVWBDb
FOR-1.9 B800DTSHuUVWBC

FOR-1.10 800DTSHuUVWBe
FOR-1.11 800DTSHuUVWBE
FOR-1.12 800DTSHuUVWBg
FOR-1.13 800DTSHuUVWBi
FOR-1.14 800DT$SHuUVWBh
FOR-1.15 800DTSHuUVWB]J
FOR-1.16 800DTSHuUVWBk
FOR-1.17 800DTSHuUVWBMmM
FOR-1.18 800DTS$SHuUVWB1
FOR-1.19 800DTSHuUVWBO
FOR-1.20 800DTSHuUVWBN
20 entries were displayed.
Cluster0l::>

NET L TLUNZ 1 > R— MERE L TEER

SEBLUNIE. RAIFFEDLUNZ A T LTHEINET, T—X% 1 VR— M T3H1IC. LUNZASBE LT
RIOFTTRIRENDHZTH. 4 VR— 7O XDBRBICKRZIMVELHD T, COFIEIZ. U T7ILES
% storage disk modify RDFUTRT LS. AV RERITLET, COFOEXTIE. ONTAPH
TLUNDADAERE L TRIFITFETNE ZCITEEL TL TV, ABLUNBRICIFT—RIFETAEFNEE
/1/0

Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign true

Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBn} -is
-foreign true
Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuVWBo} -is
-foreign true
ClusterQ0l::*>
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BITLILUNZRX b9 3R 2 —LOER

BITLILUNZRX T BICIER) 2a—LDKNETY, [EERARD 12— LHEIE. ONTAPO#EEZ EAT 3
SEMBHEICK>TELRD Fd, ZOHTIE. ASMLUNATDDRY 12— LICEREIN. LVM LUNA2DH
DRV a—LICBRBEINTWVWET, ChiZkD. FEEIL. SnapshotD{ER. QoSHITHDERE R Y DER

T. LUNZITZI L= —TFE LTBEBTEET,

ZEREL £9 snapshot-policy ‘to ‘none. BIT7OLRICIE. KEDT—RXDANEZINEENZH
EDHD FT, FDF. SnapshotiCREBR T —EDF v TF ¥ INB7-HIZER > TSnapshotx ERL T 3
Lo AR—ZHENKIRICIEBMT ZRI8LH D £9,

Cluster0Ol::> volume create -volume new asm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1152] Job succeeded: Successful

ClusterOl::> volume create -volume new lvm -aggregate data 02 -size 120G
-snapshot-policy none

[Job 1153] Job succeeded: Successful

Cluster0l::>

ONTAP LUNODTERK

A a—L%ZERLIES. FTLLLUNZIER T 2HBELHD £, BE. LUNZIER T BERICIFLUNY 1 X%
EOEREZIBEITDIVELNHD FIH. CDFEIEforeign-disk5 1 BHA ATV RIESNhE T, ZDRE

BE. ONTAPIFIEE NI U ZIILBESH SIRIEDOLUNEET — X E2ER L F T, £7-. LUNDA XKD &N
—T42avT—INDT—2%FFEALTLUNDT7SA X b EHEBL. RBBRNTA—I U RZRIILE
3-0

COFIETIE. ABT7LAICFLTOUTZILESEHESRL T, ELVAZELUNAE L LWEH L LLUNICES
SNBELIICTBIHELRHD X,

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new _asm/LUNO -ostype
linux -foreign-disk 800DTSHuUVWBW

Created a LUN of size 10g (10737418240)

Cluster0Ol::*> lun create -vserver vserverl -path /vol/new _asm/LUN1 -ostype
linux -foreign-disk 800DTSHuUVWBX

Created a LUN of size 10g (10737418240)

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new lvm/LUN8 -ostype
linux -foreign-disk 800DTSHuUVWBN

Created a LUN of size 10g (10737418240)

ClusterOl::*> lun create -vserver vserverl -path /vol/new lvm/LUN9 -ostype
linux -foreign-disk 800DTSHuUVWBO

Created a LUN of size 10g (10737418240)
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1 2R— FERZIENT S

LUNIZTERR SN E LD, LTV —o 3 ke LTIEERESNTUVEEA. COFIEEFEITI SHIIC. LUN
BEATTAVICTIRELRHDFT, COBMFIEIZ. I—FITS—hD ST — % RETDILSICHKTINT
WX T, ONTAPTA VS A VDLUNTRITZRITTE S8, A DS ADRRATT7 VT4 TRhT—2HLEES
TNBVRIDBDET, I—HICRFICLUNZE A TS ICT DL S58FT2EMFIEIZ. ELWE—5 Y
FLUNABITHRE LTEATNTWBR 2R TADICRIIBE T,

ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUNO

Warning: This command will take LUN "/vol/new asm/LUNO" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new asm/LUN1

Warning: This command will take LUN "/vol/new asm/LUN1" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

Warning: This command will take LUN "/vol/new lvm/LUN8" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy

ClusterOl::*> lun offline -vserver vserverl -path /vol/new lvm/LUN9

Warning: This command will take LUN "/vol/new lvm/LUN9" in Vserver
"vserverl" offline.

Do you want to continue? {yln}: vy
LUNDBA T ZA IR o760 AEBLUND S ) ZILES % lun import create ANV RZRITLET

ClusterOl::*> lun import create -vserver vserverl -path /vol/new asm/LUNO
-foreign-disk 800DT$HuUVWBW
Cluster0Ol::*> lun import create -vserver vserverl -path /vol/new asm/LUN1
-foreign-disk 800DTSHuUVWBX

Cluster0Ol::*> lun import create -vserver vserverl -path /vol/new lvm/LUN8
-foreign-disk 800DTSHuUVWBN

ClusterOl::*> lun import create -vserver vserverl -path /vol/new lvm/LUN9
-foreign-disk 800DTSHuUVWBO

ClusterQ0l::*>

IRTDA VR— FEFEHEILENTS. LUNZF Y SAVICRI CEDTEE D,
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ClusterOl::*> lun online -vserver vserverl -path /vol/new_asm/LUNO
ClusterOl::*> lun online -vserver vserverl -path /vol/new asm/LUN1

ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN8
ClusterOl::*> lun online -vserver vserverl -path /vol/new lvm/LUN9
Cluster0l::*>

A= IT—RTIL—TDIER

A=Z>IT—27IL—"F (igroup) I&. ONTAPLUNY R F > I 7—FTIF v D—EBTI, L IERL
7=LUNICIE. RRAMITROICT 7R ZFI LBWHED T IOECRITEEFHA. FDODICIE. 7O %ZEF
A9 BFC WWNE7ILISCSIHF = T—4%% ') XA b3 BigroupEE L £, CDLR— FDEREESRT
I&. FLUFFC LUNTOHAHR—EINTWE LT, 7272 L. BITEDISCSINOERIIHHETY (&8H) ,
"0k LT,

CDFITIE. KR ~DHBATREARIBER2DDR— MMIXIET 32DDWWNZ% ZTigrouphMER SN E 95

Cluster0l::*> igroup create linuxhost -protocol fcp -ostype linux
—-initiator 21:00:00:0e:1e:16:63:50 21:00:00:0e:1e:16:63:51

HLWLUNZRR MM vEYY

igroupMDYERLE. LUNIZEZ L 7zigrouplc Yy E> I ENE T, CNSDLUNIE. C Digroupll & £N5WWN
TOAMEATEE Y, NetAppTld. BEITOLIDZDEET. KX FHAONTAPICY —Z>J ThTLVEW
CrEARELTVWE T, CNIFEERIETY, RAMHAET7 L1 £ LULONTAPY X7 LICEIBFICY

—ZoJENTVWB L. E7LATRILY U ZILESOLUNDEHEEINZ U RO H 270 TY, TILF/INX
DIREMEXRC T — R DOWIENEET 28N H D £7,

ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUNO -igroup
linuxhost
ClusterOl::*> lun map -vserver vserverl -path /vol/new asm/LUN1 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new lvm/LUN8 -igroup
linuxhost

ClusterOl::*> lun map -vserver vserverl -path /vol/new 1lvm/LUN9 -igroup
linuxhost

Cluster0l::*>

Ay bF—N—

FCHRywy hD—UREEEZEIINENH S 7. Foreign LUN ImportDEITHICT X T
LO—EFIET A CidB@TeonEztA. 7ci2L. SRXTLELEF. T—2EXR—RIFE
Z=HEE L TFCY —Z— > %2FH L. "X FOFCHEGZNEBLUND SONTAPICEID &
ZABT-DICHELREEEIDBIEIINCRIBESBEIIHD £HA-
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COTOLRIFRDESICEHNTEET,

1. AEBLUNED TR TOLUNT IV F 1 ET 1 ZRIEL X T,

2. RR FDFCESZHF LLONTAPY ZF LICUAA LI FLET,
B A VR—bFOERZN)A—-LET,

4 LUNZHB&ERHL F7,

S FT—ANR—2%BEHLET,

BIT7OEIANTT T2 ETHOBERDD TR A. REDLUNDBRITZRIRT 5 & £DLUNZONTAPT
ERATEZLIICHAD, T—2AE-—TOCRZHITLEN ST —FZ2RMHTET X, INTOH:AED HH
BLUNICET N, IRTOEZTAAHFDAADT LA ICEBMNICETATFNE T, JEIBIFEREICER
T FCrZ T v IDURALI MILBA—N—A"Y FBRNETHB7cD. NT =XV ANDZEL
—RHNTRNRICIHZTLIEE LV, BRFELNH D551 BITTOCLINTT LT VR— FERIHEIFRSE
N3ET. RREOBEFHZESEZIEHTEET,

T—RR=REe vy bEOY

COBIDTRZZRLET ZRVDFIEIZ. T—EIXR—X 2P vy b Hd T2 FTBHIETY,

[oraclelhostl bin]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base remains unchanged with value /orabin
[oracle@hostl bin]l$ sglplus / as sysdba

SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.

Connected to:

Oracle Database 12c Enterprise Edition Release 12.1.0.2.0 - 64bit
Production

With the Partitioning, Automatic Storage Management, OLAP, Advanced
Analytics

and Real Application Testing options

SQL> shutdown immediate;

Database closed.

Database dismounted.

ORACLE instance shut down.

SQL>

JUy R —ERZI vy TV
BITTBSANR—ZXDT 7 ALY AT LD1DICIE. Oracle ASMY—EXHZENTUVE T, BEBEIRDLUN

ZRIETBICIF. T7ANSRATLZETA ARV T BREDRDHDET, DED. COT 7ML IXTLLE
THVWTWR 7 7ML Z8CTOCRZIRTELTIHELNDHD £7,
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[oracle@hostl bin]$ ./crsctl stop has -f

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'hostl'

CRS-2673: Attempting to stop 'ora.evmd' on 'hostl'

CRS-2673: Attempting to stop 'ora.DATA.dg' on 'hostl'

CRS-2673: Attempting to stop 'ora.LISTENER.lsnr' on 'hostl'

CRS-2677: Stop of 'ora.DATA.dg' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.asm' on 'hostl'

CRS-2677: Stop of 'ora.LISTENER.lsnr' on 'hostl' succeeded

CRS-2677: Stop of 'ora.evmd' on 'hostl' succeeded

CRS-2677: Stop of 'ora.asm' on 'hostl' succeeded

CRS-2673: Attempting to stop 'ora.cssd' on 'hostl'

CRS-2677: Stop of 'ora.cssd' on 'hostl' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'hostl' has completed

CRS-4133: Oracle High Availability Services has been stopped.
[oracle@hostl bin]$

T7ANS AT LDT A AV b

IARTODTOEID vy ROV END e, 7ORTY MUBIIRINL T, EEIMESINEEIE. 7
FAIWNO AT LD AV I INTVWSTOCLADWFETINENHD XT, o fuser AXVKRIF. ThHDF
Ot XEHHTHDICRIIEEX T,

[root@hostl ~]# umount /orabin
[root@hostl ~]# umount /backups

RUa—LTIN—TFDEF7IV T+ 71
BEDRY a—LITIN—TADIRNTDT7AINI AT LT« ART Y FENTcE. EDRY a—LT)L—
ToRT T4 THTERT,

[root@hostl ~]# vgchange --activate n sanvg
0 logical volume(s) in volume group "sanvg" now active
[root@hostl ~]#

FCxy FT—UDEE

FCY—>%BH LT, "X MHSATLAADIARNTODT7 I X%ZHIFRL. ONTAPAD T I A %ML T
IBLSICHDFELT

1 >R— 7Ot X0ORHE

LUNAT Y R— b 7O X ZRIRT BICIE. lun import start ANV REETLET
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Cluster0l::1lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUNO
Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new asm/LUN1

Cluster0l::lun import*> lun import start -vserver vserverl -path
/vol/new lvm/LUNS8

Cluster0l::1lun import*> lun import start -vserver vserverl -path
/vol/new lvm/LUN9

Cluster0l::1lun import*>

1 VR— b OESIRRDEER

1 VR— MMEFZEEHRTBICIE. lun import show ANV RZEITLFIROKICIATLSIC. 20T
TOLUNDA VY R— b ZETHTY, 2FH. 72O BHX/ZEITHFTH > TH. ONTAPH ST —
RICTIECRATEBELDICHEDFET,

Cluster0l::1lun import*> lun import show -fields path,percent-complete
vserver foreign-disk path percent-complete

vserverl 800DTSHuVWB/ /vol/new asm/LUN4
vserverl B8O00DTSHuUVWBW /vol/new asm/LUNO
vserverl B800DT$SHuVWBX /vol/new asm/LUNL
vserverl 800DTSHuUVWBY /vol/new asm/LUN2
vserverl B800DT$SHuUVWBZ /vol/new asm/LUN3
vserverl B800DT$HuVWBa /vol/new asm/LUN5
vserverl 800DTSHuVWBb /vol/new asm/LUNG
vserverl 800DTSHuVWBc /vol/new_asm/LUN7
vserverl B800DT$HuVWBd /vol/new asm/LUN8
vserverl 800DTSHuVWBe /vol/new asm/LUN9
vserverl B800DT$SHuVWBf /vol/new lvm/LUNO
vserverl 800DT$HuVWBg /vol/new lvm/LUN1
vserverl 800DTSHuVWBh /vol/new lvm/LUN2
vserverl B800DT$SHuVWBi /vol/new lvm/LUN3
vserverl 800DT$HuUVWBj /vol/new lvm/LUN4
vserverl 800DTSHuVWBk /vol/new lvm/LUN5
vserverl 800DTSHuVWBl /vol/new lvm/LUNG6
vserverl 800DT$HuUVWBm /vol/new lvm/LUN7
vserverl 800DTSHuUVWBn /vol/new lvm/LUNS8
vserverl B800DTSHuVWBo /vol/new lvm/LUN9
20 entries were displayed.

N D W b W w wdhd b o b S D> b & oo oo O

754070 ANMRERIBEIZ. AV RBRIRTOBITHEREICET LI eEZRIET. H—ERD
BREFIIBRAEZESHE T lunimport show < 72 L\, ZD%. OFBBICRE > TRIT IO XEZTTTEE
9 "Foreign LUN Import—52 7"
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oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html
oracle-migration-fli-completion.html

T2S5A UBITHRERIESIF. FILLWR—LHROLUNOBRHICHEA A, H—EXZEEILF T,

SCSITNA ADEEHE AF v

IFrALDHE. FILLLUNZBRET3RDBELAT T avid. RAM2BEHTZIETT, K
D, HLWTNA IDEEICHIFR TN, FLOLUNBITARTEYICREIN. TILFINRATNA G DOREE
TINAZADBERINE T, COFITIE. TEHODREA VS>> OXAZRLTVLWET,

AR RN ZHBIREETBEIIC. /etc/fstab BITINIZSANU Y —XIZDWVWTIE. OXY 7T RENT
WEd, ChETHT. LUNTIZERICEEDRH D . OSHT—kLAWVWATEEEDHD £T, CORKRTIE
TFT—ADWIEBT I EHD FHA 7L LAFa—FE—RXEIXEAKROE— R TES)L.
/etc/fstab CHUCED., OSEREBLTC RS TN a—FTo VI 2BNNCTEZIENTEET,

COBITHERAL TWALinux/N\— 3 Y OLUNIE. rescan-scsi-bus.sh AV REEFTLEFIIATVRD

HINT 3. FSLUNNKIDHEAICKRTRINE T, HAORBIRIELVSGELHD FIH. YV —=>% Xigroup
DFEHNIELWIBEIE. NETAPP RV A —XFF,
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[root@hostl /]# rescan-scsi-bus.sh
Scanning SCSI subsystem for new devices
Scanning host 0 for SCSI target IDs O 1 2 3 4 5 6 7, all LUNs
Scanning for device 0 2 0 0
OLD: Host: scsiO Channel: 02 Id: 00 Lun: 00
Vendor: LSI Model: RAID SAS 6G 0/1 Rev: 2.13
Type: Direct-Access ANSI SCSI revision: 05
Scanning host 1 for SCSI target IDs 0 1 2 345 6 7, all LUNs
Scanning for device 1 0 0 O
OLD: Host: scsil Channel: 00 Id: 00 Lun: 00
Vendor: Optiarc Model: DVD RW AD-7760H Rev: 1.41
Type: CD-ROM ANSI SCSI revision: 05

Scanning host 2 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 3 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 4 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 5 for SCSI target IDs 0 1 2 3 4 5 6 7, all LUNs
Scanning host 6 for SCSI target IDs 0 1 2 3 45 6 7, all LUNs
Scanning host 7 for all SCSI target IDs, all LUNs
Scanning for device 7 0 0 10
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 10
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 11
OLD: Host: scsi7 Channel: 00 Id: 00 Lun: 11
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 7 0 0 12
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 18
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05
Scanning for device 9 0 1 19
OLD: Host: scsi9 Channel: 00 Id: 01 Lun: 19
Vendor: NETAPP Model: LUN C-Mode Rev: 8300
Type: Direct-Access ANSI SCSI revision: 05

0 new or changed device(s) found.
0 remapped or resized device(s) found.

0 device (s) removed.

NIVFNZATNARS AT =Y

LUNBRHE 7O X TIERILFNZRTNA ZOBERD F)A—NFEITH. LinuxOIILF/INZARSA/N\TIE
EHFREDRETZ > TVWET, DI multipath - 11 HAHNBEEESDICKRRIINZ %
BRI 2MEARHD X9, Tz xiE. ROEAIE. ICEERITENTVWBTILFNITNA ZZRLTVWE
9o NETAPP NUA—NFF|, EF/NA RICIFEDDINZADHB D 2D TSA4F I F 150, 22X FS51 A1)
F410TY, FREASEIIELNUXODN—a3 K >TERD F T, CORDIFEEES DT,
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C) fEA 9 BLinuxD/N\— 3 VICXFIGY B Host UtilitesD Y= 2 7 ILEBR L T,
/etc/multipath.conf BEDIEL LY

[root@hostl /]# multipath -11
3600a098038303558735d493762504b36 dm-5 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50

retain attached hw handle
| -+- policy='service-time
| |- 7:0:1:4 sdat 66:208
| "= 9:0:1:4 sdbn 68:16
"—+- policy='service-time
|- 7:0:0:4 sdf 8:80
- 9:0:0:4 sdz 65:144

' hwhandler='1l alua' wp=rw

0' prio=50 status=active
active ready running
active ready running

0' prio=10 status=enabled
active ready running

active ready running

3600a098038303558735d493762504b2d dm-10 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50

retain attached hw handle
| -+- policy='service-time
| |- 7:0:1:8 sdax 67:16
| "= 9:0:1:8 sdbr 68:80
"—+- policy='service-time
|- 7:0:0:8 sdj 8:144
- 9:0:0:8 sdad 65:208

' hwhandler='1l alua' wp=rw

0' prio=50 status=active
active ready running
active ready running

0' prio=10 status=enabled
active ready running

active ready running

3600a098038303558735d493762504b37 dm-8 NETAPP ,LUN C-Mode

size=10G features='4 queue if no path pg init retries 50

retain attached hw handle'

| -+- policy='service-time
| |- 7:0:1:5 sdau 66:224
| "= 9:0:1:5 sdbo 68:32
"—+- policy='service-time
|- 7:0:0:5 sdg 8:96
"= 9:0:0:5 sdaa 65:160

hwhandler='1 alua' wp=rw
0' prio=50 status=active
active ready running
active ready running

0' prio=10 status=enabled
active ready running

active ready running

3600a098038303558735d493762504b4b dm-22 NETAPP ,LUN C-Mode
size=10G features='4 queue if no path pg init retries 50

retain attached hw handle'

| -+- policy='service-time
| |- 7:0:1:19 sdbi 67:192
| "= 9:0:1:19 sdcc 69:0
"—+- policy='service-time
|- 7:0:0:19 sdu 65:64
"= 9:0:0:19 sdao 66:128

LVMARY 2 —LTIWN—FDOBET7 VT« 71t

LVM LUNDEE L < H T TR,

hwhandler='1 alua' wp=rw
0' prio=50 status=active
active ready running
active ready running

0' prio=10 status=enabled
active ready running

active ready running

vgchange --activate y AV Y RIIHEINT 3I1ET TT, i
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WIER) 12— LYRX =Yy DffEZRIRVWIITY . RUa—LTIN—TDXET—RIILUNBRFICEZTAZ
N37cH. LUNODWWNP S ) 7 ILESOEEIFEETIEHD T A

OSHLUNZZAF ¥ >~ L. LUNICEZRAETFNTUVBZDEDT —ZHMEE TN, LUNALUNICE T 2R 2
—LTHBZ OO ELTs sanvg volumegroupo €NE. MBRIRTOTNT AZEBELEL
Teo BEBRODIE. R a—LIdIN—T2B7 071471 T2EITTY,

[root@hostl /]# vgchange --activate y sanvg
Found duplicate PV fpCzdLTuKfy2xDZjailN1iJh3TjLUBiT:

using

/dev/mapper/3600a098038303558735d493762504b46 not /dev/sdp
Using duplicate PV /dev/mapper/3600a098038303558735d493762504b46 from

subsystem DM, ignoring /dev/sdp

2 logical volume (s)

T7AINI AT LDOEBITY b

in volume group "sanvg" now active

R)a—L - IIN—TZBT7IVT7147TBETDT—RZIRTEDFFEALTI 7ML« AT L%
ROVETEXRIRDRLIEK SIS NI ITIN—TTT—2LTIVT—=2a>RERLETIT4TTH>TH.

T7AIND AT LIFTRRICHEL T T,

[rootRhostl /]# mount /orabin
[rootRhostl /]# mount /backups
[root@hostl /1# df -k
Filesystem

Mounted on
/dev/mapper/rhel-root
devtmpfs

tmpfs

/dev/shm

tmpfs

tmpfs

/sys/fs/cgroup

/dev/sdal
fas8060-nfs-public:/install
/install
fas8040-nfs-routable:/snapomatic
/snapomatic

tmpfs

/run/user/42

tmpfs

/run/user/0
/dev/mapper/sanvg-lvorabin
/orabin
/dev/mapper/sanvg-lvbackups
/backups
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1K-blocks
52403200
65882776
6291456

65898668
65898668

505580
199229440

9961472

13179736

13179736

20961280

73364480

Used Available

8837100
0
84

9884
0

224828

119368256

30528

16

12357456

62947536

43566100
65882776
6291372

65888784
65898668

280752
79861184

9930944

13179720

13179736

8603824

10416944

Use%

17%
0%
1%

/dev

/run

/boot



ASMTNA R/ A XFV >

ASMIibT /N1 X, SCSITNA ADNBRX v VTN SICBRESNTWVWBIET T, BREZA > 51
Y THEER I BICId. ASMIbZBEEHL THE5T 1 RIVZXF v LET,

(D) coFEE. ASMibEERT BASMBRICOHBEL £ T

AR CASMIbZEER LARWESIE. /dev/mapper 7 /N1 AUIBEICBIERR SN TWSRIEZT TY, 772
L. #EHELLBVWATEEMEDDH D £, ASMIbHRWVEEIE. ASMOERE & 2357 /\1 RIZHRBAER %=
RETAIHNENHBDEFT, CHIFEE. ROWVWTNHADFRNRI> FIICK > TGERSTNE T,
/etc/multipath.conf £7cld udev IL—JL. FLIEFEADIL—ILEY MIEENTWVWSAEEDH D £
To ASMTNA RICIEELWT 7 ERAFADNFRESNTWVWE CCZHERT BICIE. WWNEIFT U TILESIC
BT 3RIBEDEEZRMTB7DIC. CNSDT7AILDEFHREICRZFBENHD £7,

ZDFITIE. ASMIibZBEEE L TTA X792 XAFX v >33, TOEEXFELC10EDASM LUNARTRINE
ER

[root@hostl /]1# oracleasm exit

Unmounting ASM1lib driver filesystem: /dev/oracleasm
Unloading module "oracleasm": oracleasm
[root@hostl /]# oracleasm init

Loading module "oracleasm": oracleasm

Configuring "oracleasm" to use device physical block size
Mounting ASMlib driver filesystem: /dev/oracleasm
[root@hostl /]# oracleasm scandisks

Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

Instantiating disk "ASMO"

Instantiating disk "ASM1"

Instantiating disk "ASM2"

Instantiating disk "ASM3"

Instantiating disk "ASM4"

Instantiating disk "ASM5"

Instantiating disk "ASMo6"

Instantiating disk "ASM7"

Instantiating disk "ASM8"

Instantiating disk "ASM9"

7y R —EXDBES

LVMTNA ZEASMT NA ZADNF > 54 V THERARICE>TcD T, JVy P —EXZBEHTEXT,

[rootQhostl /]# cd /orabin/product/12.1.0/grid/bin
[root@hostl bin]# ./crsctl start has
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F—RIR—XDBERLH

Ty FH—EXDBREBMINIS. T—EIRN—XAZEEFTETE I, ASMY—EXNTRICFERATEICHE S
ETHDFOTH ST —EIR—RZEH L BRTNIERSBWEEDHD X,

[root@hostl bin]# su - oracle
[oraclelhostl ~]$ . oraenv

ORACLE SID = [oracle] ? FLIDB

The Oracle base has been set to /orabin
[oracle@hostl ~]$ sglplus / as sysdba
SQL*Plus: Release 12.1.0.2.0

Copyright (c) 1982, 2014, Oracle. All rights reserved.
Connected to an idle instance.

SQL> startup

ORACLE instance started.

Total System Global Area 3221225472 bytes

Fixed Size 4502416 bytes
Variable Size 1207962736 bytes
Database Buffers 1996488704 bytes
Redo Buffers 12271616 bytes

Database mounted.
Database opened.
SQL>

7

RAMAHSRB EBITIITTT LEITH. 1 2R— FERDEIFRE NS ZTIFANERT L
1D B0 EINFT I,

BRZHIFR T BHIIC. INTOLUNDBITIOERNTET L TWE 2R TH3HENHD XTI,

100



Cluster0l::*> lun import show -vserver vserverl -fields foreign-

disk,path,operational-state

vserver

foreign-disk path

operational-state

vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl
vserverl

vserverl

800DTSHUVWB/
800DTSHUVWBW
800DTSHUVWBX
800DTSHUVWBY
800DTSHUVWBZ
800DTSHUVWBa
800DTSHUVWBDb
800DTSHUVWBC
800DTSHUVWBA
800DTSHUVWBe
800DTSHUVWB L
800DTSHUVWBg
800DTS$SHUVWBh
800DTSHUVWB1
800DTSHUVWB]
800DTS$HUVWBk
800DTSHUVWB1
800DTSHUVWBM
800DTSHUVWBN
800DTSHuUVWBO

/vol/new asm/LUN4
/vol/new asm/LUNO
/vol/new asm/LUN1
/vol/new asm/LUN2
/vol/new asm/LUN3
/vol/new asm/LUN5
/vol/new asm/LUNG
/vol/new_asm/LUN7
/vol/new asm/LUNS8
/vol/new asm/LUNY
/vol/new_ 1lvm/LUNO
/vol/new lvm/LUN1
/vol/new lvm/LUN2
/vol/new_lvm/LUN3
/vol/new lvm/LUN4
/vol/new lvm/LUN5
/vol/new_lvm/LUNG6
/vol/new lvm/LUN7
/vol/new lvm/LUNS8
/vol/new_lvm/LUN9

20 entries were displayed.

A VR— hERZEHIBRLEY

completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed
completed

BIT7OCZANRRT LS. BITEFRZHBRLE T, IOMENRTT T5E. ONTAPED RS A THh5DAHI/0

MEHEINE T,

ClusterO1l:
ClusterO1l:

ClusterO1l:
ClusterO1l:

SERLUN D Z SRR

x>
S

x>
DF>

lun

lun

lun

lun

import delete -vserver
import delete -vserver
import delete -vserver
import delete -vserver

REIC. T4 RAV%ZZELT is-foreign IBE,

vserverl

vserverl

vserverl

vserverl

-path
-path

-path
-path

/vol/new asm/LUNO
/vol/new asm/LUN1

/vol/new lvm/LUNS8
/vol/new lvm/LUNY
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Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBW} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuUVWBX} -is
-foreign false

Cluster0l::*> storage disk modify {-serial-number 800DTS$SHuUVWBn} -is
-foreign false
Cluster0l::*> storage disk modify {-serial-number 800DTSHuVWBo} -is
-foreign false
ClusterQ0l::*>

Z7O0F3JILEE
LUNAND 72 RAICERTDA 7O IIILDEEIZ. — BN EBEHTT,

BEICE>TIE. 2FMEHIBO—IRELTT—2%2 05T RICBITIBZcbHD XTI, TCPIPIZV D
ROZ7ORIILTHD. FCHSISCSUCEEIZ UL T, TEIEFRISTU RREBAOBITHNBZICAD £
o F7-. IPSAND IR MHIRZSER T 3=0ICISCSINE X LWESDLHD £§, BITTIE. —RHHNLRFE
CLTRIOZORIIDMERINZ ZEDHD XT, T ZIX. AET7 L1 EONTAPR—XDLUN%[AE
CHBALICHETEZ Z A TETHRVESIL. iISCSILUNZFEALTHWZ LIS T—4%2IF—TZF
T, FDE. HUVWLUNZ S X T LD GHIBRL7=H EICFCICELET CENTEXT,

RDFIEIFFCH SISCSINDEHZRL TVWETH. 2AEHNAFREDIZISCSINSFCADOBEEHIERAINE
ER

iSCSIM=Z>IT—2DA>YX =)L

BEALEDARL =T VT RATLICIE. TIAILETY T RIITISCSIH Z I—2HWRFFEFNTVERT
M BFNTUVRVZRIIBEICA VA F—ILTEET,

[root@hostl /]# yum install -y iscsi-initiator-utils
Loaded plugins: langpacks, product-id, search-disabled-repos,
subscription-

: manager
Resolving Dependencies
--> Running transaction check
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.el7 will be
updated
--> Processing Dependency: iscsi-initiator-utils = 6.2.0.873-32.el7 for
package: iscsi-initiator-utils-iscsiuio-6.2.0.873-32.e17.x86 64
-—-> Package iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7 will be
an update
--> Running transaction check
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.el7 will
be updated
-—-> Package iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
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will be an update
-—> Finished Dependency Resolution
Dependencies Resolved

Package Arch Version Repository
Size
Updating:

iscsi-initiator-utils x86 64 6.2.0.873-32.0.2.el7 ol7 latest 416
k

Updating for dependencies:

iscsi-initiator-utils-iscsiuio x86 64 6.2.0.873-32.0.2.el7 ol7 latest
k
Transaction Summary

Upgrade 1 Package (+1 Dependent package)

Total download size: 501 k

Downloading packages:

No Presto metadata available for ol7 latest

(1/2): iscsi-initiator-utils-6.2.0.873-32.0.2.e17.x86 6 | 416 kB 00:00
(2/2): iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2. | 84 kB 00:00

Total 2.8 MB/s | 501 kB
00:00Cluster01

Running transaction check

Running transaction test

Transaction test succeeded

Running transaction

Updating : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.el17.x86
1/4

Updating : iscsi-initiator-utils-6.2.0.873-32.0.2.el17.x86 64
2/4

Cleanup : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.e17.x86 64
3/4

Cleanup : lscsi-initiator-utils-6.2.0.873-32.e17.x86 64
4/4
rhel-7-server-eus-rpms/7Server/x86 64/productid | 1.7 kB 00:00
rhel-7-server-rpms/7Server/x86 64/productid | 1.7 kB 00:00

Verifying : iscsi-initiator-utils-6.2.0.873-32.0.2.el7.x86 64
1/4

Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.0.2.e17.x86
2/4
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Verifying : iscsi-initiator-utils-iscsiuio-6.2.0.873-32.el7.x86 64
3/4

Verifying : iscsi-initiator-utils-6.2.0.873-32.el7.x86 64
4/4
Updated:

iscsi-initiator-utils.x86 64 0:6.2.0.873-32.0.2.el7
Dependency Updated:

iscsi-initiator-utils-iscsiuio.x86 64 0:6.2.0.873-32.0.2.el7
Complete!
[root@hostl /]1#

iSCSI-f =3 T — 2D

AR =L TOEXFICT—EDISCSIA = IT—RLHERTNE T, LinuxDIBE I3,
/etc/iscsi/initiatorname.iscsi 771 CDEBIIE. IPSANLEDRR F BT -HICHERS
nxs,

[root@hostl /]# cat /etc/iscsi/initiatorname.iscsi
InitiatorName=iqgn.1992-05.com.redhat:497bd66cal

FLWAZSI—RTIN—TZEHT 3
A=Z>IT—R2TIL—"F (igroup) I&. ONTAPLUNYRAF VI T7—FTIF v D—EBTY, L IERL

7ZLUNICIE. RRAMCRINICT VR ZHALABAWHAE DT IOEITEEHA, TDEHICIE. 7o7EIH R
BRFCWWNXE7ILISCSIF Zo T —2FDW\WINh%E ) X kT BigroupZERL L £ 95

CDOBHITIE. Linux’Rh R FDISCSIF =¥ T—2%Z &TigroupZ ERL L TWE T,

Cluster0l::*> igroup create -igroup linuxiscsi -protocol iscsi -ostype
linux -initiator iqn.1994-05.com.redhat:497bd66cal

REEZ> vy MOV T3

LUNZO RO ZZETBEIC. LUINERZEICHRIETIHRELHD XT, BIETILUNOWLWITNHDT—EAN
—XEIYYREDV L. T7ANRATLETAAIIV ML, R a—LIN—T%2FT7 071071 T3
MBHRHD X9, ASMEFERT3ESIE. ASMT 4 RV TI—THTF4 AIXT REINTWS Z &% HERR
L. IRTOIV Yy RY—EXREZ vy MOV LET,

FCxw R T—Uh5DLUNDT v E > IR

LUNDERICRIEST =5, FTTDFCigrouph 5w EV I %HIBRL £ 9,
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ClusterQ0l::*>
linuxhost
ClusterQ0l::*>
linuxhost
ClusterQ0l::*>
linuxhost
ClusterQ0l::*>
linuxhost

lun

lun

lun

lun

unmap -—-vserver
unmap —-vserver
unmap —-vserver
unmap -—-vserver

PRy RTJ—OADLUNOBTYE >SS

vserverl

vserverl

vserverl

vserverl

-path /vol/new asm/LUNO -igroup
-path /vol/new asm/LUN1 -igroup
-path /vol/new 1lvm/LUN8 -igroup
-path /vol/new 1lvm/LUN9 -igroup

HLWSCSIR—ZDAZIIT—ZTI—FICELUNAND 7 I 2 %2 LE T,

Cluster0l::*>
linuxiscsi
ClusterOl::

linuxiscsi

*>

Cluster0O1l:
linuxiscsi
Cluster01:
linuxiscsi
ClusterQ0l::*>

x>

QWD

iSCSIZ—4"w kD&

lun

lun

lun

lun

map -vserver
map -vserver
map -vserver
map -vserver

vserverl -path

vserverl -path

vserverl -path

vserverl -path

/vol/new asm/LUNO -igroup

/vol/new asm/LUN1 -igroup

/vol/new 1lvm/LUN8 -igroup

/vol/new 1lvm/LUN9 -igroup

iISCSIEHICIF2DD T T —XDHD £T, 12BIFZ—47 v FDEETYT, THld. LUNDIERBEIZERD X
o o iscsiadmRDIAXY Y RIE. -p argument BXUICIE. ISCSIT—EXZIRHTZIIRTDIPT7 KL
RER—FDIIAHEHEINET, CDFBE. T 7 #J) bAR—F3260ICiISCSIT—E X Z#HFDIP7RL X

42>2HDET,

®

WINHLDE—4y FMIP7 RLRICERETETHRWVGE. COOAXYY RIEIRT X TICHD DL S
EDHBDET,
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[root@hostl ~]# iscsiadm -m discovery -t st -p fas8060-iscsi-publicl
10.63.147.197:3260,1033 ign.1992-
08.com.netapp:sn.807615e9%ef6ll1le5ab5ae90e2babb9464:vs.3
10.63.147.198:3260,1034 ign.1992-
08.com.netapp:sn.807615e%ef6llleb5a5ae90e2babb9464:vs.3
172.20.108.203:3260,1030 ign.1992-
08.com.netapp:sn.807615e%ef6llle5a5ae90e2babb9464:vs.3
172.20.108.202:3260,1029 igqn.1992-
08.com.netapp:sn.807615e%ef61lleba5ae90e2babb9464:vs.3

iSCSI LUND#&H

iISCSIZ—4"y kAR SN =5, iISCSIT—E X = BiicEh L TERRIEERISCSI LUNZIRE L. WILF/INR
PASMIibT /N R EDEET N1 A EBELEX T,

[root@hostl ~]# service iscsi restart
Redirecting to /bin/systemctl restart iscsi.service

RIROBIES

R)a—LIN—TFOBT7I7«4 71t 771 RATLOEBEIY T b, RACH—E XOBIEFH R % RET
LT, BEZBEHLET, FHIBEELE L TNetApp. B TOTRDTTRICH—NEBREELT. IRT
DER T 7AILDBAELVWC CEFTWTNA AN IARTHIBRINBACCZHERIT e xb#HLET,

AR RAMZHBIEETBEIIC. /etc/fstab BITEINIESANU Y —XIZDWVWTIE. OXY 7T RENT
WET, COFIEZRTEY. LUNT7 7L RICRAEBEDHZ . OSHT—FLEBVWHREMDLHD £9, DM
BlFT—HICHEEEEZFEA. 2L LAF2a—F—REIZEAHRDE— RTEEIL TEETZ3DIXIEE
gxﬁt%ﬁﬁﬁbiio/aa%aaﬂm%ﬁﬁbth%?»>:—%4>ﬁﬁ¥%%%f%é;5thi

HTIVRO) Tk

CCTHNTBRIRIVTRE. T FHOSHBLUVT—EIR—IARRIDAY) T MME
BRAZEDOHlE LTREINTUVET, TNSIEZF0FFHEINE T, JFEDOFIEDY
R— EHDRERIZEIX. NetAppE 7ziENetApp ) £ S —ICEBWVWEHE LT LY,
T—ER=ADY vy h T

RDPerl X2 1) 7 k&, Oracle SIDDO5|#HE1DIEEL TCT—ER—X%E> vy hA TV LET, Oracle1l—
HEf-ldroote LTEITTEFET,
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#! /usr/bin/perl

use strict;

use warnings;

my Soraclesid=$ARGV[0];

my Soracleuser='oracle';

my @Qout;

my Suid=$<;

if (Suid == 0) {

@out="su - S$Soracleuser -c '. oraenv << EOF1

77 Migration of Oracle Databases to NetApp Storage Systems © 2021 NetApp,
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Soraclesid

EOF1

sglplus / as sysdba << EOF2

shutdown immediate;

EQF2

'

i}

else {

@out=". oraenv << EOF1
Soraclesid

EQOF4

sglplus / as sysdba << EOF2

shutdown immediate;

EQF2

i}

print @out;

if ("@out" =~ /ORACLE instance shut down/) {
print "Soraclesid shut down\n";

exit 0;}

elsif ("Qout" =~ /Connected to an idle instance/) {
print "Soraclesid already shut down\n";

exit 0;}

else {

print "Soraclesid failed to shut down\n";
exit 1;}

F—RZN— X DFCH

RDPerlX71) 7 ;. Oracle SIDOF | E1DIEEL TT—ER—XET vy AT LET, Oracledl—
& f-ldroote LTEITTETET,
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#! /usr/bin/perl

use strict;

use warnings;

my Soraclesid=$ARGV[0];

my Soracleuser='oracle';

my @Qout;

my Suid=$<;

if ($uid == 0) {

@out="su - S$Soracleuser -c '. oraenv << EOF1
Soraclesid

EOF1

sglplus / as sysdba << EOF2

startup;

EQF2

i)

else {

@out=". oraenv << EOF3

Soraclesid

EOF1

sglplus / as sysdba << EOF2

startup;

EOF2

b

print @Qout;

if ("@out"™ =~ /Database opened/) {
print "Soraclesid started\n";

exit 0;}

elsif ("Qout" =~ /cannot start already-running ORACLE/) {
print "Soraclesid already started\n";
exit 1;}

else {

78 Migration of Oracle Databases to NetApp Storage Systems © 2021 NetApp,
Inc. All rights reserved

print "Soraclesid failed to start\n";
exit 1;}

771N AT LGB0 ERICER
RDZIVTME T 7MY AT LBIMERD. T4 AX7Y FLTHAMOERELTEIY Y FLES

ELET, NI T—R2ZLTIVT—bI3EDICT 7ML AT LORAMZH#IFL DD BENLKIE
NORET BIUEDHZBITIOLRATRIEE Y,
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#! /usr/bin/perl
use strict;
#use warnings;
my S$filesystem=$ARGV[O0];
my @out= umount 'S$filesystem';
if ($? == 0) {
print "S$filesystem unmounted\n";

@out = ‘mount -o ro '$Sfilesystem' ;

if (8?2 == 0) {

print "S$filesystem mounted read-only\n";
exit 0;}}
else {

print "Unable to unmount $filesystem\n";
exit 1;}
print @Qout;

T71ILY AT LD

RDOZAOV)TFRBE. HB3T7F7AINCRATLZRDOT 7AIL AT ALAICEZTHRZ D7-DICEAL X
o letc/fstab T 7 A IILEMRET DD T, rootE LTEITITAIMNELRHDFT, WVWIT71ILCRTLEFHL
WIF7TILS AT LOE—DOAYIXYID5 | #H%=ZIFANE T,

1. 77AMINRTLERIET BICIE. RORIVV TR Z2EITLET,

#! /usr/bin/perl
use strict;
#use warnings;
my Soldfs;
my Snewfs;
my Q@oldfstab;
my Q@newfstab;
my S$source;
my Smountpoint;
my Sleftover;
my Soldfstabentry="'";
my Snewfstabentry='";
my Smigratedfstabentry='";
(Soldfs, S$newfs) = split (',',$ARGVI[0]);
open(my $filehandle, '<', '/etc/fstab') or die "Could not open
/etc/fstab\n";
while (my S$line = <$filehandle>) {
chomp $line;
($source, S$mountpoint, S$leftover) = split(/[ , 1/,$1line, 3);
if (Smountpoint eq $oldfs) {
Soldfstabentry = "#Removed by swap script $source $oldfs S$leftover";}
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elsif (Smountpoint eqg S$newfs) {

Snewfstabentry = "#Removed by swap script $source Snewfs S$leftover";
Smigratedfstabentry = "$source $Soldfs S$leftover";}
else {

push (@newfstab, "$line\n")}}
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push (@newfstab, "S$Soldfstabentry\n"):;

push (@newfstab, "$newfstabentry\n");

push (@newfstab, "$migratedfstabentry\n");

close ($filehandle) ;

if (Soldfstabentry eq '') {
die "Could not find S$Soldfs in /etc/fstab\n";}
if ($newfstabentry eq '') {

die "Could not find S$newfs in /etc/fstab\n";}
my Qout= umount 'S$Snewfs' ;

if ($? == 0) {

print "S$newfs unmounted\n";}

else {

print "Unable to unmount $newfs\n";

exit 1;}

@out="umount 'S$Soldfs'";

if ($? == 0) {

print "S$oldfs unmounted\n";}

else {

print "Unable to unmount $oldfs\n";

exit 1;}

system("cp /etc/fstab /etc/fstab.bak");

open ($filehandle, ">", '/etc/fstab') or die "Could not open /etc/fstab
for writing\n";

for my $line (@newfstab) {

print $filehandle S$line;}

close ($Sfilehandle) ;

@Qout="mount 'Soldfs';

if ($? == 0) {

print "Mounted updated $oldfs\n";
exit 0;}

else/{

print "Unable to mount updated $oldfs\n";
exit 1;}
exit 0;

DRI T OFERBlE LT, /oradata DFEITH /neworadata HLXU /logs DEITH
/newlogse CDARAAV%ERITIZIRHLEELAEDIDIE. BMiAL 7 7L —i2ExEAL T, L
WTFNARAETTDIY IV MARA Y MIBEEETSZ YT,
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2 HWIFAINSZATLEFLWI 7AILS AT LD /ete/fstab 771 ILIERDEH D T,

cluster0l:/vol oradata /oradata nfs rw,bg,vers=3,rsize=65536,wsize=65536
00

cluster0l:/vol logs /logs nfs rw,bg,vers=3,rsize=65536,wsize=65536 0 O
cluster0l:/vol neworadata /neworadata nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

cluster0l:/vol newlogs /newlogs nfs rw,bg,vers=3,rsize=65536,wsize=65536
00

3. CORIVVTbZ2ERITITBE. BEDT 7ML RATLAT IRV EEN. FILWI 7LD T LIS
BETHIOSNET,

[root@jfsc3 scripts]# ./swap.fs.pl /oradata,/neworadata
/neworadata unmounted

/oradata unmounted

Mounted updated /oradata

[root@jfsc3 scripts]l# ./swap.fs.pl /logs,/newlogs
/newlogs unmounted

/logs unmounted

Mounted updated /logs

4. CDRIVVTETIE /etc/fstab BBICIGLTIT 7ML ZEHC OB TIE. ROEEHEZENTULE
ED

#Removed by swap script clusterOl:/vol oradata /oradata nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

#Removed by swap script cluster0l:/vol neworadata /neworadata nfs
rw, bg,vers=3,rsize=65536,wsize=65536 0 O

cluster0l:/vol neworadata /oradata nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

#Removed by swap script clusterOl:/vol logs /logs nfs
rw,bg,vers=3,rsize=65536,wsize=65536 0 0

#Removed by swap script cluster0l:/vol newlogs /newlogs nfs

rw, bg,vers=3,rsize=65536,wsize=65536 0 O

cluster0l:/vol newlogs /logs nfs rw,bg,vers=3,rsize=65536,wsize=65536 0
0

T—ER—-ABITOEHL

COFITIE. vy AT EE. BLUVT 7ML RATLBRIAV U T 2ERAL TRITZT2ICESL
B3R EEZRLET,
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#! /usr/bin/perl

use strict;

#use warnings;

my Soraclesid=$ARGV[O0];

my Qoldfs;

my @newfs;

my S$Sx=1;

while ($x < scalar (RARGV)) {
(Soldfs[$Sx-1]1, Snewfs[Sx-1])
Sx+=1;}

my Qout='./dbshut.pl 'Soraclesid'";

split (',',S$ARGV[S$x]) ;

print @out;
if ($? ne 0) {
print "Failed to shut down database\n";
exit 0;}
$x=0;
while ($x < scalar (Qoldfs)) {
my Qout="./mk.fs.readonly.pl 'Soldfs[S$x]'";
if ($? ne 0) {
print "Failed to make filesystem $oldfs[$x] readonly\n";

exit 0;}
Sx+=1;}
$x=0;
while ($x < scalar (@oldfs)) {
my @out="rsync -rlpogt --stats --progress --exclude='.snapshot'

'Soldfs[$x]/"' '/Snewfs[Sx]/'";
print Qout;
if (S$? ne 0) {
print "Failed to copy filesystem $o0ldfs[$x] to Snewfs[S$x]\n";
exit 0;}
else {
print "Succesfully replicated filesystem S$Soldfs[S$Sx] to
Snewfs[$Sx]\n";}
Sx+=1;}
$x=0;
while ($x < scalar (@oldfs)) {
print "swap $x $oldfs[$x] Snewfs[Sx]\n";
my Qout="./swap.fs.pl 'Soldfs[S$x],Snewfs[S$x]'";
print Qout;
if ($? ne 0) {
print "Failed to swap filesystem $o0ldfs[$x] for S$newfs[S$x]\n";
exit 1;}
else {
print "Swapped filesystem $oldfs[$x] for Snewfs[$x]\n";}
Sx+=1;}
my Qout="./dbstart.pl 'Soraclesid';
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print @out;

771INDERZRRT S

CDORIVT . ZHOEELRT —EIN—IANFTXA—R=ZREL. HAPTVWEATHALET, CDOXT
VTR T2 LAT70 2R TIEEICRIEET, . tMOARICEDETRAIV I 2EET S
CEHTETEY,

#! /usr/bin/perl
#use strict;
#use warnings;
my Soraclesid=$ARGVI[O0];
my Soracleuser='oracle';
my @out;
sub dosqgl {
my Scommand = @ [0];
my @lines;
my Suid=$<;
if ($uid == 0) {
@lines="su - Soracleuser -c "export ORAENV ASK=NO;export
ORACLE SID=Soraclesid;. oraenv -s << EOF1
EOF1
sglplus -S / as sysdba << EOF?2
set heading off
Scommand
EOF2
i)
else {
$command=~s/\\\\\\/\\/g;
@lines="export ORAENV ASK=NO;export ORACLE SID=Soraclesid;. oraenv
-s << EOF1
EOF1
sglplus -S / as sysdba << EOF?2
set heading off
Scommand
EOF2
i}
return @lines}
print "\n";
@out=dosqgl ('select name from v\\\\\S$datafile;');
print "Soraclesid datafiles:\n";
for $line (@out) {
chomp ($1ine) ;
if (length($1line)>0) {print "$line\n";}}
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print "\n";
@out=dosqgl ('select member from v\\\\\$logfile;"');
print "Soraclesid redo logs:\n";
for $line (Qout) {

chomp ($1ine) ;

if (length($1line)>0) {print "S$line\n";}}
print "\n";
Qout=dosqgl ('select name from v\\\\\Stempfile;');
print "Soraclesid temp datafiles:\n";
for $line (Qout) {

chomp ($1ine) ;

if (length($1line)>0) {print "S$line\n";}}
print "\n";
@out=dosqgl ('show parameter spfile;"');
print "S$oraclesid spfile\n";
for $line (Qout) {

chomp ($1ine) ;

if (length($1line)>0) {print "S$line\n";}}
print "\n";
@out=dosqgl ('select name| |\' \'||value from v\\\\\$parameter where
isdefault=\"'FALSE\';");
print "Soraclesid key parameters\n";
for $line (Qout) {

chomp ($1ine) ;

if ($line =~ /control files/) {print "$line\n";}

if (Sline =~ /db create/) {print "$line\n";}

if ($line =~ /db file name convert/) {print "$line\n";}
if ($line =~ /log archive dest/) {print "$line\n";}}

if (Sline =~ /log file name convert/) {print "$line\n";}
if ($line =~ /pdb file name convert/) {print "$line\n";}
if ($line =~ /spfile/) {print "$line\n";}

print "\n";

ASMBITDO ) =27 w7

#! /usr/bin/perl

#use strict;

#use warnings;

my Soraclesid=$ARGV[0];

my Soracleuser='oracle';

my @out;

sub dosqgl{
my Scommand = Q@ [0];
my @lines;
my Suid=$<;
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if (Suid == 0) {
@lines="su - Soracleuser -c "export ORAENV ASK=NO;export
ORACLE SID=Soraclesid;. oraenv -s << EOF1
EOF1
sglplus -S / as sysdba << EOF2
set heading off
Scommand
EOQF2
e,
else {

$command=~s/\\\\\\/\\/g;

@lines="export ORAENV_ ASK=NO;export ORACLE SID=Soraclesid;. oraenv

-s << EOF1
EOF1
sglplus -S / as sysdba << EOF2
set heading off
Scommand
EOF2
i)
return @lines}
print "\n";
Qout=dosqgl ('select name from v\\\\\Sdatafile;"');
print @Qout;
print "shutdown immediate;\n";
print "startup mount;\n";
print "\n";
for $Sline (Qout) {
if (length($line) > 1) {
chomp ($1ine) ;
($first, $second, $third,S$fourth)=split(' ',$line);
$fourth =~ s/~TS-//;
Snewname=1c ("$fourth.dbf") ;
Spath2file=S$line;
$path2file=~ /(~.*.\/)/;
print "host mv $line $1S$newname\n";}}
print "\n";
for $line (Q@out) {
if (length($line) > 1) {
chomp ($1line) ;
(Sfirst, $second, $third,S$fourth)=split(' ',$line);
$fourth =~ s/~TS-//;
Snewname=1lc ("$fourth.dbf") ;
Spath2file=S$line;
$Spath2file=~ /(~.*.\/)/;
print "alter database rename file '$line' to
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'$S1$newname';\n"; }}
print "alter database open;\n";

print "\n";

ASMH' 5T 7 1)L AT LEADZEHE
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set serveroutput on;
set wrap off;

declare

cursor df is select file#, name from vS$Sdatafile;
cursor tf is select file#, name from vStempfile;

cursor 1f is select member from vS$Slogfile;
firstline boolean := true;

begin
dbms output.put line (CHR(13)):;

dbms_output.put line('Parameters for log file conversion:

dbms output.put line (CHR(13));
dbms output.put('*.log file name convert = '");
for 1lfrec in 1f loop
if (firstline = true) then
dbms output.put('''' || lfrec.member ||
dboms output.put ('''/NEW PATH/' ||
regexp_replace(lfrec.member,'A.*./',") [l """");
else
dbms output.put(',''"' || lfrec.member ||
dbms_output.put ('''/NEW PATH/' ||
regexp_replace(lfrec.member,'A.*./',") [l '"""");
end if;
firstline:=false;
end loop;
R(13));

dbms output.put line (CH
CHR(13));

dbms output.put line
dbms output.put line
HR(13));
run');
(")

dbms output.put line
dbms output.put line

(
(
(
(C
('
(

dbms output.put line
for dfrec in df loop

dbms output.put line('set newname for datafile
dfrec.file# || ' to '"''" || dfrec.name |]|''"';

end loop;
for tfrec in tf loop

dbms_ output.put line('set newname for tempfile

rman duplication script:');

[
')

tfrec.file# || ' to '"''" || tfrec.name ||'"';");

end loop;

dbms output.put line('duplicate target database for standby backup

location INSERT PATH HERE;');
dbms_output.put line('}');
end;

/

") 8
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#! /usr/bin/perl

use strict;

my Soraclesid=$ARGV[0];

my Soracleuser='oracle';

84 Migration of Oracle Databases to NetApp Storage Systems © 2021 NetApp,
Inc. All rights reserved

my Suid = $<;

my Qout;

if (Suid == 0) {

@out="su - Soracleuser -c '. oraenv << EOF1
Soraclesid

EOF1

sglplus / as sysdba << EOF2
recover database until cancel;
auto

EOF2

i}

else {

@out=". oraenv << EOF1
Soraclesid

EOF1

sglplus / as sysdba << EOF2
recover database until cancel;
auto

EQF2

}

print @out;

ARAVNAT—EARN—A O %=B4E
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#! /usr/bin/perl

use strict;

my Soraclesid=$ARGVI[O0];
my Soracleuser='oracle';
my Suid = $<;

my @Qout;

if ($uid == 0) {

@out="su - Soracleuser -c '. oraenv << EOF1l
Soraclesid

EOF1

sglplus / as sysdba << EOF2

recover standby database until cancel;
auto

EOF2

i}

else {

@out=". oraenv << EOF1

Soraclesid

EOF1

sglplus / as sysdba << EOF2

recover standby database until cancel;
auto

EOF2

}

print @out;
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