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Cluster0l::> set advanced

Warning: These advanced commands are potentially dangerous; use them only
when directed to do so by NetApp personnel.

Do you want to continue? {yl|n}: y

Cluster0l::*> nfs server modify -vserver vserverl -tcp-max-xfer-size
262144
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# sysctl -a | grep tcp.*.slot table
sunrpc.tcp max slot table entries = 128
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