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ネットワークトポロジ

均一なアクセス

統一されたアクセスネットワークとは、ホストが両方のサイト（または同じサイト内の
障害ドメイン）のパスにアクセスできることを意味します。

SM-ASの重要な機能の1つは、ホストがどこにあるかを認識するようにストレージシステムを設定できること
です。LUNを特定のホストにマッピングするときに、LUNが特定のストレージシステムに近接しているかどう
かを指定できます。

近接設定

プロキシミティとは、特定のホストWWNまたはiSCSIイニシエータIDがローカルホストに属していることを
示すクラスタ単位の構成を指します。これは、LUNアクセスを設定するための2番目のオプションの手順で
す。

最初の手順では、通常のigroup設定を行います。各LUNは、そのLUNにアクセスする必要があるホスト
のWWN/iSCSI IDを含むigroupにマッピングする必要があります。これは、どのホストがLUNに_access_toを
持つかを制御します。

2番目のオプション手順は、ホストプロキシミティを設定することです。これはアクセスを制御するのではな
く、_priority_を制御します。

たとえば、サイトAのホストがSnapMirror Active Syncで保護されているLUNにアクセスするように設定され
ている場合、SANがサイト間で拡張されるため、サイトAのストレージまたはサイトBのストレージを使用し
てそのLUNへのパスを使用できます。

近接設定を使用しない場合、両方のストレージシステムがアクティブな最適パスをアドバタイズするため、そ
のホストは両方のストレージシステムを均等に使用します。SANのレイテンシやサイト間の帯域幅に制限があ
る場合は、この設定を解除できない可能性があります。また、通常動作中に各ホストがローカルストレージシ
ステムへのパスを優先的に使用するように設定することもできます。これは、ホストWWN/iSCSI IDをローカ
ルクラスタに近接ホストとして追加することで設定します。これは、CLIまたはSystemManagerで実行できま
す。

AFF

AFFシステムでホストプロキシミティが設定されている場合、パスは次のように表示されます。
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通常の運用では、すべてのIOがローカルIOになります。読み取りと書き込みはローカルストレージアレイか
ら処理されます。もちろん、書き込みIOも確認応答の前にローカルコントローラでリモートシステムにレプリ
ケートする必要がありますが、すべての読み取りIOはローカルで処理されるため、サイト間のSANリンクを
経由して余分なレイテンシが発生することはありません。

非最適パスが使用されるのは、すべてのアクティブ/最適パスが失われた場合だけです。たとえば、サイトAの
アレイ全体に電力が供給されなくなっても、サイトAのホストはサイトBのアレイへのパスに引き続きアクセ
スできるため、レイテンシは高くなりますが運用を継続できます。

この図では、わかりやすいように、ローカルクラスタを経由する冗長パスを示していません。ONTAPストレ
ージシステム自体はHAであるため、コントローラ障害が発生してもサイト障害は発生しません。影響を受け
るサイトで使用されるローカルパスが変更されるだけです。

ASA

NetApp ASAシステムは、クラスタ上のすべてのパスでアクティブ/アクティブマルチパスを提供します。これ
はSM-AS設定にも適用されます。
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アクセスが不均一なASA構成は、AFFの場合とほとんど同じように機能します。アクセスが統一されている場
合、IOはWANを通過します。これは望ましい場合とそうでない場合があります。
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2つのサイトがファイバ接続で100m離れている場合、WANを経由する追加のレイテンシは検出されません
が、サイト間の距離が離れていると、両方のサイトで読み取りパフォーマンスが低下します。対照的に、AFF

では、これらのWAN交差パスは使用可能なローカルパスがない場合にのみ使用され、すべてのIOがローカ
ルIOになるため、日 々 のパフォーマンスが向上します。不均一なアクセスネットワークを使用するASAは、
サイト間の遅延アクセスペナルティを発生させることなく、ASAのコストと機能のメリットを得るためのオプ
ションです。

低レイテンシ構成でSM-ASを使用するASAには、2つの興味深い利点があります。まず、I/Oは2倍のパスを使
用して2倍のコントローラで処理できるため、1台のホストのパフォーマンスが実質的に2倍になります。2つ
目は、単一サイト環境では、ホストへのアクセスを中断することなくストレージシステム全体が失われる可能
性があるため、非常に高い可用性を提供することです。

不均一なアクセス

非ユニフォームアクセスネットワークとは、各ホストがローカルストレージシステム上
のポートにしかアクセスできないことを意味します。SANを複数のサイト（または同じ
サイト内の障害ドメイン）に拡張することはできません。
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このアプローチの主なメリットはSANのシンプルさです。SANをネットワーク経由で拡張する必要がなくな
ります。お客様によっては、サイト間の接続遅延が十分でない場合や、サイト間ネットワーク経由でFC SAN
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トラフィックをトンネリングするためのインフラストラクチャが不足している場合があります。

不均一なアクセスの欠点は、レプリケーションリンクの喪失などの特定の障害シナリオで、一部のホストがス
トレージにアクセスできなくなることです。ローカルストレージの接続が失われると、単一のホストでのみ実
行されている非クラスタデータベースなど、単一インスタンスとして実行されるアプリケーションは失敗しま
す。データは保護されますが’データベース・サーバはアクセスできなくなりますリモートサイトで、できれ
ば自動化されたプロセスを使用して再起動する必要があります。たとえば、VMware HAは、あるサーバでオ
ールパスダウン状態を検出し、パスが使用可能な別のサーバでVMを再起動できます。

一方、Oracle RACなどのクラスタ化されたアプリケーションは、2つの異なるサイトで同時に利用可能なサー
ビスを提供できます。サイトが失われても、アプリケーションサービス全体が失われるわけではありません。
サバイバーサイトでは、引き続きインスタンスを使用して実行できます。

多くの場合、サイト間リンク経由でストレージにアクセスするアプリケーションによるレイテンシのオーバー
ヘッドは許容できません。つまり、サイトのストレージが失われると、障害が発生したサイトのサービスをシ
ャットダウンする必要が生じるため、統一されたネットワークの可用性の向上は最小限で済みます。

この図では、わかりやすいように、ローカルクラスタを経由する冗長パスを示していませ
ん。ONTAPストレージシステム自体はHAであるため、コントローラ障害が発生してもサイト
障害は発生しません。影響を受けるサイトで使用されるローカルパスが変更されるだけです。
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