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2024-09-12 10:56:44.047 [ONMD (3528) ]JCRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 6.980 seconds
2024-09-12 10:56:48.048 [ONMD (3528) JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 2.980 seconds
2024-09-12 10:56:51.031 [ONMD (3528) JCRS-1607: Node jfsl3 is being evicted
in cluster incarnation 621599354; details at (:CSSNMO0007:) in
/gridbase/diag/crs/jfsl2/crs/trace/onmd.trc.

2024-09-12 10:56:52.390 [CRSD(6668) JCRS-7503: The Oracle Grid
Infrastructure process 'crsd' observed communication issues between node
'Jfs12' and node 'jfsl3', interface list of local node 'jfsl2' is
'192.168.30.1:33194; "', interface list of remote node 'jfsl3' is
'192.168.30.2:33621;"'.

2024-09-12 10:56:55.683 [ONMD (3528) ]JCRS-1601: CSSD Reconfiguration
complete. Active nodes are jfsl2

2024-09-12 10:56:55.722 [CRSD(6668)]CRS-5504: Node down event reported for
node 'jfsl3'.

2024-09-12 10:56:57.222 [CRSD(6668) JCRS-2773: Server 'jfsl3' has been
removed from pool 'Generic'.

2024-09-12 10:56:57.224 [CRSD(6668)]CRS-2773: Server 'jfsl3' has been
removed from pool 'ora.NTAP'.
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2024-09-10 15:21:24.702 [ONMD(2792)]CRS-1615: No I/O has completed after
50% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 99340 milliseconds.
2024-09-10 15:22:14.706 [ONMD(2792)]CRS-1614: No I/O has completed after
75% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 49330 milliseconds.
2024-09-10 15:22:44.708 [ONMD(2792)]]CRS-1613: No I/O has completed after
90% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 19330 milliseconds.
2024-09-10 15:23:04.710 [ONMD(2792)]CRS-1604: CSSD voting file is offline:
/dev/mapper/grid2; details at (:CSSNM00058:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc.

2024-09-10 15:23:04.710 [ONMD (2792)]]CRS-1606: The number of voting files
available, 0, is less than the minimum number of voting files required, 1,
resulting in CSSD termination to ensure data integrity; details at
(:CSSNM00018:) in /gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-10 15:23:04.716 [ONMD(2792)]]CRS-1699: The CSS daemon is
terminating due to a fatal error from thread:
clssnmvDiskPingMonitorThread; Details at (:CSSSC00012:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-10 15:23:04.731 [OCSSD(2794)]CRS-1652: Starting clean up of CRSD
resources.

200 DI/WEFT 4 ATRAA LTI MIZETDE., TDOracle RAC/ — RIFIVSRAHSHIBREIN., UI—+T
nxJ,

v b —UREEGOEENRES

YA NEDL TV = 3> o ohReICkhnsd . SnapMirror” 2 7« JEIEA
¥ Oracle RACHEH:OmADHMTENE T,

Oracle RACORX 1) w b T L+ &I, Oracle RACR L —SD/N\—FRE—MICKIFELEYS, Y1 FEOD
BHENEKDONTRACRY FT—IN—hE— R ML= LU= 30 —EXOmADEEICEKD
N3, RACHA FMIRACT A —% U FEIFRACKRET 4 XV ENLTHA FREEETEIHCARDFE
To TDER. /—REDBRICHEZ . MADHA DT T )L FERETHIBRSNSEREEDLHD £, 1E
BREEIL. ARV EDI—T VR RACRY NT—0BLUVT 1 RIN—rE—rR=D2ITDEALZY
JICLK->TERDFT,

21 MEIED Y X TICIE. 2DDHFETHUTEEX T, £9'. "Tiebreaker"t8zFEATE X I,

3IDEDOHY A FHFIBETEARWVESIEZ. RACY S XX Tmiscount/ NS X—XEFHETZETID) RUICH
MTEEXT, 774 ETIE. RACRY FT—UN—FrE—FZA LTI NI TY, @BE. RACIIEE
WHHEELRAC/ —REHFEL TS RENSHIRT B DICFERLET, £ BET A XU/N\—FE—

MIBHbEHRINTULET,


oracle-dr-smas-arch-tiebreaker.html

7=z, Oracle RACE R ML —JL =23 o —EXROMATHA MENS T v OB GET SO
O BNV IR—Thy rENB . SOWBDIRATEDOATY RO UDBIRENE T, RACE
FHA N/ —RHB0OMURICKITT 1 b DEFZBREILITITAWVES. BLUELIMURICKE Y1
MMELELTVWBRCEZRET A XV ZFEHAL THERETETRVEE., BT M/ —FRBHIBRINE T, F0OE
B F—AR—ZIPERIEFELELET,

SAVOVRR=DV VIR RELTZAZ U TICEK > TE. 30 TSnapMirror7? 7 7« FEIEEN R A LT D
L. BRYAMFDAML—TH—EXDRBREINS XTI TIIR+DRIGENHD £9, ZD30F
D4 Y RUISERTENTEET,

[root@jfsl2 ~]# /grid/bin/crsctl set css misscount 100
CRS-4684: Successful set of parameter misscount to 100 for Cluster
Synchronization Services.
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2024-09-12 09:50:59.352 [ONMD (681360) JCRS-1612: Network communication with
node jfsl3 (2) has been missing for 50% of the timeout interval. If this
persists, removal of this node from cluster will occur in 49.570 seconds
2024-09-12 09:51:10.082 [CRSD(682669)]CRS-7503: The Oracle Grid
Infrastructure process 'crsd' observed communication issues between node
'Jfs12' and node 'jfsl3', interface list of local node 'jfsl2' is
'192.168.30.1:46039; "', interface list of remote node 'jfsl3' is
'192.168.30.2:42037;"'.

2024-09-12 09:51:24.356 [ONMD(681360)]CRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 24.560 seconds
2024-09-12 09:51:39.359 [ONMD(681360) JCRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 9.560 seconds
2024-09-12 09:51:47.527 [OHASD(680884)]CRS-8011: reboot advisory message
from host: jfsl3, component: cssagent, with time stamp: L-2024-09-12-
09:51:47.451

2024-09-12 09:51:47.527 [OHASD(680884)]]CRS-8013: reboot advisory message
text: oracssdagent is about to reboot this node due to unknown reason as
it did not receive local heartbeats for 10470 ms amount of time

2024-09-12 09:51:48.925 [ONMD(681360) JCRS-1632: Node jfsl3 is being
removed from the cluster in cluster incarnation 621596607
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2024-09-11 13:44:38.613 [ONMD(3629)]CRS-1615: No I/O has completed after
50% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 99750 milliseconds.
2024-09-11 13:44:51.202 [ORAAGENT (5437) JCRS-5011: Check of resource "NTAP"
failed: details at " (:CLSNOOOO7:)" in
"/gridbase/diag/crs/jfsl3/crs/trace/crsd oraagent oracle.trc"

2024-09-11 13:44:51.798 [ORAAGENT (75914) ]JCRS-8500: Oracle Clusterware
ORAAGENT process is starting with operating system process ID 75914
2024-09-11 13:45:28.626 [ONMD(3629)]CRS-1614: No I/O has completed after
75% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 49730 milliseconds.
2024-09-11 13:45:33.339 [ORAAGENT (76328) ]CRS-8500: Oracle Clusterware
ORAAGENT process is starting with operating system process ID 76328
2024-09-11 13:45:58.629 [ONMD(3629)]CRS-1613: No I/O has completed after
90% of the maximum interval. If this persists, voting file
/dev/mapper/grid2 will be considered not functional in 19730 milliseconds.
2024-09-11 13:46:18.630 [ONMD (3629) JCRS-1604: CSSD voting file is offline:
/dev/mapper/grid2; details at (:CSSNM00058:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc.

2024-09-11 13:46:18.631 [ONMD (3629) JCRS-1606: The number of voting files
available, 0, is less than the minimum number of voting files required, 1,
resulting in CSSD termination to ensure data integrity; details at
(:CSSNM00018:) in /gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-11 13:46:18.638 [ONMD(3629)]CRS-1699: The CSS daemon is
terminating due to a fatal error from thread:
clssnmvDiskPingMonitorThread; Details at (:CSSSC00012:) in
/gridbase/diag/crs/jfsl3/crs/trace/onmd.trc

2024-09-11 13:46:18.651 [0OCSSD(3631) JCRS-1652: Starting clean up of CRSD

resources.
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oradata7 (3600a0980383041334a3£f55676c697347) dm-20 NETAPP, LUN C-Mode
size=128G features='3 queue if no path pg init retries 50' hwhandler='l
alua' wp=rw
| -+- policy='service-time 0' prio=0 status=enabled
| "= 34:0:0:18 sdam 66:96 failed faulty running
‘—+- policy='service-time 0' prio=0 status=enabled

- 33:0:0:18 sdaj 66:48 failed faulty running

Linux’ R X ME/INZDIEERE200EDBHIEZMCBESEBLE LD, T—EZR—=XIZELTIE. BEHLIRE
LA bDRRAMAD T S T2 MESIE. T 7 #J)L bDOracle RACERTE T200WR 7 —XL %9, 7/
T—RAR—ZNBIIHIFN T T I3 EFTHEASINE A

—7A. RXAIDHY A fdDOracle RAC/ — R TlE. H5—HDRAC/ — RDIERHIEHRINE T, TNUND
HmalE. BRECEDEELEITE T,

2024-09-11 13:46:34.152 [ONMD(3547)]CRS-1612: Network communication with
node jfsl3 (2) has been missing for 50% of the timeout interval. If this
persists, removal of this node from cluster will occur in 14.020 seconds
2024-09-11 13:46:41.154 [ONMD(3547)]CRS-1611: Network communication with
node jfsl3 (2) has been missing for 75% of the timeout interval. If this
persists, removal of this node from cluster will occur in 7.010 seconds
2024-09-11 13:46:46.155 [ONMD(3547)]CRS-1610: Network communication with
node jfsl3 (2) has been missing for 90% of the timeout interval. If this
persists, removal of this node from cluster will occur in 2.010 seconds
2024-09-11 13:46:46.470 [OHASD(1705) ]CRS-8011: reboot advisory message
from host: jfsl3, component: cssmonit, with time stamp: L-2024-09-11-
13:46:46.404

2024-09-11 13:46:46.471 [OHASD(1705) ]CRS-8013: reboot advisory message
text: At this point node has lost voting file majority access and
oracssdmonitor is rebooting the node due to unknown reason as it did not
receive local hearbeats for 28180 ms amount of time

2024-09-11 13:46:48.173 [ONMD (3547) JCRS-1632: Node jfsl3 is being removed
from the cluster in cluster incarnation 621516934
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Cluster2::> snapmirror failover start -destination-path jfs as2:/cg/jfsAA
[Job 9575] Job is queued: SnapMirror failover for destination
"jfs as2:/cg/jfsAA U

Cluster2::> snapmirror failover show

Source Destination Error
Path Path Type Status start-time end-time Reason
jfs _asl:/cg/jfsAA
jfs as2:/cg/jfsAA
planned completed 9/11/2024 9/11/2024
09:29:22 09:29:32

The new destination path can be verified as follows:

Clusterl::> snapmirror show -destination-path jfs asl:/cg/jfsAA

Source Path: jfs as2:/cg/jfsAA
Destination Path: jfs asl:/cg/jfsAA
Relationship Type: XDP

Relationship Group Type: consistencygroup
SnapMirror Policy Type: automated-failover-duplex

SnapMirror Policy: AutomatedFailOverDuplex

Tries Limit: -

Mirror State: Snapmirrored

Relationship Status: InSync
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