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# esxcli nvme info get
H 6

Host NQN: ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9flad36
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# vserver nvme subsystem host show -vserver nvme fc

A6

Vserver Subsystem Host NON

nvme fc nvme ss ngn.2014-08.org.nvmexpress:uuid:62al9711-ba8c-475d-c954-
0000c9fla4d36

R FDNONXFFHA—FH L BWEEIE. ZFEAL T/ E LV vserver nvme subsystem host add O
TV RZETLT, X dHONTAP NVMet 7 X7 LTIELWERX RNONXFF) ZEH L 7,

Broadcom/Emulexd & U'Marvell/QlogicZs8EL £ 9

o lpfc RTANE LY glnativefc vSphere 8.xMD K /N TlE. NVMe/FCHEEN T 7 #+ /L E TERICA
’D—CL\i_g-o

BENRSANFLE T 7—LI 7 THR—EFEINTVBRIDNE SHDZHERTBICIF. ZBRL TS
LY"Interoperability Matrix Tool"s

NVMe/FC % #&:F
NVMe/FCOIREEIC & RDFIE ZFEHATE XY,

FIE
1. NVMe/FCT7 R FAHESXiR A MIRRETNTWE e ZzHRL £,

# esxcli nvme adapter list

B

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vimhba64 agn:1lpfc:100000109b579f11 FC lpfc
vmhba65 agn:1lpfc:100000109p579f12 EC lpfc
vmhba66 agn:glnativefc:2100f4e9d456e286 FC glnativefc
vimhba67 agn:glnativefc:2100£4e9d456e287 FC glnativefc
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# esxcfg-mpath -b
uuid.ll6cb7ed9%e574a0faf35ac2ecl15969d : NVMe Fibre Channel Disk
(uuid.1ll6cb7ed%e574a0faf35ac2ecl115969d)
vmmhba64:C0:TO0:L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:£ff:7£:4a:50 WWPN: 21:00:00:24:ff:7f:4a:50 Target: WWNN:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:05:d0:39:ea:3a:b2:1f
vmhba64:C0:T1:1L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:£ff:7£:4a:50 WWPN: 21:00:00:24:ff:7f:4a:50 Target: WWNN:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:07:d0:39:ea:3a:b2:1f
vmmhba65:C0:T1:1L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:£ff:7f:4a:51 WWPN: 21:00:00:24:ff:7f:4a:51 Target: WWNN:
20:04:d0:39%9:ea:3a:b2:1f WWPN: 20:08:d0:39:ea:3a:b2:1f
vmmhba65:C0:TO0:L5 LUN:5 state:active fc Adapter: WWNN:
20:00:00:24:£ff:7f:4a:51 WWPN: 21:00:00:24:ff:7f:4a:51 Target: WWNN:
20:04:d0:39:ea:3a:b2:1f WWPN: 20:06:d0:39:ea:3a:b2:1f
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vserver nvme namespace create -vserver vs_1 -path /vol/namespace1-size 100g -ostype
vmware-block-size 512B
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# esxcli storage hpp path list -d uuid.df960bebb5a74a3eaaalae55e6b3411d

£fc.20000024£f£f7£4a50:21000024£ff7£4a50~-
£fc.2004d039%ea3ab21f:2005d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3ecaaalae55e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a51:21000024£ff7£f4a51-
£fc.2004d039%ea3ab21f:2008d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.df960bebbba74a3eaaalaeb55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbb5a74a3caaalae55e06b3411d)

Path State: active
Path Config: {ANA GRP id=4,ANA GRP_state=AO, health=UP}

£fc.20000024£f£f7£4a51:21000024ff7f4a51~
£c.2004d039%ea3ab21f:2006d039%ea3ab21f-
uuid.df960bebb5a74a3eaaalaeb5e6b3411d

Runtime Name: vmhba65:C0:T0:L3

Device: uuid.df960bebb5a74a3eaaalaebbebb3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebb5a74a3eaaalaeb5e6b3411d)

Path State: active unoptimized
Path Config: {ANA GRP id=4,ANA GRP_state=ANO, health=UP}

£c.20000024ff7f4a50:21000024££f7£f4a50-
£fc.2004d039%ea3ab21f:2007d039%ea3ab21f-
uuid.df960bebb5a74a3ecaaalaebbe6b3411d

Runtime Name: vmhba64:C0:T1:L3

Device: uuid.df960bebb5a74a3eaaalae55e6b3411d

Device Display Name: NVMe Fibre Channel Disk
(uuid.df960bebbba74a3caaalae55e0b3411d)

Path State: active
Path Config: {ANA_GRP_id:4,ANA_GRP_state=AO,health=UP}
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esxcli nvme adapter list

B

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba65 agn:nvmetcp:ec-2a-72-0f-e2-30-T TCP nvmetcp
vmnicO
vimhba66 agn:nvmetcp:34-80-0d-30-d1-a0-T TCP nvmetcp
vmnic?2
vmhba67 agn:nvmetcp:34-80-0d4d-30-dl-al-T TCP nvmetcp
vmnic3
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esxcli nvme controller list
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Name Controller Number
Adapter Transport Type Is Online Is VVOL

ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.166:8009 256

vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a644192.168.100.165:4420 258 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89pbla28a89alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.168:4420 259 vmhba64 TCP true false

ngn.1992-
08.com.netapp:sn.89%pbla28a89%alled8a88d03%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.166:4420 260 vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba64#192.168.100.165:8009 261
vmhba64 TCP true false
ngn.2014-08.org.nvmexpress.discovery#vmhba65#192.168.100.155:8009 262
vmhba65 TCP true false

ngn.1992-
08.com.netapp:sn.89%bla28a89%alled8a88d039%ea263f93:subsystem.nvme ss#vmhb
a64#192.168.100.167:4420 264 vmhba64 TCP true false
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esxcli storage hpp path list -d uuid.f4f14337c3ad4a639%9edf0e21de8b88bf
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tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.165:4420-
uuid.f4f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T0:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%9edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.168:4420-
uuid.f4f14337c3ad4a639%df0e21de8b88bf

Runtime Name: vmhba64:C0:T3:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.166:4420-
uuid.f4£f14337c3ad4a639%9edf0e21de8b88bf

Runtime Name: vmhba64:C0:T2:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a63%edf0e21de8b88bf)

Path State: active unoptimized

Path Config: {ANA GRP id=6,ANA GRP_state=ANO, health=UP}

tcp.vmnic2:34:80:0d:30:ca:e0-tcp.192.168.100.167:4420-
uuid.f4f14337c3ad4a639%edf0e21de8b88bf

Runtime Name: vmhba64:C0:T1:L5

Device: uuid.f4f14337c3ad4a639edf0e21de8b88bf

Device Display Name: NVMe TCP Disk
(uuid.f4f14337c3ad4a639%edf0e21de8b88bf)

Path State: active

Path Config: {ANA GRP id=6,ANA GRP_state=AO, health=UP}
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esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040

BETNBMEIFOTT,

2. TP4040H 7R — ~C &L ZDSMEID HTHRROFBREZBMCLF T,

esxcfg-advcfg -s 1 /Scsi/NvmeUseDsmTp4040
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esxcfg-advcfg -g /Scsi/NVmeUseDsmTp4040
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ONTAP Z{EH L 7= ESXi 7.x ® NVMe-oF KX F DHE

ESXi 7.X8 K UVONTAP #E1T79 51 = IT—HXKX L TlE. NVMe over Fabrics
(NVMe-oF) #&2—4w hE LTHRETTET,

HR— b4
* ONTAP 9.7LAB% Tl&. VMware vSphere® ') 1) — X TNVMe over Fibre Channel (NVMe/FC) hitR— bk
SNdLo5ICEbF LT
* 7.0U3cLABE TlE. ESXi/\1/N—/N1 ' —TNVMe/FCEEEN T R— SN X T,
* ONTAP 9.10.1L4 % TlE. ONTAP TNVMe/FCHgENHR— SN E T,

DIERE

*ESXi1=Z>IT—RKXME. NVMe/FC & FCP DEAD S T4 v I %BLT7H TRR—TRITTE
9, YR—FINBFCT7ARFR2 > FO—FD—EIZCDWVLWTIE. BB LTIV "Hardware
Universe" o A R—FSINBBHREN—TaVDORFOUIMIDOWTIE, Z8BLTLET
LV'Interoperability Matrix Tool",

* ONTAP 9.9.1 P3 LAF#TIX. ESXi 7.0 Update 3 T NVMe/FC HBEN T R— b ENF T,

*ESXi 7.0 LAPBED ) ) —RTlE NAINT+—<X>RTZ54> (HPP) D NVMe T/N\1 XDF 7 #JL k
IS4 TY,

BERI D IR
ROERISTR— FShEL A

*RDM Yy EYY

*s TTFHA
NVMe/FC Z=BMICL XY
1. ESXi 7R X D NQN XF5%FEELT. ONTAP 7L A O T 23 T X T LDHER ~ NQN XFF5 &
— ML TWBZexERELET,

# esxcli nvme info get

Host NQN: ngn.2014-08.com.vmware:nvme:nvme-esx

# vserver nvme subsystem host show -vserver vserver nvme
Vserver Subsystem Host NON

vserver nvme ss_vserver nvme ngn.2014-08.com.vmware:nvme:nvme-esx


https://hwu.netapp.com/Home/Index
https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/

Broadcom / Emulex Z5&E L £

1. #BBLT. REDPBBRRSAN T 7—LU T 7 THR—FEINTVWRIHESHERELE
9"Interoperability Matrix Tool",

2. Ipfc RZ4/\ + /INT X—4 Ipfc_enable_fc4_type=3 ZFKE L T 'Ipfc K5 /\T NVMe/FC H7R— kB
ICL' KRR+ ZzEEgILEd

vSphere 7.0 7w 75—k 3 LIB&. Tbremnvmefc ] RSANIZERTE A<D FELT L
@ Teht > Tllpfe' RS /NUZIE bremnvmefc’ RS54 /\E & B ICUETICIRE S 117z NVMe over
Fibre Channel (NVMe/FC ) #RED S ENTVWE T

Ipfc_enable_fc4 type=3" /NS5 X —&|F. LPe35000 ) —XDT7H T RICHLTT7#ILET
(D BESNTOET, LPe32000 &1 —XHEU LPe31000 & U —X 74 TR ICFHTRET 5
ICId. ROOAYY RZERITIBHENHD £,

# esxcli system module parameters set -m lpfc -p lpfc enable fc4 type=3

#esxcli system module parameters list -m lpfc | grep lpfc enable fcd4 type
lpfc enable fc4 type int 3 Defines what FC4 types
are supported

fesxcli storage core adapter list
HBA Name Driver Link State UID

Capabilities Description

vmhbal lpfc link-up £c.200000109095456f:100000109095456f
Second Level Lun ID (0000:86:00.0) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba?2 lpfc link-up £c.200000109b954570:1000001090954570
Second Level Lun ID (0000:86:00.1) Emulex Corporation Emulex LPe36000
Fibre Channel Adapter FC HBA

vmhba 64 lpfc link-up £c.200000109b95456£:100000109095456f

(0000:86:00.0) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

vmhba65 lpfc link-up £c.200000109b954570:1000001090954570
(0000:86:00.1) Emulex Corporation Emulex LPe36000 Fibre Channel Adapter
NVMe HBA

Marvell / QLogic ZF&EL £9

FiE
1. ZB8BLT BEBRRSANT7—LT T 7 TRENIIR—EINTVINE SO ERHERLF
9 "Interoperability Matrix Tool"s

2. glnativefc KRS /\ » /NS X—4 qgl2xnvmetupport =1 % 5&E L T 'qlnativefc K - /N T NVMe/FC HR—
FEBWMICL R E2BESHLET
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[ #esxcfg-module -s | gl2xnvmetupport = 1’glnativefc

QLE 277x 1) —X « PR T RZDT 7 # )L k Tld 'qinativefc’ K51 /\ « NS A—ZHRES
()  hTuEFalErx Y U= - FETRICEMTRET 510k, RO RERITT S
RELDB D E T,

esxcfg-module -1 | grep glnativefc
glnativefc 4 1912

3. 7R TRT NVMe BBEMICHE>TVBIHE S D 2R L F T,

fesxcli storage core adapter list

HBA Name Driver Link State UID

Capabilities Description

vmhba3 glnativefc link-up £c.20000024£ff1817ae:21000024£ff1817ae
Second Level Lun ID (0000:5e:00.0) QLogic Corp QLE2742 Dual Port 32Gb
Fibre Channel to PCIe Adapter FC Adapter

vmhba4 glnativefc link-up fc.20000024£f1817af:21000024ff1817af

Second Level Lun ID (0000:5e:00.1) QLogic Corp QLE2742 Dual Port 32Gb

Fibre Channel to PCIe Adapter FC Adapter

vmhba 64 glnativefc link-up fc.20000024£f1817ae:21000024ff1817ae

(0000:5e:00.0) QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe
Adapter NVMe FC Adapter

vmhba65 glnativefc link-up £fc.20000024££f1817af:21000024£f1817af

(0000:5e:00.1) QLogic Corp QLE2742 Dual Port 32Gb Fibre Channel to PCIe
Adapter NVMe FC Adapter

NVMe/FC % #&:
1. ESXi R X M IC NVMe/FC 7R TANDRRTREINTWVWBR I e 2L E T,
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# esxcli nvme adapter list

Adapter Adapter Qualified Name Transport Type Driver
Associated Devices

vmhba64 agn:glnativefc:21000024f£f1817ae FC glnativefc
vmhba65 agn:glnativefc:21000024ff1817af FC glnativefc
vmhba66 aqgqn:lpfc:100000109b579d9c FC 1lpfc
vmhba67 agn:1lpfc:1000001090579d9d EFC lpfc

2. NVMe/FC R—LZAR—IADBEYNMER SN ZRHRLF T,

XOF@D UUID IF. NVMe/FC X2—LRAR—IATFNARAERLTWVWET,

# esxcfg-mpath -b
uuid.5084e29%a6bb24fbcabbal76eda8ecd7e
(uuid.5084e29%9a6bb24fbcaSbal76eda8ecd7e)

NVMe Fibre Channel Disk

vmhba65:C0:T0:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:80:0d:6d:72:69 Target: WWNN:
20:17:00:a0:98:df:e3:d1l WWPN: 20:2f:00:a0:98:df:e3:d1

vmhba65:C0:T1:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:69 WWPN: 21:00:34:80:0d:6d:72:69 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:1a:00:a0:98:df:e3:d1

vmhba64:C0:T0:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:80:0d:6d:72:68 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:18:00:a0:98:df:e3:d1

vmhba64:C0:T1:L1 LUN:1 state:active fc Adapter: WWNN:
20:00:34:80:0d:6d:72:68 WWPN: 21:00:34:80:0d:6d:72:68 Target: WWNN:
20:17:00:a20:98:df:e3:d1l WWPN: 20:19:00:a0:98:df:e3:d1

ONTAP 9.7 Tld. NVMe/FC X—LAR—ZADT 7 AL +b07Ov I3 14 XIL4K TT,

®

CNZITSICIE

ZERL Y B5HEIE. *—

DT 7 AT AXIZESXI ICHIGLTWERA, LTEA > T,
LZAR—Z2QTOYvIH A4 X% 512b ICRET DIHELHD £7,
I vserver nvme namespace create | A RZHEHAL X,

ESXi DR —LRAR—X

il

vserver nvme namespace create -vserver vs_1 -path /vol/namespace1-size 100g -ostype vmware-block-
size 512B

ZBRLTKIETV'ONTAP Y OV YRR Za 7 IILR—I" ZBRLTLIEE L,

3. FNZEND NVMe/FC Z—LAR—ZXATFTNA ZADELZD ANAINZADRATF—R A =R LET,
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esxcli storage hpp path list -d uuid.5084e29%a6bb24fbcabbal76eda8ecd’e
£c.200034800d6d7268:210034800d46d7268~

£fc.201700a098dfe3d1:201800a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd7e)

Path State: active

Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£fc.201700a098dfe3d1:201a00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active

Path Config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}

£c.200034800d6d7269:210034800d6d7269~-
£c.201700a098dfe3d1:202f00a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba65:C0:T0:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd7e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%9a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP_ id=0, health=UP}

£c.200034800d6d7268:210034800d6d7268~-
£c.201700a098dfe3d1:201900a098dfe3dl-
uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Runtime Name: vmhba64:C0:T1:L1

Device: uuid.5084e29%a6bb24fbcabbal76eda8ecd’e

Device Display Name: NVMe Fibre Channel Disk
(uuid.5084e29%a6bb24fbcabSbal76eda8ecd’e)

Path State: active unoptimized

Path Config: {TPG id=0,TPG state=ANO,RTP id=0,health=UP}

NVMe/FC %= 5E

7.0U3cLAPE. HELNVMe/FCES a—ILB T 74 b TO—RINET, XYy b T—T ENVMe/FCT X 4
DERTEICDWVTIE. VMware vSphere® RF¥ 2 X > BB L TL T L,
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NVMe/FC % &

Fg
1. NVMe/FCT7 R THADRAT—RARA%=MER L F T,

[root@R650-8-45:~] esxcli nvme adapter list

Adapter Adapter Qualified Name

vmhba 64 agn:nvmetcp:34-80-0d-30-ca-e0-T
vmhba 65 agn:nvmetc:34-80-13d-30-ca-el-T
list

Transport Type Driver Associated Devices
TCP nvmetcp vmnzc?2

TCP nvmetcp vmnzc3

2. NVMe/FC#Efiix —EBRT I BICIE. XOOAY Y REFRLE T,

[root@R650-8-45:~] esxcli nvme controller list
Name

ngn.1992-
08.com.netapp:sn.5e347cf68e051llec9ec2d039%eal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.100.11:4420

ngn.1992-
08.com.netapp:sn.5e347cf68e051llec9ec2d039%eal3ebed: subsystem.vs name tcp
ss#vmhba64#192.168.101.11:4420

Controller Number Adapter Transport Type IS Online

1580 vmhbat64 TCP true
1588 vmhba65 TCP true

3. NVMeR—LAR—=ZIADNZADEERTTSICIE. XOOAIV REFERALE T,
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[root@R650-8-45:~] esxcli storage hpp path list -d
uuid.400bf333abf74ab8b96dcl8ffadc3£99
tcp.vmnic2:34:80:0d:30:ca:eo-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba64:C0:T0:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400b£f333abf74ab8b9%6dcl8ffadc3£99)

Path State: active unoptimized

Path config: {TPG id=0,TPG state=ANO,RTP id=0, health=UP}

tcp.vmnic3:34:80:0d:30:ca:el-tcp.unknown-
uuid.400bf333abf74ab8b96dcl8ffadc3£99

Runtime Name: vmhba65:C0:T1:L3

Device: uuid.400bf333abf74ab8b96dcl8ffadc3£99

Device Display Name: NVMe TCP Disk
(uuid.400b£f333abf74ab8b96dcl8ffadc3£99)

Path State: active

Path config: {TPG id=0,TPG state=A0,RTP id=0,health=UP}
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