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1. #—/N—I|Z Oracle Linux 9x 1 VA h—=JLLE T, 1A M—=ILHRT L7=5. 8E TNL7: Oracle
Linux 9.x I—RILHARITINTVWB e ZzHERL XY,

uname -—-r

Oracle LinuxA—=xJL/IN—< 3 > DAl

6.12.0-1.23.3.2.e19%uek.x86 64

2. Tnvmecliy NvTr—2 %A R=)ILLET,.

rpm -galgrep nvme-cli

TOFIE. nvme-cli /Ny T —IN—2 30

nvme-cli-2.11-5.e19.x86 64

3 A VAM=)LLET 1libnvme /Ny iTr— 0

rpm -galgrep libnvme

TOFIE. Clibnvme Ny —S N—T 3

libnvme-1.11.1-1.e19.x86 64

4. Oracle Linux 9.x7 R X kT, hostngn XF%| " /etc/nvme/hostngn:

cat /etc/nvme/hostngn

ROFIE. “hostngn' /N— 3 >t

ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcbh

5. ONTAPY X7 LT, “hostngn XFFIH—E 9 3 "hostngn ONTAPR kL —2 S X F L EDORET 3H T
S AT LDXFF:

vserver nvme subsystem host show -vserver vs 203



PerLET

Vserver Subsystem Priority Host NOQN

vs 203 Nvmel regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl1-3a68dd6lalcb
NvmelO regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmell regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8dl-3a68dd6lalcb
Nvmel2 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68ddelalcb
Nvmel3 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
Nvmel4 regular ngn.2014-
08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb

XFHN—H LB WSS hostngn &, AY Y RZERAL T, g SoNTAP 7 LAY T
@ SRATLDOXFH)EEFH L. “hostngn KA FDDDXFF| */etc/nvme/hostngn’
E—HEES "hostngn ' CEMTEFFY “vserver modifye

2w 73: NVMe/FC Y NVMe/TCPZ &K T 3

Broadcom/Emulex X 7zi3 Marvell/QLogic 7 X 72 %Z{#FH L T NVMe/FC Z18 T 2 H\. FHORES LU
SREERFERA L TNVMe/TCP 28 L £ 9



NVMe/FC - JO—RIL/IZZSalwoI R
Broadcom/Emulex7 & 72 FBICNVMe/FCZEREL £9,

FIE
1L HR-—PENTVWB TR TRETILZFERALTVWB L EZREELE T,

a ETIINBERTLET,

cat /sys/class/scsi host/host*/modelname

ROHAODERRENE T

LPe36002-M64-D
LPe36002-M64-D

b. EFILDFHAZRTLE T,

cat /sys/class/scsi_host/host*/modeldesc

ROBID &K S BHADRTENE T

Emulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64-D 2-Port 64Gb Fibre Channel Adapter

2. #E TN 3BroadcomZFRAL TVWA EZEELET 1pfc 77—LVIT7HELIUVZER LIRS
AW
a J7—LUITON—2areRRLET,
cat /sys/class/scsi host/host*/fwrev

ROBNET 7—LoxT7DN—=23 >R LTVWET,

14.4.576.17, sli-4:6:d
14.4.576.17, sli-4:6:d

b. ZIERLADRFAN—DN=23 0 ERRLET,

cat /sys/module/lpfc/version



RDOBIE. RZAN—DN=2 3> ZRLTVET,
0:14.4.0.8

+
BR—bENTVWETHTEIRSANELV T 7—LIITN=I3VDRFI) A MIDOWVWTIE Z
B8 L T < 72 & LV Interoperability Matrix Tool"s
3. HEF2L XY 1pfc enable fc4 type BICREINET 3
cat /sys/module/lpfc/parameters/lpfc enable fc4 type
4 A ZT—RR—bZRRTEDCzHERLET,
cat /sys/class/fc host/host*/<port name>

ROFIFIR—bFIDZRLTVET,

0x2100f4c7aa9d7cbhc
0x2100fd4c7aa9d7chd

S AZVI—FR—bDRFUVIAVTHB L EZHELET,

cat /sys/class/fc _host/host*/port state

ROBANKRRENET,

Online

Online

6. NVMe/FCA Z> T —42KR— b BMICBR>TED. 24— v b R—bDBESNB 2R LF
ERS

cat /sys/class/scsi _host/host*/nvme info
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PerLET

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000620b3c0869 WWNN

DID x080e00
NVME RPORT
DID x021401
NVME RPORT
DID x02141f
NVME RPORT
DID x021429
NVME RPORT
DID x021003
NVME RPORT
DID x02100f
NVME RPORT
DID x021015

ONLINE

WWPN x2001d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e2d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2011d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2002d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e4d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2012d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000005

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

%200000620b3c0869

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

Xmt 0000027ccf Cmpl 0000027cca Abort 00000014
xb 00000014 Err 00000014

Total FCP Cmpl 00000000000613ff Issue 00000000000613fc OutIO
fffffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 0000000a Err 0000000d

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000620b3c086a WWNN

DID x080000
NVME RPORT
DID x021501
NVME RPORT
DID x02150f
NVME RPORT
DID x021515
NVME RPORT
DID x02110b
NVME RPORT
DID x02111f
NVME RPORT
DID x021129

ONLINE

WWPN x2004d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e3d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2014d039eabac36f
TARGET DISCSRVC ONLINE

WWPN x2003d03%eabac36f
TARGET DISCSRVC ONLINE

WWPN x20e5d039%eabac36f
TARGET DISCSRVC ONLINE

WWPN x2013d039eabac36f
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000620b3c086a

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f

x2000d039%eabac36f

x20e1d039%eabac36f

x2010d03%eabac36f



LS: Xmt 0000027ca3 Cmpl 0000027ca2 Abort 00000017
LS XMIT: Err 00000001 CMPL: xb 00000017 Err 00000017
Total FCP Cmpl 000000000006369d Issue 000000000006369a OutIO
fEfffffffffffffd

abort 00000007 noxri 00000000 nondlp 00000011 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000008 Err 0000000c

NVMe/FC - ¥ —~/L/QLogic
Marvell/QLogic7 X2 72 FICNVMe/FCEREL £,

FIE

1L HR=—FENTVWBTHETIRSANET 7= LTI TON=J 3 VAR EITINTVSE L ERERL
9,

cat /sys/class/fc _host/host*/symbolic_name

ROFE. RSAN—ET7—LI7TT7DODN—23>ZRLTVET,

QLE2872 FW:v9.15.03 DVR:v10.02.09.300-k

2. SR L £ 9 gl2xnvmeenable BNSRESNE T, THIZKD. Marvell 74 TH2%ENVMe/FCA =T
—RE L THESEZZEHNTEET,

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

BESNBHIIFITY,

NVMe/FC

NVMe/TCP 70 b /LI BEEGIREEZ T R—F L TULWEHA. KD DIZ. NVMe/TCPHY TS X T LL
ZEIZEEENVMe/TCPOY Y R TIRETB N TEF XY, “connect £7-IX “connect-all FENTIRIEL
9,

FIE

1. 42T —ZR— b R—FEINTULBNVMe/TCP LIFDEHOITR—S DT — 2 ZBETEF3C
CEHESELED,

nvme discover -t tcp -w host-traddr -a traddr



PerLET

nvme discover -t tcp -w 192.168.30.10 -a 192.168.30.58

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.064a9b19b3eell1f09dcad039%eabac370:discovery
traddr: 192.168.30.99

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.31.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:discovery
traddr: 192.168.30.98

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem.subs

ys_kvm
traddr: 192.168.31.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 6

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem. subs

ys_kvm
traddr: 192.168.30.99
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.064a9b19b3eellf09dcad039%eabac370:subsystem. subs
ys kvm



traddr:
eflags:

none

sectype: none

trtype: tep

192.168.31.98

nvme subsystem

not specified

adrfam: ipv4
subtype:
treq:

portid: 5

trsvecid: 4420

subngn:

ys_kvm

traddr:
eflags:

none

sectype: none

2. NVMe/TCPA =T —R A2 —4w RLIFDMOEASHE T, RHEOIR—SDT—RZIEFICH
BTE3 xR LEY,

ngn.1992-
08.com.netapp:sn.064a9p19b3eellf09dcad039%eabac370:subsystem.subs

192.168.30.98

nvme discover -t tcp -w host-traddr -a traddr

PerLET

nvme

nvme

nvme

nvme

3. #E1TLE Y nvme connect-all /—REAETHR—FEINTLWSEITRTONVMe/TCP1I =T
—RZ—=7y bLIFEZNRE LAYV R

discover
discover
discover

discover

tcp —-w
tcp —-w
tcp —-w
tcp —-w

192.
192.
192.
192.

168.
168.
168.
168.

30.
30.
31.
31.

10
10
10
10

192.
192.
192.
192.

168.
168.
168.
168.

nvme connect-all -t tcp -w host-traddr -a traddr

30.
30.
31.
31.

58
59
58
59
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PerLET

nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.58
nvme connect-all -t tcp -w 192.168.30.10 -a 192.168.30.59
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.58
nvme connect-all -t tcp -w 192.168.31.10 -a 192.168.31.59

Oracle Linux 9.4L(f%. NVMe/TCPDERE | “ctrl_loss_tmo timeout BEIMIIC T4 T ICRRESNET T, ZDE
B. ROKSICHEDET

* BTEDREEFENTITONEIIH D £H A “cfrl_loss_tmo timeout AR DIFFRFRD "nvme connect” & 7=
I& ‘nvme connect-all AX VK (A TF>3>-) .

LEERICBDET,

2TvT4: A3 LT udevil—)LDiopolicyzZEL X7,

Oracle Linux 9.x7R X ~ENVMe-oF DT 7 # )L k DiopolicyZ XD K SICREL £J o round-robin. Oracle
Linux 9.6LAB% Tld. iopolicy’Z XD K SICEETEFXY, queue-depthudev /L= 771 IILEZZEELZE
ER

FIE
1 )L—FERTTFRXS I74X—TudevIL—IL 77 1L ZRATFT,

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
ROENDRRINET,
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. NetApp ONTAPO Y hO—5 D iopolicy 3R E T 3172 RDIT £ 7,

ROBNE IL—=ILDFIZRLTVET,

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. JL—IL%Z{EIEL T round-robin A3 queue-depth:
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ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. udev L—ILeBHMHAH L. BEZHEALET,

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

5. T X T LDIRTED iopolicy ZMEERL £9- <subsystem>%Z B I X £, fl: nvme-subsys0 o
cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

ROBADNKRRENE T,

queue-depth.

@ #F LU iopolicy I&. —E 9 BNetApp ONTAPO Y bO—5 TN\ RICEEMISERINE I,
BESHIFTETT,

2T vw F5: A>3 > TNVMelFCDIMB I/I0Z BZHICT 3

ONTAP (Z. A O FO—F T—R TRAT—XEET A X (MDTS) '8 THH I ELHRELEFT, DFED. &
KO ERY A XIE1MB £TICHD 9, Broadcom NVMe/FCR X RMZCIMBDI/OY U TR & FTT BIC

I&. lpfc OB “Ipfc_sg_seg_cnt /NTAXA—R%ET T 4L MED 64 H'5 256 ICEEL T,
@ CDOFEIE. Qlogic NVMe/FCARXR MMZIFBEATINEE Ao

=25}
1. "Ipfc_sg_seg_cnt /NT X —R%256ICREL F95

cat /etc/modprobe.d/lpfc.conf
RDBID &K S BHADKRTEINE T,
options lpfc lpfc sg seg cnt=256

2. O R%ETL dracut -f. FAMEUT—=rLET,
3. DEH256TH 3 & =R L "Ipfc_sg_seg_cnt £ 7,
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

ATvT6:NVMe 7 — b —E X &HERT S

Oracle Linux 9.5Lf% Cld. “nvmefc-boot-connections.service' & L T “nvmf-autoconnect.service' NVMe/FCIZ
EFNB3T—FHY—EX nvme-cli N\ —JIES AT LOESHRICEHEMNICERICEHED £,

EENET L7=5. nvmefc-boot-connections.service' % L T “nvmf-autoconnect.service’ 7' — k #—E XA
BaicE-oTWED,

FIiE
1. "B TH S Z & =2mESE L nvmf-autoconnect.service &£ 9o

systemctl status nvmf-autoconnect.service

HOBERRTLET,

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead) since Tue 2025-10-07 09:48:11 EDT; 1
week 0 days ago

Main PID: 2620 (code=exited, status=0/SUCCESS)
CPU: 19ms

Oct 07 09:48:11 R650xs-13-211 systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Oct 07 09:48:11 R650xs5-13-211 systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Oct 07 09:48:11 R650xs-13-211 systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. NEWMTH B Z & =FESE L nvmefc-boot-connections.service’ £ 3,

systemctl status nvmefc-boot-connections.service
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HABERTLET,

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-10-07 09:47:07 EDT; 1
week 0 days ago

Main PID: 1651 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 07 09:47:07 R650xs-13-211 systemd[1l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

AT ITT: IIIVFNRERZHERT S

H—FILHADNVMeTILFINZAZATF—R R, ANART—R R, B LUVPONTAPR — L AR— XH'NVMe-oF &%
ICSFLTELWS e ZEELE T,

Fig
1. A—RILANVMeTILFNADEMICHE>TWS I e x2ERLE T,

cat /sys/module/nvme core/parameters/multipath

ROBADNRTENE T,

2. %Y T BONTAPR — L AR— X DETHNVMe-oF & E (modelZNetApp ONTAPI Y FO—SICERE
L. load balancing iopolicyz 27 > ROEVICERET 3K E) NARIAMIELSRBENTWVWS Lz
BLET,
a I AT LERRLED,

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROBADNRRENET,
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NetApp ONTAP Controller
NetApp ONTAP Controller

b. RS —=RRLET,

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

iopolicy ICERE SNIENKRTREINE T, RICHZTLEFT,

queue-depth
queue-depth

3. A= LAR—ZNMEREN. RAPTELKRESNIC e zBRLET,

4. ENXNZ2DOOY FO—SDRENIveTHD. ELVANART—ZADBEINTVWRE&2HEELET,

16

nvme list

BflermLET
Node Generic
Namespace Usage
/dev/nvmel02nl /dev/ngl02nl
Controller Ox1 2.25
9.17.1
/dev/nvmel02n2 /dev/ngl02n2
Controller 0x2 2.25
9.17.1
/dev/nvmel06nl /dev/nglO6énl
Controller Ox1 2.25
9.17.1
/dev/nvmel06n2 /dev/ngl06n2
Controller 0x2 2.25
9.17.1

SN
Format

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAk NetApp ONTAP
GB/ 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B

81LLgNYTindCAAAAAAAs NetApp ONTAP
GB / 5.37 GB 4 KiB + 0 B



NVMe/FC

nvme list-subsys /dev/nvmedn5

PerLET

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d03%aa8l138c:discovery
hostngn=ngn.2014-08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-
3a68dd6lalcb \ +- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvme2 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme8 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live optimized

NVMe/FC

nvme list-subsys /dev/nvmelnl
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PerLET

nvme-subsys98 - NQN=ngn.1992-
08.com.netapp:sn.f9¢c6d0cb4fefl11£f08579d039%eaa8138c:subsystem.Nvme
9
hostngn=ngn.2014-

08.org.nvmexpress:uuid:b1d95cd0-1f7c-11lec-b8d1l-3a68dd6lalcb
\

+- nvmel00 fc traddr=nn-0x20lad039%eabac36f:pn-
0x201dd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7¢c5d live non-optimized

+- nvmelOl fc traddr=nn-0x20lad039%eabac36f:pn-
0x201cd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live non-optimized

+- nvme98 fc traddr=nn-0x201ad039%eabac36f:pn-
0x201bd039%eabac36f,host traddr=nn-0x2000f4c7aa9d7c5c:pn-
0x2100f4c7aa9d7c5¢c live optimized

+- nvme99 fc traddr=nn-0x201ad039%eabac36f:pn-
0x20led039%ecabac36f,host traddr=nn-0x2000f4c7aa9d7c5d:pn-
0x2100f4c7aa9d7c5d live optimized

[root@SR630-13-203 ~1#

L2V NTYTTSTAUT. ONTAP Z— L AR—ZATNA A EICIELWMERARTREINTWAR L =2 HE
BLET,



5| (Column)

nvme netapp ontapdevices -o column

BlzrmLEY
Device Vserver Namespace Path NSID UUID
Size
/dev/nvmel02nl vs 203 /vol/Nvmevol35/ns35 1
00e760c9-edca-4d9f-b1d4-e9a930bf53c0 5.37GB
/dev/nvmel02n2 vs 203 /vol/Nvmevol83/ns83 2

1£fa97524-7dc2-4dbc-b4cf-5ddaS8e7095c0 5.37GB

JSON

nvme netapp ontapdevices -0 json

PlerLET

"ONTAPdevices": [
{

"Device":"/dev/nvmellnl",
"Vserver":"vs 203",
"Namespace Path":"/vol/Nvmevoll6/nslé",
"NSID":1,
"UUID":"18a88771-8b5b-4eb7-bff0-2ae261£488e4",
"LBA Size":409¢6,
"Namespace Size":5368709120,
"UsedBytes":2262282240,
"Version":"9.17.1"

}
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ATv T8 BEBA VNV R ZHRET S

Oracle Linux 9.x 7R X F EONTAPO Y FO—SRID NVMe/TCP 2D R L% 1 VN> REREEA Y R— S
£9,

BEBFVIEHRET DICIF. FRXMFEIEFTY O—5% DH-HMAC-CHAP * —|CEEIT I HRENH D
£9, DH-HMAC-CHAP F—I[%. NVMe KRR b £7=I3J> FO—5d NQN EBIEZICK > THREINER
BES—U Ly bOEAEDLETY, E7EFRIATBICIE. NVMe /R M E7=IEO> bO—Z 3 E 7 ICEER T
BNTcF—%RBMITI2VELHD XY,

FIE

CLI £7=I13#rK JSON 7 71 ILEFERALT. B2BA VNV REBHAEHRELEFT, BERDZ YT IXTLICER
% dhchap ¥ —%18E I 2N ELH ZHE X, 18 JSON 7 71 ILZERLE Y,
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CLI OfEF
CLIZERLTEFX 27BN\ FFREEZREL T,

1. RZ ENONZEE L £ 75

cat /etc/nvme/hostngn

2. Linux R X k@ dhchap ¥ —% 4%/ L £ 9,

IR Y ENSA—=2DHE % RICTR L "gen-dnchap-key' £ 9,

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ROFTIE. HMACHBIZERESNT=Z >4 LDHCHAPF — (SHA-512) DH&EEnE 9,

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c4c04£f425633

DHHC-
1:03:xhAfbADSIVLZDx1VbMFEOASJZ3F/ERGTXhHZZQJKgkYkTbPI9dhRyVtr4dBD+SG
1iAJO3by4FbnVtovlLmk+86+nNcek=:

3. ONTAPOY hO—5T. "X MEENML. WADDHCHAPF—%38EL X7,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. RZ M. BHABEENABEDO2BEDSRNARET R—FLET, "X FT. ONTAPOY bO—5IC
L. BIRLUEREARICE DWW TDHCHAPEF —%Z1EE L £ 9,
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. #83F9 % nvme connect authentication ARA MY FO—ZODHCHAPF—%MEEELTOVY
YRZEERITLEY,

a. 7R X FDHCHAP*—%#HEEL £ 9,

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

I BABREDHAMZRLE T,

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03:Y5VkKkKkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VKkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt 3IQKP5Fbjje\/JSBOJG
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

DHHC-

1:03:Y5VkkESgmt TGNdX842gemNpFK6BXYVwwngErgt3TIQKP5Fbjje\/JSBO]G
5Ea3NBLRfuiAuUSDUto6eY\/GwKORp6AWGkw=":

b. 1> +rO—ZDDHCHAPF* —ZHERL £,

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



1. WABREDHAIMZRLE T,

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzq4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

DHHC-
1:03:frpL1TrnOYtcWDxPzg4ccxUlUrH2FjV7hYw5s2XEDB+10+TjMsOwHR\ /N
FtMOnBBidx+gdoyUcC5s6h0O0tTLDGcz0Kbs=:

JSON

ONTAPOY O— S THEMDONVMet T2 X7 LZFERATESHEIF. ARV RTI71IL%
nvme connect-all fEATEF XY ' /etc/nvme/config.isons

A -0 JSON 77 IEERT DA T a>, FOMODEXA T a3 >»IZDWVWTIE. nvme connect - all
DIYZaT7IIR=DHEBEBELTLLEETL,

1. JSON 7 71 IILZH/RELF T,
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PerLET

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-
5410-8048-c4c04£425633",
"hostid":"4c4c4544-0056-5410-8048-c4c04£425633",
"dhchap key":"DHHC-
1:01:nFg06gVOFNpXqoiLOFO0L+swULQpZU/PjU9v/McDeJHJTZF1F: ",
"subsystems": [
{

"ngn":"ngqn.1992-
08.com.netapp:sn.09035a8d8c8011£f0ac0£fd03%eabac370:subsystem. subs
ys",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.30.69",

"host traddr":"192.168.30.10",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS0O9kQ1
/bvZij+Bo3rdHh3xPXeP6adxyhcRygdds=:"

@ EREDOFITIE. (KISXE L. 1& dhchap key ICRS “dhchap secret” L
“dhchap ctrl key ‘dhchap_ctrl_secret &9,

2. config json7 71 JLZ{EFA L TONTAPO Y bO—ZICEFKL X9,

nvme connect-all -J /etc/nvme/config.json

3 BHIIZAFTLDEIY FO—FTDHCHAPY —J Ly A EMICHE > TWVWBR e ZzHERLE T,

a. IRZX FDHCHAP*—Z R L £ 7,

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

24



RDOFIL. dhchap F—ZRLTWVWET,

DHHC-1:01:nFg06gV0FNpXqoiLOFOL+swULQpZU/PjU9v/McDeJH]JTZF1F:
b. 3> FO—SDODHCHAPF —%ZEFEL £ 9,

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

ROPID K S BHAHRREINE T,

DHHC-
1:03:n3F8d+bvxKW/s+1EhgXaOohI2sxrQ9iLutzduuFg49JgdjjaFtTpDS09kQl /bvZz
J+Bo3rdHh3xPXePbadxyhcRygdds=:

FlE9 : BRI DEEZ R 5
BEADREIZ 5 0 £ Ao

ONTAP X kL —HICNVMe-oF % {£H L TOracle Linux 8.x%
A A S

Oracle Linux 7R X b &, IEXSFREFIZERI 77 7 2 X (ANA) % fig 2 7= NVMe over Fibre
Channel (NVMe/FC) & & T NVMe over TCP (NVMe/TCP) 7O rd)LZHHR—rL &
9o ANA (L. iISCSI B U FCP RIBICHITRIEMFRERIEI=Zw b 72Ut X (ALUA) &
BEZFEDOTILFNIKEEZREL X T,

Oracle Linux 8.x F3IC NVMe over Fabrics (NVMe-oF) R 2 h =BT 3 HEEF B L £d, FHAEYR—LE
BEREIBIRICD UL TIE. "Oracle Linux ONTAPDH 7R — k L #EE"

Oracle Linux 8.x ® NVMe-oF Ci&. XOBEEID&IENH D F ¢,

* NVMe-oF 7O R JJLEFEALT SAN T— kgt R—bFEINTULEE A

* NetApp sanlun /RRX b I—7F « 1) 74 DH7R— kiE. Oracle Linux 8.x 7R X k _E®dD NVMe-oF TIXFERT
TEHA KDDIC. AT TICEENSZNetApp T ST 1 U %=FATETE T, ‘nvmecli IRTD
NVMe-oF k5> ZR—rED/NYT—,

* Oracle Linux 8.2 L I Tld. &1 7T+ 7 NVMe/FC BENHEF:E X7 ) 7 & nvme—cli Ny —S TERTE
FtH Ao HBARIVA—DIRHT ZNAEENEGR V) S hZ2FERALET,

* Oracle Linux 8.2 LI TIE. NVMe WILFNZRDZO Y ROEY O—R NS> T1ET 7 4L FTEM
ICHE>TWEH A, COEEXEMICT BICIE. udevL—ILDIERL -
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27w 1: Oracle LinuxX NVMeY 7 bz 7% 14> XA b—=)L L. BRZHERETS
HR—EINTWLWS Oracle Linux 8x V7 F I T 7DOR/NN—2 3 V%ERIAET BICIE. ROFIBICHREVE T,

Flig
1. #—/N—I|Z Oracle Linux 8x 1 VA r—JLLE T, 1 VA F—ILHRT LT=5. 8E I M7= Oracle

Linux 8.x h—RILHAEFTEINTVWBR e 2R LE T,
uname -—-r

Oracle LinuxA—xJL/IN—< 3 > DAl

5.15.0-206.153.7.1.el8uek.x86 64
2. Tnvme<cli] Nwr—2%A YA R=)LLET,
rpm -ga|grep nvme-cli
ROBNE. “nvme-cli /Xy r—N—T 3>
nvme-cli-1.16-9.e18.x86 64

3. Oracle Linux 8. 2UFIDIZE. XDXFF %z R Dudev)L—ILE LTEMLF T,
/lib/udev/rules.d/71-nvme-iopolicy-netapp-ONTAP.rules o _AlLICcLD. NVMe ¥ILF /XX

OZIrROEY O—R NSOV IDERRICED £,

cat /lib/udev/rules.d/71-nvme-iopolicy—netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP
ACTION=="add", SUBSYSTEMS=="nvme-subsystem",

Controller", ATTR{iopolicy}="round-robin"

ATTRS {model }=="NetApp ONTAP

4. Oracle Linux 8.xR X b T. hostngn XF% */etc/nvme/hostngn:
cat /etc/nvme/hostngn

ROFIE. “hostngn' /N—T 3 >

ngn.2014-08.org.nvmexpress:uuid:edd38060-00£f7-47aa-a9%dc-4d8ae0cd969a

5. ONTAP> X7 LT “hostngn' XZFFIH—ET B “hostngn ONTAPX kL —2 S X T L LEDOWET BT
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> AT LOXFF:
vserver nvme subsystem host show -vserver vs coexistence LPE36002

erLET

Vserver Subsystem Priority Host NOQON

vs_coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvmel
regular nagn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvme?2
regular nagn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
nvme3
regular ngn.2014-
08.org.nvmexpress:uuid:edd38060-00f7-47aa-a%dc-4d8ae0cd969%a
4 entries were displayed.

XFFH—B LA WBE “hostngn'id. OY > REEA L "vserver modify T. XJh&d
@ BONTAP7 LA H T RT LDXFS%Z KX ~DDDXFES| Jetc/nvme/hostngn™ & —E9
% & 31Z hostngn E#T L “hostngn’ £ 9

6. #7723 LT, RALHKRXAFLETNVMeSCSIDHERS T4 v I ERTITB-HIC. NetApp
IFONTAPR— L AR—RICH—FILKHANVMeT L F NI ZFERTZ e ##HELTVE T, dm-
multipath’ Z1LZNONTAP LUN HT9, CHUZED. ONTAPR—LZRR—IADBEASTNE I, “dm-
multipath’ B51E 9 % "dm-multipath ONTAPR— L ZAR—XATF/NA RZEBERTEHRLBED T,

a. 1809 % “enable_foreign 5XE 9 % letc/multipath.conf 7 77 1 )L,

cat /etc/multipath.conf
defaults {
enable foreign NONE

b. BiEeH 93 ‘multipathd HFTL LWEREZERT 3T —E >0
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systemctl restart multipathd

2T v 72: NVMe/FC ¥ NVMe/TCP% 1 T 3

Broadcom/Emulex & 7zi& Marvell/QLogic 74 7R %ZfEH L T NVMe/FC 18T 5 h. FEDRES LU
e iR E% AR L T NVMe/TCP Z#M L £,
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FC-JO—RIOLIZTZSalL vy
Broadcom/Emulex7 & 72 FBICNVMe/FCZEREL £9,

FIE
1L HR=—PENTVWB TR TRETILZFERALTVWB L EZREELE T,

a ETIINBERTLET.

cat /sys/class/scsi host/host*/modelname

ROHAODERRENE T

LPe36002-M64
LPe36002-M64

b. EFILDFHAZRTLE T,

cat /sys/class/scsi_host/host*/modeldesc

ROBID &K S BHADRTENE T

Emulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
FEmulex LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. #E TN 3BroadcomZFRAL TVWA EZEELET 1pfc 77—LVIT7HELIUVZER LIRS
AW
a J7—LUITON—2areRRLET,
cat /sys/class/scsi host/host*/fwrev

ROBNET 7—LoxT7DN—=23 >R LTVWET,

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. ZIERLADRFAN—DN=23 0 ERRLET,

cat /sys/module/lpfc/version
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ROFNE RSAN—DN=23 >R LTVWET,

0:14.2.0.13

+
YR—FSNTVWBTETEIRSANELV T 7—LIITN=23 VORFIVIAMIDOVWTIE. %
B8 L T < 72 & LV Interoperability Matrix Tool"s

D T3] ICRRETNTWVWB Z =S L “Ipfc_enable_fc4 type £ 9,

cat /sys/module/lpfc/parameters/lpfc _enable fcd4 type

CAZVI—BR— b ERRTEIHCZRELE T,

cat /sys/class/fc host/host*/<port name>

ROFIIR—bFIDZRLTVET,

0x100000109b£0449c
0x100000109p£0449d

CAZVI—FR— DT STA O THE R LT,

cat /sys/class/fc host/host*/port state

ROBADERRENET,

Online

Online

- NVMe/FCA Z> T—RR— b DBEMICHE>TED. Z—7 v b AR—bHEBBETNZ e zHRLF

ERS

cat /sys/class/scsi _host/host*/nvme info


https://mysupport.netapp.com/matrix/

PerLET

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x1000001090£f0449c WWNN x200000109bf0449c
DID x061500 ONLINE

NVME RPORT WWPN x200bd039%ecab3le9c WWNN x2005d039eab3ledc
DID x020e06 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2006d039%eab31e9c WWNN x2005d039%9eab31le9c

DID x020a0a TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 000000002c Cmpl 000000002c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000000008ffe8 Issue 000000000008ffb9 OutIO
ffffffffffffffdl
abort 0000000c noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000000c Err 0000000c
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x1000001090f0449d WWNN x2000001090f0449d
DID x062d00 ONLINE

NVME RPORT WWPN x201£d039%eab31le9c WWNN x2005d039%eab31le9c
DID x02090a TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200cd039%eab3le9c WWNN x2005d039eab3ledc

DID x020d06 TARGET DISCSRVC ONLINE
NVME Statistics
LS: Xmt 0000000041 Cmpl 0000000041 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000000936bf Issue 000000000009369%9a OutIO
ffffffffffffffdb
abort 00000016 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000016 Err 00000016

FC - ¥—~JL/QLogic
Marvell/QLogic7 X 72 FICNVMe/FCEREL £,

Fg

1L HR=bEINTWVWBTRTEIRSANET 7= LI T TON=23 VHEITEINTVWS e Z2HERL
9,

cat /sys/class/fc _host/host*/symbolic name



32

ROFNE RSZAN—CT7—LIOTT7DN—=23>ZRLTVWET,

QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k
QLE2772 FW:v9.15.00 DVR:v10.02.09.100-k

FEER L £ 9 gl2xnvmeenable B'ESNE T, CNIZKD. Marvell 74 FRZ%ZNVMe/FCA =T
—RELTHESEZEHTEXT,

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

BESTNBENIFITT,
TCP

NVMe/TCP 00 k JJLIZBEEEGIREE Y R— L TULWEHFA. KD DIC. NVMe/TCPH T X FLL
ZEIZEEENVMe/TCPOY Y R TIRETB N TEF XY, “connect £7-IX “connect-all FENTIRIEL
9,

1L AZOI—RR— P R— TN TUVBNVMe/TCP LIFOBRHEOIR—S DT —RZEIGTESC
CMERRLET,

nvme discover -t tcp -w <host-traddr> -a <traddr>



PerLET

nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24 Discovery
Log Number of Records 20, Generation counter 45

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d039%eab3le9d:discovery
traddr: 192.168.6.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef9%ab8d03%eab31le9d:discovery
traddr: 192.168.5.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%ab8d03%ab3le9d:discovery
traddr: 192.168.6.24

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized
treq: not specified
portid: 2

trsvcid: 8009

subngn: ngn.1992-

33



08.com.netapp:sn.e6cd438e66ac2llef%9ab8d03%ab3le9d:discovery
traddr: 192.168.5.25
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac21l1ef%ab8d039%eab31e9d:subsystem.nvme
_tcp 4

traddr: 192.168.6.25
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.e6cd438e66ac2llef%9ab8d039%eab31e9d: subsystem.nvme
tcp 4

2. NVMe/TCPA1 = I —R X —4w FLIFOMID TR TOEAEHET. BEOQITR—JSDT—42%
ERICHETEZe=ERALET,

nvme discover -t tcp -w <host-traddr> -a <traddr>

BlermLET
nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.24
nvme discover -t tcp -w 192.168.6.1 -a 192.168.6.25
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.24
nvme discover -t tcp -w 192.168.5.1 -a 192.168.5.25

3. #F1TL £ 9 nvme connect-all /—R2AETHR—FINTLWEITRTONVMe/TCPAZ> T
—R[Z—y bLIFZXRE LIV R



nvme connect-all -t tcp -w host-traddr -a traddr -1
<ctrl loss timeout in seconds>

PlErLET

nvme connect-all -t tcp -w 192.168.5.1 -a 192.168.5.24
=1 =i
nvme connect-all
=1 =1
nvme connect-all
=1 =1
nvme connect-all
=1 =i

|
pos

tcp -w 192.168.5.1 -a 192.168.5.25

|
o

tcp -w 192.168.6.1 -a 192.168.6.24

|
o

tcp -w 192.168.6.1 -a 192.168.6.25

NetAppl&. ‘ctrl-loss-tmo option*IZ “-1'"NVMe/TCP 1 = T—4& —|d. /NRIBRIRE LB SICELRICE
BezsaiTLES.

27w F3: A>3 > TNVMelFCDIMB I/I0Z BZHICT 3

ONTAP (f. #3OY FO—35 F— 2 TRAT—FEEY 1 X (MDTS) A8 THILBELET, 20, B
K 1/O BXRY 41 XlF 1 MB £TICHD £9, Broadcom NVMe/FCR R MZIMBDI/OY) VTR M EFHITT BIC
I&. lpfc DOMfE "Ipfc_sg_seg cnt /NTA—R%ZT T+ )L MED 64 H'5 256 ICEELE Y,

()  coOFIEE Qogic NVMelFCH R MZIEBRAENEE A

FiE
1. "Ipfc_sg_seg_cnt /N X—R%256ICFREL £95

cat /etc/modprobe.d/lpfc.conf

ROPID K S BHAHERREINE T,

options lpfc lpfc sg seg cnt=256

2. AT Y R%FE1TL dracut -f. KX +EUIT—=FLET,
3. DEN256TdH 2 Z L =R L “Ipfc_sg_seg_cnt' £,
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

2T T4 IIIFINERZHERT S

H—RILADNVMeTILFINART—R R, ANART—H R, HLUVONTAPHR— Ly 2R — ZHNVMe-oF &K
IS LTIELWI e 2R LE T,

FI&E
1. A—FIILANVMeRILFNZIDBIICAE>TVWS I MR L F T,

cat /sys/module/nvme core/parameters/multipath

ROHHDRRENE T

2. %9 BONTAPR— Ly AR— X DiEY]%ENVMe-oF#E (modelzNetApp ONTAPI Y kO—FIZERTE
L. load balancing iopolicyz 27 > ROEVICERET 2K E) NARAMIELL RBENTWVWS Lz
BLEY,

a IO RTLERRLET,
cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROHHDRRENE T

NetApp ONTAP Controller
NetApp ONTAP Controller

b. RS —%ZRRLET,
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
ROEADVRTREINETE T,

round-robin

round-robin

3. R—LRAR—ZIAPMEH TN, FRXFTELSKREINZCZREELET,
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nvme list

PerLET

/dev/nvmeOnl 814vWBNRwf9HAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn2 814vWBNRwfOHAAAAAAAB NetApp ONTAP Controller
/dev/nvmeOn3 814vWBNRwfOHAAAAAAABR NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 85.90 GB / 85.90 GB 4 KiB + 0 B PETEITETE

2 85.90 GB / 85.90 GB 24 KiB + 0 B FFFFFFFF

3 85.90 GB / 85.90 GBR 4 KiB + 0 B EBEEBEEE

4. ENZDOY FO—FDREDiveTH D IELVANART—ZZAWBETNTVD e 2R LE T,

nvme list-subsys /dev/nvmeOnl

NVMe/FCDf% FRix

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
4b4d82566aabllef9ab8d039%9eab31e9d: subsystem.nvme\

+- nvmel fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ad039%eab31lelc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live
optimized

+- nvme2 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203cd039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live
optimized

+- nvme3 fc traddr=nn-0x2038d039%eab3le9c:pn-0x203ed039%eab31ledc
host traddr=nn-0x200034800d756a89:pn-0x210034800d756a89 live non-
optimized

+- nvme7 fc traddr=nn-0x2038d039%eab31le9c:pn-0x2039d039%eab31lelc
host traddr=nn-0x200034800d756a88:pn-0x210034800d756a88 live non-
optimized
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NVMe/TCPDOHIZ RS

nvme-subsys0 - NQN=ngn.1992- 08.com.netapp:
sn.e6c438e66ac2llef9ab8d03%eab3le9d:subsystem.nvme tcp 4

\
+- nvmel tecp traddr=192.
host traddr=192.168.5.1

168.5.25 trsvcid=4420
src _addr=192.168.5.1 live

+- nvmelO tecp traddr=192.168.6.24 trsvcid=4420

host traddr=192.168.6.1
+- nvme2 tcp traddr=192.
host traddr=192.168.5.1
+- nvme9 tecp traddr=192.
host traddr=192.168.6.1

IV RTYT TSI A2T. ONTAP Z—LAR—ZATNA A EICEELWMERRTIINTWB Z L% HE

L&,

src_addr=192.168.6.1 live
168.5.24 trsvcid=4420
src addr=192.168.5.1 live
168.6.25 trsvcid=4420
src _addr=192.168.6.1 live

optimized

optimized

non-optimized

non-optimized



% ( Column)

nvme netapp ontapdevices -o column

PlERLET
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmelnl vs_coexistence QLE2772
/vol/fcnvme 1 1 0/fcnvme ns 1 159f9f88-be00-4828-aef6-
197d289d4bd9 10.74GB
/dev/nvme0On2 vs_coexistence QLE2772
/vol/fcnvme 1 1 1/fcnvme ns 2 2clef769-10c0-497d-86d7-
e848lled2df6 10.74GB
/dev/nvmeln3 vs_coexistence QLE2772
/vol/fcnvme 1 1 2/fcnvme ns 3 9b49bfla-8a08-4fa8-bafl-

cec6332ad5a4 10.74GB

JSON

nvme netapp ontapdevices -0 json
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PerLET

"ONTAPdevices" : |

{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 0/fcnvme ns",
"NSID" : 1,
"UUID" : "159f9f88-be00-4828-aef6-197d289d4bd9",
"Size" : "10.74GBR",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn2",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 1/fcnvme ns",
"NSID" : 2,
"UUID" : "2clef769-10c0-497d-86d7-e84811led2df6",
"Size" : "10.74GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 2621440

by

{
"Device" : "/dev/nvmeOn4",
"Vserver" : "vs coexistence QLE2772",
"Namespace Path" : "/vol/fcnvme 1 1 3/fcnvme ns",
"NSID" : 4,
"UUID" : "£f3572189-2968-41bc-972a-9eed42dfaed’",
"Size"™ : "10.74GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 2621440

by

2Tw T AT 3 TIMBOIOY 1 XE=BHICT S

ONTAP &, BAIO> FO—F T—RX TRAT—FEEY 1 X (MDTS) '8 THAHAEHELXT, DFED. &
KO ERY A XIE1MB £TICHD X9, Broadcom NVMe/FCR X RZIMBDI/OY) U T X & FTT BIC
&, lpfc DIMME "Ipfc_sg_seg cnt /NTX—X%ZT T )L MED 64 H'5 256 ICEEL X9,

@ CDOFEIE. Qlogic NVMe/FCARX MMZIFBEATINEE Ao
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=25}
1. "Ipfc_sg_seg_cnt /N X—R%256ICREL £95

cat /etc/modprobe.d/lpfc.conf

ROPID K S BHAIDERRENE T,

options lpfc lpfc sg seg cnt=256

2. AT Y R%E1TL dracut -f. KX +cEUIT—=FLET,
3. DEN256TdH 2 Z L =R L “Ipfc_sg_seg_cnt £,

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Flig6 : IR DEIE = RS %
BAORBEIERD L HD T

NetApp /N ID 24 ML Bz

"1479047" Oracle Linux 8.x NVMe-oF "X ~ZE# L NVMe-oF KX kTl nvme discover
fokfiEta> ~O—3 (PDC) ZfERL -p OV FZEALTPDC ZERTE &
9 Yo COOAXRYFZFEATSRHE. 1=

I—R—2—=45vy hDEAEHETCIC
120D PDC DHZIERT ZHENHD F
¥, 7=7=L. NVMe-oF7KX I TOracle
Linux 8.xxE{TLTW3HE1F. |EEL
7ePDCHEBEMERINE T, nvme
discover -p'EITEINE T, “NICTELD.
RARER—=5Y FOWATDY —IHR
MBIZEHAINS CICABRD T,

ONTAP X kL —HICNVMe-oF # {£H L TOracle Linux 7.x%
M9 %

Oracle Linux 7R X b & FERFREFIZERE 7 2 2 X (ANA) Z {i§ X 7= NVMe over Fibre
Channel (NVMe/FC) & & U NVMe over TCP (NVMe/TCP) 7O k)L ZEHR— KL &
9o ANA (F. iSCSI B KU FCP IRIBICHE T ZIEMFRRIEI=w b U1 X (ALUA) &
BIEDTILFINABEEZIREL £,

Oracle Linux 7.x F8IC NVMe over Fabrics (NVMe-oF) R X F =BT 2 HE2FBLFY, FHAaYR—hE
BEBEIBERICD UL TIE. "Oracle Linux ONTAPD 1R — |k ¥ #E5E"

Oracle Linux 7.x ® NVMe-oF (Cld. XDOEERID&EIBENH D £ 9,
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* NVMe-oF 7O FOJLEERA LT SAN J— kI R—FETNTULEHA,

* NetApp sanlun /RX b I—7F « 1) 74 DH7R— kE. Oracle Linux 7.x 7R X k _E®D NVMe-oF TIEFEHRT
TEHA, KDDIC. AT TICEEFNSZNetApp T ST 1V %#FATEE T, nvmecli IRTD
NVMe-oF k3> RR—rAED/NYT—,

* NVMe/FC 22D BEIEH RV 1) T ~E. nvme-CLI N7 —J TIEERTE FHEA. HBARYAZ—H'E
My 20MEITEGRIA IV T 2 EBLET,

* NVMe WILF/INNRTlE. SOV ROEY O—R NSOV TETIAHILNTERICHE > TUWERA. O
DIEBEZ BEMICT BICIE. udev IL—)LEEEHRL £,

27w 1: Oracle LinuxX NVMeY 7 bz 7% 1A =)L L. BRZHERET 3
HR—FENTULS Oracle Linux 7x V7 bz 7DOR/NN— 3 U ERIET B I1C1E. ROFIBICHREWVE T,

FIE

1. H—/N—IZ Oracle Linux 7x 1 VA F—=JLLE T, 1 VA F—ILHRET LT=5. 8E M7= Oracle
Linux 7x A—RIILHAEFTEINTVWBR e 2R LE T,

uname -r
Oracle Linux 1 —=JL/X\— 3 > D!
5.4.17-2011.6.2.el7uek.x86 64
2. Tnvme<cli] Nwir—2%A YA R=)LLET,
rom -ga | grep nvme-cli
ROBNE. “nvme-cli /Xy r—N—T 3>
nvme-cli-1.8.1-3.el7.x86 64

3. MOXFF)Z R DudevIL—ILE LTBIMLET, /lib/udev/rules.d/71-nvme-iopolicy-
netapp-ONTAP.rules o CAUZED. NVMe WILFNZADZ o> RrOEY O—KR NS 2V2 Y IH AR
IO FET,

cat /lib/udev/rules.d/71-nvme-iopolicy—-netapp-ONTAP.rules

Enable round-robin for NetApp ONTAP

ACTION=="add", SUBSYSTEMS=="nvme-subsystem", ATTRS{model}=="NetApp ONTAP
Controller", ATTR{iopolicy}="round-robin"

4. Oracle Linux 7.xR X b T. hostngn XF% " /etc/nvme/hostngn:
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cat /etc/nvme/hostngn

ROFIE. “hostngn' /N— 3 >

ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

5. ONTAP> X7 LT, “hostngn' XZFFIH—ET S "hostngn ONTAPX kL —2 S X T L LEDORET BT
S 2T LDXFE:

*> vserver nvme subsystem host show -vserver vs nvme 10

PerLET

Vserver Subsystem Host NON

ol 157 nvme ss 10 O
ngn.2014-08.org.nvmexpress:uuid:497ad959-e6d0-4987-8dc2-a89267400874

XFHH—B L AR VIFEE “hostngn'id. OY > REEA L “vserver modify T. MG
(D BONTAP7 LA H T2 RT LDOXFS%Z KRR DDDXFF letc/nvme/hostngn’ & —EF
% & 51 "hostngn E#T L “hostngn® £ 97

6. RXAbZEUT—FLZFT,

2T wJ2: NVMelFCx= &K 3

Broadcom/Emulex7 & 72 FBICNVMe/FCZEREL £9,
1. B R—FINTWVWBR 7R TRETIEZFRALTWA =R LET,

a EFIIEZERTLET,
cat /sys/class/scsi _host/host*/modelname
ROBADVRREINE T,

LPe32002-M2
LPe32002-M2

b. EFILDFHBAZRTLE T,
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cat /sys/class/scsi host/host*/modeldesc

ROBID &K S BHADRTENE T

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. h T3] ICRESNTWVWS Z & %=HESEL Ipfc_enable_fc4 type' £9,

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

3. HEIND Ipfc BIEHRAIV T EAVIN=ILLET,

rpm —-ivh nvmefc-connect-12.8.264.0-1.nocarch.rpm

4. BENHEHRR ) TR RA VR M=ILTNTVWBRZ e #HELET,

rpm —-ga | grep nvmefc

ROHIDERRENE T

nvmefc-connect-12.8.264.0-1.noarch

Q. AZVI—FR— DAV ITAUTHEEZHRLFT,

a R—brRERTLET:

cat /sys/class/fc_host/host*/port name

ROBADNRRENE T,

0x10000090faelecol
0x10000090faeleco?2

b. R—bHZRTLET:

cat /sys/class/fc host/host*/port state
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ROHHBRRENE T

Online

Online
6. NVMe/FCA Z> T —2KR— bDBMICBR>TED, 4—7 v b R—EDBHINB e zBRALET,
cat /sys/class/scsi _host/host*/nvme info

erLET

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 NVME 2947 SCSI 2947 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80f09 WWNN x202c00a098c80£f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80f09 WWNN x202c00a098c80f09 DID x010601
TARGET DISCSRVC ONLINE

ATFwW T3 AT 32 TNVMe/lFCOIMB lIOZEICT S

ONTAP |Z. BAO>Y bO—F T—R TRAT —XEEH A X (MDTS) '8 THH I LHRELEFT, DFED. &
K 1/O BRY 1 XI& 1 MB £TICAD £9, Broadcom NVMe/FCRX M IZIMB®DI/O) VTR & FITE BIC
I&. lpfc OffE Ipfc_sg_seg cnt /XS A—RETFT T+ )L MED 64 H'5 256 ICEBL £,

()  coFEE. Qlogic NVMelFCHR MCIZERINEE Ao

FlE
1. "Ipfc_sg_seg_cnt /N T X —R%E256ICEREL 95

cat /etc/modprobe.d/lpfc.conf
ROBID & SBENNRRIENE T,
options lpfc lpfc sg seg cnt=256

2. OV R%FE1TL dracut -f. "X +ZEJT—rLET,
3. DEH256TH 3 _ & =R L "Ipfc_sg_seg_cnt £ 7,
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

2T T4 IIIFINERZHERT S

H—RILADNVMeTILFINART—R R, ANART—H R, HLUVONTAPHR— Ly 2R — ZHNVMe-oF &K
IS LTIELWI e 2R LE T,

FI&E
1. A—FIILANVMeRILFNZIDBIICAE>TVWS I MR L F T,

cat /sys/module/nvme core/parameters/multipath

ROHHDRRENE T

2. %9 BONTAPR— Ly AR— X DiEY]%ENVMe-oF#E (modelzNetApp ONTAPI Y kO—FIZERTE
L. load balancing iopolicyz 27 > ROEVICERET 2K E) NARAMIELL RBENTWVWS Lz
BLEY,

a IO RTLERRLET,
cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROHHDRRENE T

NetApp ONTAP Controller
NetApp ONTAP Controller

b. RS —%ZRRLET,
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
ROEADVRTREINETE T,

round-robin

round-robin

3. R—LRAR—ZIAPMEH TN, FRXFTELSKREINZCZREELET,
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nvme list

PerLET

Node SN Model Namespace Usage Format FW Rev
/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB
/ 53.69 GB 4 KiB + 0 B FFFFFFFF

4. ENXNZ2DOOY O—SDREDliveTH D IELWVWANARTF—RADTREINTWVWBR I e #BERELF T,

nvme list-subsys /dev/nvmeOnl

erLET

Nvme-subsysf0 - NQN=ngn.1992-
08.com.netapp:sn.341541339%909511e8a9b500a098c80£f09:subsystem.ol 157 n
vme ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80£09:pn-0x202d00a098c80£09

host traddr=nn-0x20000090faelec6l:pn-0x10000090faelecbl live
optimized

+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfdd91l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfdd91l

host traddr=nn-0x200000109b1cl1205:pn-0x1000001090b1c1205 live
optimized

+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

5. X NPV T TSTA2T. ONTAP R—LAR—RATNA A EICIELWMERRTRINTWVWBRZ %M
BLE,
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5] ( Column)

nvme netapp ontapdevices -o column

PerLET

Device Vserver Namespace Path

NSID UUID Size

/dev/nvmelnl vs_nvme 10
/vol/rhel 141 vol 10 0/ol 157 ns 10 0 1 55baf453-£629-
4a18-9364-boaee3f50dad 53.69GB
JSON
nvme netapp ontapdevices -o json
BlermLET
{
"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path"
"/vol/rhel 141 vol 10 0/ol 157 ns 10 0",
"NSID" : 1,
"UUID" : "55baf453-f629-4a18-9364-bbaece3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4009¢,
"Namespace Size" : 13107200

A7 v 75 BIRDOEEZ R 5
BEADRSEIZ S 0 £ Ao
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