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6.12.0-124.8.1.e110 1.x86 64

2. Thvmecli] NyTr—S%A42XAM=ILLET,

rpm -galgrep nvme-cli

TOFIE. nvme-cli /Ny T —IN—2 3>

nvme-cli-2.13-2.e110.x86_ 64

3 HZAVAM=)LLET libnvme /NwiTr—

rpm -galgrep libnvme

TOFIE. Clibnvme NNy —S N—T 3

libnvme-1.13-1.e110.x86 64

4. ;RX M ET. hostngnXF5|zMHs8 L £T. /etc/nvme/hostngn -

cat /etc/nvme/hostngn

ROFIE. “hostngn' /N—T 3 >

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£425633

3. ONTAPY X7 LA Ty “hostngn' XFFIH'—E T 3 "hostngn ONTAPR kL —2 S X T LA EDRET 3H T
S RT LDXFE:

::> vserver nvme subsystem host show -vserver vs coexistence QLE2872



PerLET

Vserver Subsystem Priority Host NOQN

vs_ coexistence QLE2872
subsystem 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 10
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
subsystem 11
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7¢c04£f425633

B L “hostngn XFEFIH—E L B WHEIE. “vserver modify B9 % < > K “hostngn X5 9
BONTAPR L —U 2 27 LY T2 27 LDXFE% “hostngn' XF5H 5
‘Jetc/nvme/hostngn 7R X b ko

2T v 73: NVMe/FC ¥ NVMe/TCP % #&m T 3

Broadcom/Emulex % 7zl& Marvell/QLogic 7% 72 % {#H L T NVMe/FC Z#Bm T 5 h. FHOREH & U%E
FHRIEZFER L TNVMe/TCP ML £,



NVMe/FC - JO—RIL/IZZSalwoI R
Broadcom/Emulex7 & 72 FBICNVMe/FCZEREL £9,

FIE
1L HR-—PENTVWB TR TRETILZFERALTVWB L EZREELE T,

a ETIINBERTLET,

cat /sys/class/scsi host/host*/modelname

ROHAODERRENE T

SN1700E2P
SN1700E2P

b. EFILDFHAZRTLE T,

cat /sys/class/scsi_host/host*/modeldesc

ROBID &K S BHADRTENE T

HPE SN1700E 64Gb 2p FC HBA
HPE SN1700E 64Gb 2p FC HBA

2. #E TN 3BroadcomZFRAL TVWA EZEELET 1pfc 77—LVIT7HELIUVZER LIRS
AW
a J7—LUITON—2areRRLET,
cat /sys/class/scsi host/host*/fwrev

COOARVRIET7—Lo9zT7ON—2a>zIRLET,

14.4.393.25, sli-4:6:d
14.4.393.25, sli-4:6:d

b. ZIERLADRFAN—DN=23 0 ERRLET,

cat /sys/module/lpfc/version



ROFNE RSAN—DN=23 >R LTVWET,

0:14.4.0.9

HR—FETNTVWEBTRTERZANELVT7—LITTN—23 VORI A MMIOVWTIE. %
B8 L T < 72 & LV Interoperability Matrix Tool"s
L ¥ Y 1pfc _enable fc4 type MICHEINZET 3 :
cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type
CAZVI—HR— b ERRTIEEZHRLET,
cat /sys/class/fc host/host*/port name

RDESBHEADVKRRIEINET !

0x10005cba2cfca7de
0x10005cba2cfca77df

CAZVI—FR— DT STA U THE R LT,

cat /sys/class/fc host/host*/port state

ROBADERRENET,

Online

Online

- NVMe/FCA Z> T—RR— b DBEMICHE>TED. Z—7 v bAR—bHERHINZ e zHRLF
EXS

cat /sys/class/scsi _host/host*/nvme info
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PerLET

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x10005cbaZ2cfca7de WWNN x20005cba2cfca7de
DID x080f00 ONLINE

NVME RPORT WWPN x2023d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082209 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200ed039%eac03c33 WWNN x200cd039eac03c33
DID x082203 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2022d039eac03c33 WWNN x2021d039%eac03c33
DID x082609 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200dd039%9eac03c33 WWNN x200cd039%eac03c33

DID x082604 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000501 Cmpl 0000000501 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000000583b7 Issue 000000000005840d OutIO
0000000000000056

abort 0000010f noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 0000010f Err 0000010f

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x10005cbaZ2cfca7df WWNN x20005cbaZ2cfca’7df
DID x080b00 ONLINE

NVME RPORT WWPN x2024d039eac03c33 WWNN x2021d03%eac03c33
DID x082309 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x200£d039%eac03c33 WWNN x200cd039eac03c33
DID x082304 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2025d039%9eac03c33 WWNN x2021d039%eac03c33
DID x082708 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2010d039%eac03c33 WWNN x200cd039eac03c33

DID x082703 TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 00000006eb Cmpl 00000006eb Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000000004d600 Issue 000000000004d65f OutIO
000000000000005f

abort 000001cl noxri 00000000 nondlp 00000000 gdepth 00000000
wgerr 00000000 err 00000000

FCP CMPL: xb 000001cl Err 000001c2



NVMe/FC - ¥ —~JL/QLogic
Marvell/QLogic 774 72 FBICNVMe/FCEEREL £ 95

FIE

1L HR=PENTVWBTRTRE RSAN—ET7—LITT7 N—23 > EFERLTVWEEREEL
9,

cat /sys/class/fc _host/host*/symbolic name

RO[NE RSAN—CT7—LI7TT7DN—=23>Z2RLTVWET,

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. SR L £ 9 gl2xnvmeenable BNERESNE T, THIZKD. Marvell 74 F2%NVMe/FCA =T
—RE L THESEDZCNTEET,

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

BESNBHEAIFITY,

NVMe/FC

NVMe/TCP 700 k JJLIZBEFEGIREE Y R— L TULWEHFA. P DIC. NVMe/TCPH T X F LKL
ZEIZEEENVMe/TCPOY Y R TIRETB N TEF XY, “connect £7-lX “connect-all FENTIRIEL
9,

FIE

1 422 I—4%— R— A HR— TN TLS NVMe/TCP LIF 2ATRIEOY R—Y F— 2% W
FTEB =ML ET,

nvme discover -t tcp -w host-traddr -a traddr



PerLET

nvme discover -t tcp -w 192.168.20.21 -a 192.168.20.28
Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.21.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.20.29

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:discovery
traddr: 192.168.21.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:discovery
traddr: 192.168.20.28

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.21.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 6

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.20.29
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7f11f09545d03%eac03c33:subsystem.Bidi



rectional DHCP 1 O
traddr: 192.168.21.28
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d039%ac03c33:subsystem.Bidi
rectional DHCP 1 O
traddr: 192.168.20.28
eflags: none

sectype: non

2. fthdD NVMe/TCP A Z> I —H2—¥E¢ X2 —4'w k LIF DA/ HhETHREOY R— F—2%ZEEIC
NS TE3 xR LET,

nvme discover -t tcp -w host-traddr -a traddr

PlerLET

nvme discover -t tcp -w 192.168.20.21 -a 192.168.20.28
nvme discover -t tcp -w 192.168.21.21 -a 192.168.21.28
nvme discover -t tcp -w 192.168.20.21 -a 192.168.20.29
nvme discover -t tcp -w 192.168.21.21 -a 192.168.21.29

3. #F1TL £ 9 nvme connect-all /—R2ATHR—FINTVLWSEITRTONVMe/TCPA=Z> T
—R[Z—7Fy bLIFZXRE LIV R

nvme connect-all -t tcp -w host-traddr -a traddr
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PerLET

nvme connect-all -t tcp -w 192.168.20.21 -a 192.168.20.28
nvme connect-all -t tcp -w 192.168.21.21 -a 192.168.21.28
nvme connect-all -t tcp -w 192.168.20.21 -a 192.168.20.29
nvme connect-all -t tcp -w 192.168.21.21 -a 192.168.21.29

RHEL 9.4L(f%. NVMe/TCPDE&RE | “ctrl_loss_tmo timeout BEIMIIC T4 T ICRRESNE T, ZDRBR. K
DEIICBDFET

c BTEDREEFENTITOMNEIIH D £H A “ctrl_loss_tmo timeout AR DIFFRFRT "nvme connect” & 7=
I& ‘nvme connect-all AX VK (A F>3>-) .

LEERICBDET,

2TvT4: A3 LT udevil—)LDiopolicyzZEL X7,

RHEL 10.0 CIZNVMe-oF D7 7 # )L bk MiopolicyZ RD K S ICEREL £9- round-robin . RHEL 10.0% {#
BLT&D. iopolicyZRD &K SICEE LT-W5E queue-depth. udev L—JL 77 AILZRDESICEEL
9,

FIE
1 )L—bFERTTFR S IT74X—TudevIL—IL 771 ZRATET,

/usr/lib/udev/rules.d/71l-nvmf-netapp.rules

ROBHHRTRENE T

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. ROBIDIL—=ILICTR T & SIC. NetApp ONTAPO Y FO—S D iopolicy #RET 3172 BDITE T,

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

3. JL—IL%ZMEIEL T round-robin A% queue-depth:

12



ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4. udev L—ILeBHMHAH L. BEZHEALET,

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

5. T X T LDIRTED iopolicy ZMEERL £9- <subsystem>%Z B I X £, fl: nvme-subsys0 o
cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

ROBADNKRRENE T,

queue-depth.

@ #F LU iopolicy I&. —E 9 BNetApp ONTAPO Y bO—5 TN\ RICEEMISERINE I,
BE#HITIHBEIEHD T A

2T vw F5: A>3 > TNVMelFCDIMB I/I0Z BZHICT 3

ONTAP (Z. A O FO—F T—R TRAT—XEET A X (MDTS) '8 THH I ELHRELEFT, DFED. &
KO ERY A XIE1MB £TICHD 9, Broadcom NVMe/FCR X RMZCIMBDI/OY U TR & FTT BIC

I&. lpfc OB “Ipfc_sg_seg_cnt /NTAXA—R%ET T 4L MED 64 H'5 256 ICEEL T,
@ CDOFEIE. Qlogic NVMe/FCARXR MMZIFBEATINEE Ao

=25}
1. "Ipfc_sg_seg_cnt /NT X —R%256ICREL F95

cat /etc/modprobe.d/lpfc.conf
RDBID &K S BHADKRTEINE T,
options lpfc lpfc sg seg cnt=256

2. O R%ETL dracut -f. FAMEUT—=rLET,
3. DEH256TH 3 & =R L "Ipfc_sg_seg_cnt £ 7,

13



cat /sys/module/lpfc/parameters/lpfc sg seg cnt

ATvT6:NVMe 7 — b —E X &HERT S

Z M “nvmefc-boot-connections.service’ & L T “nvmf-autoconnect.service’ NVMe/FCICE FN 37— b —E
Z ‘nvme-cli /Ny —JIES AT LDOESIRFICEEMICERICERD £,

EENET L7=5. “nvmefc-boot-connections.service' % L T “nvmf-autoconnect.service’ 7' — k #—E XA
BaicHE-oTWED,

FIIE
1. "B TH S Z & =2/ESE L nvmf-autoconnect.service &£ 9o

systemctl status nvmf-autoconnect.service

HOBERRTLET,

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)
Active: inactive (dead) since Sun 2025-10-12 19:41:15 IST; 1
day 1h ago
Invocation: 7b5b99929c6b41199d493fa25b629f6¢C
Main PID: 10043 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 50ms

Oct 12 19:41:15 localhost.localdomain systemd[l]: Starting nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot...

Oct 12 19:41:15 localhost.localdomain systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Oct 12 19:41:15 localhost.localdomain systemd[1l]: Finished nvmf-
autoconnect.service - Connect NVMe-oF subsystems automatically
during boot.

2. "B TH B Z & =HESE L nvmefc-boot-connections.service' & 9,

systemctl status nvmefc-boot-connections.service

14



HABERTLET,

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot
Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)
Active: inactive (dead) since Sun 2025-10-12 19:40:33 IST; 1
day 1lh ago
Invocation: 0ec258a9f8c342ffb82408086d409%bcb
Main PID: 4151 (code=exited, status=0/SUCCESS)
Mem peak: 2.9M
CPU: 17ms

Oct 12 19:40:33 localhost systemd[1l]: Starting nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot...

Oct 12 19:40:33 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Oct 12 19:40:33 localhost systemd[l]: Finished nvmefc-boot-
connections.service - Auto-connect to subsystems on FC-NVME devices
found during boot.

ATFTYTT: RILVFINZAER = RT3

A—FILADNVMeVILFNRRXT—2 X, ANART—R X, LUONTAPLR— L XR—XHNVMe-oF1EHK
ICHLTELWI e 2R LE T,

Flig
1. ZNENDOONTAPLFIZEE DE Y% NVMe-oF 32 (E7 /L% NetApp ONTAPO Y FO—ZIZREL. O

— R NS> > Jiopolicy & queue-depth ICERET 2R E) B RRX MIELSKRREINTWVWS Z & ZHEER
LET,
a IO ATLERRLETD,

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROHHDRTRENE T

NetApp ONTAP Controller
NetApp ONTAP Controller

b. R —Z2RRLFT,

15



cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

ROHHBRRENE T

queue-depth

queue-depth

2. R=LAR—ZPMEE SN, RAMTELKBHEIN ez RBLE T,

3.

16

nvme list

BlermlLET
Node Generic SN
Model
/dev/nvmellnl /dev/ngllnl 810cqJIXhgWt sAAAAAAAT
NetApp ONTAP Controller
Namespace Usage Format FW Rev
0x1 951.90 MB / 21.47 GB 4 KiB + 0 B 9.18.1

&

/

\

20> bO—SORENliveTHD. ELVANART—HADNHZESNTWVWBR e =#RERALE T,



NVMe/FC

nvme list-subsys /dev/nvme9n2

PerLET

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.7¢c34ab26675e11f0a6c0d03%ac03c33:subsystem. subs
ystem 46
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel05 fc traddr=nn-0x2018d039eac03c33:pn-
0x201bd039eac03c33,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmelO07 f£c traddr=nn-0x2018d039eac03c33:pn-
0x2019d039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmed2 fc traddr=nn-0x2018d039%eac03c33:pn-
0x201cd039eac03c33,host traddr=nn-0x2000f4c7aalcd/c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmed44d fc traddr=nn-0x2018d039%eac03c33:pn-
0x201ad039eac03c33,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

NVMe/FC

nvme list-subsys /dev/nvmedn?2
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PerLET

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.17e32b6e8c7£f11£09545d03%eac03c33:
rectional DHCP 1 O
hostngn=ngn.2014-08.o0rg.nvmexpress:

0054-5110-8039-c3c04£523034

\

+- nvme4d tcp
traddr=192.168.20.28, trsvcid=4420, host traddr=192.
addr=192.168.20.21 live optimized

+- nvmeb tcp
traddr=192.168.20.29, trsvcid=4420, host traddr=192.
addr=192.168.20.21 live optimized

+- nvme6 tcp
traddr=192.168.21.28, trsvcid=4420,host traddr=192.
addr=192.168.21.21 live optimized

+- nvme7 tcp
traddr=192.168.21.29, trsvcid=4420,host traddr=192.
addr=192.168.21.21 live optimized

L&Y,

subsystem.Bidi

uuid:4cd4cd544-

168.20.21,src_

168.20.21,src_

168.21.21,src_

168.21.21,src_

LRV RNTYTTSTAT. ONTAP Z— L AR—ATNA A ECICIELWMERARIRENTWR Z L =2 HE



5] ( Column)

nvme netapp ontapdevices -o column

PerLET

Device Vserver Subsystem
Namespace Path

/dev/nvmeOnl vs_nvme sanboot tcp rhel sanboot tcpl70
tcp 97
NSID UUID Size
1 982c0f2a-6b8b-11f0-a6c0-d039%eac03c33 322.12GB
JSON

nvme netapp ontapdevices -0 json

PlERLET
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs nvme sanboot tcp",

"Subsystem":"rhel sanboot tcpl70",

"Namespace Path":"tcp 97",

"NSID":1,
"UuUID":"982c0f2a-6b8b-11f0-a6c0-d039%9eac03c33",
"LBA Size":409¢,

"Namespace Size":322122547200,
"UsedBytes":16285069312,

"Version":"9.18.1"
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ATV T8 BEHA VN REBIFZHRET S

RHEL 10.x R X F EONTAPO Y b O—SRBD NVMe/TCP I BEHDZ L% A /N> REBFIA Y R— TN FE T,

FRAMFIZO>Y O—Z1F. DH-HMAC-CHAP &% JE’&.:IE%;QI‘E?% fcdDF*F—, ‘DH-HMAC-CHAP®
F—lFd. NVMe ARX R FIEO>Y FO—5O NQN E BIEZICE > TRESNTIEILES—2o Ly FOEASD
¥Td, ET7ERNMTBICIE. NVMeZRR M FFlZa>y brO—5hE7 LBEEHH'DTLTJ\: TEoe d DINE

NHOET,

FIE

CLI £7<IFFRE JSON 7 71 ILZFERAL T, R2BA VNV FEREAIZRELE T, YT RXTLICICER
3DHCHAP* —Z18E J 2WMENH BB EIE. config JSSONT 71 ILZERTIHENHBD FJ,
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CLI OfEF
CLIZERLTEFX 27BN\ FFREEZREL T,

1. RZ ENONZEE L £ 75

cat /etc/nvme/hostngn

2. RHEL 10.x /R X k@ dhchap ¥ —%4%m L £ 9,

RDOHEFIIE. “gen-dhchap-key XY R/INT X —4:

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ROFTIE. HMACHBIZERESNT=Z >4 LDHCHAPF — (SHA-512) DH&EEnE 9,

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0054-5110-8039-c3c04£523034

DHHC-

1:03:AppJHkIYgA6ZC4ABxyQONtIST+4k4I0v4 TMATkOXxBITWFOHIC2nV/uE04RoSpylz2
SXYgNW1bhLe9hJ+MDHigGexaG2Ig=:

3. ONTAPOY hO—5T. "X MEENML. WADDHCHAPF—%38EL X7,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. RZ M. BHABEENABEDO2BEDSRNARET R—FLET, "X FT. ONTAPOY bO—5IC
L. BIRLUEREARICE DWW TDHCHAPEF —%Z1EE L £ 9,
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. #83F9 % nvme connect authentication ARA MY FO—ZODHCHAPF—%MEEELTOVY
YRZEERITLEY,

a. 7R X FDHCHAP*—%#HEEL £ 9,

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

I BABREDHAMZRLE T,

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme*/dhchap secret
DHHC-1:01:2G71sg9PMO00hIWf1g4Qt POXT11kREZ0qVulm2xvzdbaWR /g
DHHC-1:01:2G71sg9PMO00hIWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00h1IWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:
DHHC-1:01:2G71sg9PMO00hIWf1g4QtPOXT11kREZ0qVulm2xvzdbaWR /g

b. 3> FO—ZDDHCHAPF—ZRERL £,

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

ICe WARBREDHAFZRL T I,

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme*/dhchap ctrl secret

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHw3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHw3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWPIMNg95pkiUAwayiO+IvrALZR8HpeJIHw3xyHdG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:

DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHWw3xyHdAG1Tnv
EJ81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:



JSON

ONTAPO Y bO—3 L TEHBDNVMet 72 X7 LW F A EIEE R IHE 1. /etc/nvme/config.json’ 7 7 1
JLIZ “nvme connect-all &0

fEFH -0'JSON 7 7 A I ZERT 24 T 3>, FFlLEXA 7> 3 IC DLW TIE. NVMe connect-all
DIZaTI R—JEBBLTLETL,

1. JSON 77 A LEREL X5

(D RDBFITIE. dhchap key Xfind % “dhchap secret €L T
‘dhchap ctrl key ¥I59 % ‘dhchap ctrl secreto
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PerLET

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0054-
5110-8039-c3c04£523034",
"hostid":"44454c4c-5400-1051-8039-c3c04£523034",
"dhchap key":"DHHC-
1:01:2G71sg9PMO00h1IWf1g4QtPOXT11kREZzOgVuLm2xvzdbaWR/g:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.5857¢c8c9022411£08d0ed039%ac03c33:subsystem.Bidi
rectional DHCP_1 0",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.20.28",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1MNG95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAGLTnvEJ
81HDjBb+fGteUgInOfj8ASHZIgkuFIx8=:"

b
{

"transport":"tcp",

"traddr":"192.168.20.29",

"host traddr":"192.168.20.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwWayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HDjBb+£fGteUgIn0fj8ASHZIgkuFIx8=:"

b
{

"transport":"tcp",

"traddr":"192.168.21.28",

"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNGg95pkiUAwWayiO+IvrALZR8HpeJIHWw3xyHAG1TnvEJ
81HDjBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

by
{

"transport":"tcp",
"traddr":"192.168.21.29",



"host traddr":"192.168.21.21",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:5CgWULVNUSHUOWP1IMNg95pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ
81HD]jBb+fGteUgIn0fj8ASHZIgkuFIx8=:"

2. configjson7 71 JLZ{FEFE L TONTAPO Y bO—FICEFKL 95

nvme connect-all -J /etc/nvme/config.json

erLET

traddr=192.168.20.28 is already connected
traddr=192.168.20.28 is already connected
traddr=192.168.20.29 is already connected
traddr=192.168.20.29 is already connected

3 BH IO AT LDENZNDOOY FO—FIZ3 L Tdhchap =27 Ly A BEMICAE->TWVWE %
HERLET,
a. R X FDHCHAPF —%#HESEL £ 95

cat /sys/class/nvme-subsystem/nvme-subsys4/nvme4/dhchap secret

ROBIE. dhchap F—ZRLTWVWET,

DHHC-1:01:2G71sg9PMO00h1IWEf1g4QtPOXT11kREzOgVulm2xvZdbaWR/g:

b. 3> FO—ZDDHCHAPF —%ZRERL £,

cat /sys/class/nvme-subsystem/nvme-
subsys4/nvme4/dhchap ctrl secret



ROPID K S BHDHRREINE T,

DHHC-
1:03:5CgWULVNUSHUOWPIMNgO5pkiUAwayiO+IvrALZR8HpeJIHW3xyHAG1TnvEJ81HD
JBb+fGteUgIn0fj8ASHZIGkUFIx8=:

FIE9 : BEXNDEEZFER T 5
BRI 5 D £ Ao

ONTAP X kL —< TNVMe-oF FBICRHEL 9.x% {9 3

Red Hat Enterpirse Linux (RHEL) 7R X k&, FEXRFRBEIZERI 72 X (ANA) ZiE R 7=
NVMe over Fibre Channel (NVMe/FC) & & T NVMe over TCP (NVMe/TCP) 7O k1)L
ZHR—bFLZEXT, ANA (L. iSCSI KUV FCPIRIRICHITBIENIMRIEI=Zw b 77
X (ALUA) EEEDTILF NI EREx IR L £ 9,

RHEL 9.x M NVMe over Fabrics (NVMe-oF) R X b Z 8T 2 A EZ2FH L 9, sFMlATR— b Ei%eeS
RICDWTIE. "RHEL ONTAP®DHR— k & #4EE"

RHEL 9.x ® NVMe-oF (Zi&. XDEIXIDFIRHAH D £ 7,
* Z® ‘nvme disconnect-all COAT Y RIIIN— T 7AMILS AT LET—R T 7ML AT LOWA%]

BrL. YRTLDRELEICHRDAIEENH D £9. NVMe-TCP F7-1& NVMe-FC &EIZERIZ N L T SAN
W oEIMTEZVRATLTIIINERETLAEWVWTLLIEE L,

FIE1 : BEICISCTSANT — b ZB/ICL T,

SAN 77— hZ2fERAT2 LSRR MZERT 3 . BAVBERILEIN. RT—FEUTsHELELFT, fF
F3"Interoperability Matrix Tool"Linux OS. KXk NX 7H F4& (HBA). HBA 7 7—LTJ 7. HBA 77—k
BIOS. & UONTAPN—2 3 YA SAN T—hEHR—bLTWBZEZHEEL T,

Flig
1. "NVMeZRIZERBZIER L. "X M VvEYT T 3",

2. SAN 7 — FERIZEBNT Y TENTVWBR— NI LT, H—/N—BIOS TSAN J—rEZBIICL F
ER

HBABIOS ZBMICT 3 HZEICDVWTIE. RUA—BEEFEOIYZa2a7IILEZEBBL TV,

3. KA +zHEFHL. OS BEFL TERITEINTVE Iz L F Y

2F7wT2: RHELENVMeY 7 b7z 7% A AM—JL L. =R TS

NVMe-oF BBICR R FEEBR T BICIE. FRARBEIUNMe VI b7 Nwor—S%A4 A M=)LL. Y
IWFINZREBMCLT. RX D NQN B ZREETI2HELHD £9,
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FIE

1. H—N—ICRHEL9X ZA YR b—JILLET, 1R b—ILHRT LIz5. BHEXL RHEL9.x B—FILHA
EITINTWR e xHERLET,

uname -—r

RHEL A—XJLIN—2 3 > DBl

5.14.0-611.5.1.el19 7.x86 64

2. Tnvmecliy NvTr—S%AAR=)ILLET,

rpm -galgrep nvme-cli

TOFIE. nvme-cli /Ny T —IN—23 >0

nvme-cli-2.13-1.e19.x86 64

3 HZAVAM=)LLET libnvme /N iTr— 0

rpm -galgrep libnvme

TOFIE. Clibnvme NNy —S N—T 3

libnvme-1.13-1.e19.x86 64

4. RRA b ET. hostngnXF5) M2 L £9. /etc/nvme/hostngn -

cat /etc/nvme/hostngn

ROFIE. “hostngn' /N—T 3 >

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

5. ONTAPY X7 AT “hostngn'XXFFIHM—E T % "hostngn'ONTAPZ b L — S X F L LD T 25U T
AT LDXFT:
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::> vserver nvme subsystem host show -vserver vs 188

PerLET

Vserver Subsystem Priority Host NOQON

vs 188 Nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-0b9c04f425633
NvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
Nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
Nvmel2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
48 entries were displayed.

H L “hostngn XFEFH—E L R WIHEIE. “vserver modify B# 9% I< > K “hostngn Xfi5 ¢
BONTAPR kL= 27 LAY T2 X7 LOXFS% “hostngn' XFE5H 5
‘Jetc/nvme/hostngn’ 7R X b L,

A7 73: NVMe/FC X NVMe/TCPZ &L d %

Broadcom/Emulex % 7zl& Marvell/QLogic 7% 72 % {EH L T NVMe/FC Z#B T 2 h. FHORES L U%E
FHRIEZFER L TNVMe/TCP ##8M L £ 9,
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NVMe/FC - JO—RIL/IZZSalwoI R
Broadcom/Emulex7 & 72 FBICNVMe/FCZEREL £9,

FIE
1L HR-—PENTVWB TR TRETILZFERALTVWB L EZREELE T,

a EFIIEZERTLET,
cat /sys/class/scsi host/host*/modelname
ROEAVRREINETE T,

LPe36002-M64
LPe36002-M64

b. EFILDFHAZRTLE T,

cat /sys/class/scsi_host/host*/modeldesc

ROBID &K S BHADRTENE T

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. #E TN 3BroadcomZFRAL TVWA EZEELET 1pfc 77—LVIT7HELIUVZER LIRS
AW
a J7—LUITON—2areRRLET,
cat /sys/class/scsi host/host*/fwrev

COOARVRIET7—Lo9zT7ON—2a>zIRLET,

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. ZIERLADRFAN—DN=23 0 ERRLET,

cat /sys/module/lpfc/version



30

ROFNE RSAN—DN=23 >R LTVWET,

0:14.4.0.9

HR—FINTWVWBTHTEZRZANELVT7—LT7TT7N=3 VDORAVAMIOVWTIE. &
B8 L T < 72 & LV Interoperability Matrix Tool"s

- SR L X 1pfc enable fc4 type DICERESNFT 3

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

CAZVI—BR—hERRTIHCZRRELE T,

cat /sys/class/fc host/host*/port name

ROFIFR—bFIDZRLTVET,

0x100000109b£044bl
0x100000109b£044b2

CAZVI—FR— DT STA U THE R LT,

cat /sys/class/fc host/host*/port state

ROBADERRENET,

Online

Online

- NVMe/FCA Z> T—RR— b DBEMICHE>TED. Z—7 v bAR—bHERHINZ e zHRLF

EXS

cat /sys/class/scsi _host/host*/nvme info


https://mysupport.netapp.com/matrix/

PerLET

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x020700 ONLINE

NVME RPORT WWPN x2022d03%eaa7dfc8 WWNN x201£d039%eaa7dfc8
DID x020b03 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2023d039%e¢aa7dfc8 WWNN x201fd039%eaa7dfc8

DID x020103 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000548 Cmpl 0000000548 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000001a68 Issue 0000000000001a68 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090954519 WWNN x2000001090954519
DID x020500 ONLINE

NVME RPORT WWPN x2027d039%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000005ab Cmpl 00000005ab Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000086cel Issue 0000000000086ce2 OutIO
0000000000000001
abort 0000009c noxri 00000000 nondlp 00000002 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000000b8 Err 000000b8

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x2027d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x020b01 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2011d03%eaa7dfc8 WWNN x200£d039eaa7dfc8
DID x020b02 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020b05 TARGET DISCSRVC ONLINE
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NVME RPORT WWPN x2026d03%eaa7dfc8 WWNN x2025d039%eaa7dfc8
DID x021301 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2010d03%eaa7dfc8 WWNN x200fd039%eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2001d039%ecaa77dfc8 WWNN x2000d039%9eaa7dfc8

DID x021305 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000c348ca37 Issue 00000000c3344057 OutIO
ffffffffffeb7620
abort 0000815b noxri 000018b5 nondlp 00000116 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 0000915b Err 000c6091

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfc3 WWPN x1000001090f044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2028d03%eaa7dfc8 WWNN x2025d039%eaa’7dfc8
DID x020101 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2012d03%eaa7dfc8 WWNN x200£d039eaa’7dfc8
DID x020102 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x020105 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2029d03%eaa7dfc8 WWNN x2025d039%eaa’7dfc8
DID x022901 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2013d03%eaa7dfc8 WWNN x200£d039%eaa’7dfc8
DID x022902 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d03%eaa7dfc8 WWNN x2000d03%9eaa7dfc8
DID x022905 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 000000cl1l86 Cmpl 000000cl86 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000b5761laf5 Issue 00000000b564b55e OutIO
ffffffffffee9acd
abort 000083d7 noxri 0000l6ea nondlp 00000195 gdepth
00000000 wgerr 00000002 err 00000000
FCP CMPL: xb 000094a4 Err 000c22e7

NVMe/FC - ¥ —~JLIQLogic
Marvell/QLogic 7 % 72 FICNVMe/FC%ZFRE L £



FIE
1L HR=—FEINTVBTH TR RIAN—ET7—LDTT7 N—2a zFERLTVWS I ERERL
9,

cat /sys/class/fc host/host*/symbolic name

ROFE. RSAN—ET7—LITT7DODN—23>Z2RLTVET,

QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k
QLE2872 FW:v9.15.06 DVR:v10.02.09.400-k

2. EE8 L ¥ 9 gl2xnvmeenable NREINE T, CHUICKD. Marvell 7Z FH%ZNVMe/FCA =2 T
—RELTHESES N TEET,

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

BEINDSHAIFITT,

NVMe/FC

NVMe/TCP 70O k JJLISBE#FESHRIEZ HR— b L TULWEH A, KD DIZ. NVMe/TCPH T X T LE
ZHIZERZNVMe/TCPOY Y RTHRETZZEMNTEFE9, “connect 7-ld “connect-all' FEITIRIEL
x99,

FIE

1. AZ2I—2—R—brH, HR—FEINTLS NVMe/TCP LIF 2 TiREO Y XR—2 T—2%EE
BTIZ xR LED,

nvme discover -t tcp -w host-traddr -a traddr
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PerLET

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 8

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.31.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 7

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd039%aa7dfc9:discovery
traddr: 192.168.31.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 6

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.49

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1f08£f5dd03%eaa7dfc9:discovery
traddr: 192.168.30.48

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 8

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11£f08f5dd03%eaa7dfc9:subsystem.Nvme
38

traddr: 192.168.31.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 7

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme
38

traddr: 192.168.31.48
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 6

trsveid: 4420

subngn: ngn.1992-
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08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme

38
traddr: 192.168.30.49
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.51a3c9846e0cl11f08f5dd03%eaa7’7dfc9:subsystem.Nvme

38
traddr: 192.168.30.48
eflags: none

sectype: none

2. fthdD NVMe/TCP A Z> I —&X— X2 —4w k LIF DA/ hbETHREOY R— F—2ZEEIC
NS TE3 xR LETD,

nvme discover -t tcp -w host-traddr -a traddr

PlerLET

nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.48
nvme discover -t tcp -w 192.168.30.15 -a 192.168.30.49
nvme discover -t tcp -w 192.168.31.15 -a 192.168.31.48
nvme discover -t tcp -w 192.168.31.15 -a 192.168.31.49

3. #E1TL £ 9 nvme connect-all /—R2AETHR—FINTLWEITRTONVMe/TCPAZ> T
—R[Z—Fy bLIFZXRE LIV R

nvme connect-all -t tcp -w host-traddr -a traddr



PerLET

nvme connect-all -t tcp -w 192.168.30.15 -a 192.168.30.48

nvme connect-all -t tcp -w 192.168.30.15 -a
192.168.30.49
nvme connect-all -t tcp -w 192.168.31.15 -a
192.168.31.48
nvme connect-all -t tcp -w 192.168.31.15 -a

192.168.31.49

RHEL 9.4L(f%. NVMe/TCPDE&RE | “ctrl_loss_tmo timeout BEIMIIC T4 T ICRRESNE T, ZDRER. K
DEIICBEDET

* BTEDREEFETITOMNEIIH D £H A “ctrl_loss_tmo timeout AR DIFFRFRT "nvme connect” & 7=
I& ‘nvme connect-all AX VK (FF>3>-) o

LEERICBDET,

2TvT4: A3 LT, udevil—)LDiopolicyzZEL X7,

RHEL 9.6 CTI&NVMe-oF D7 7 # JL b Miopolicyz XD L SIZFREL £9 o round-robin., RHEL 9.6% A
LTED. iopolicyZ XD &K SICEE LT-LHE queue-depths udev IL—IL Z7MILERDESICEEL
ER

FIE
1 )L—FERTTFRXS I74X—TudevIL—IL 77 1ILZRATFT,

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
ROENDBRRINET,
vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. ROBIDIL—ILICTR S &SI, NetApp ONTAP Y FO—S D iopolicy ZRET 3172 RDITE T,

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"
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3. JL—I)L%ZEEIEL T round-robin A% “queue-depth:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4 udev IL—ILEBHMAAL. BEEEBEALEY,

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

S. I XT LDIRTED iopolicy #HESRL £9, <subsystem>%EEFHRZX 9, fl: nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

ROBIHRTRENE T

queue-depth.

(D #F L L) iopolicy &, —2(9 BNetApp ONTAPO Y FO—3 TN\ RICEHMICERINE T,
BEFHITILEIHD FH A

2ATFwT5: AT 3> TNVMe/lFCOIMB lIOZEMICT S
ONTAP (. #EBIO> bO—F T—RTRAT —XEEH 1 X (MDTS)H'8 THHEHELEFT, DFED. =

KO BXRY A Xl 1MB £TICHRD 9, Broadcom NVMe/FCHRX MMIIMBDI/OY VTR b EFHTT BIC
I&. lpfc’ DFMfE “Ipfc_sg_seg cnt /NTAXA—R%ET T 4L MED 64 h'5 256 ICEEL £ 9,

()  coFEE. Qlogic NVMelFCHR MCIZERINEE Ao

Flig
1. "Ipfc_sg_seg_cnt /N T X—R%E256ICEREL 95

cat /etc/modprobe.d/lpfc.conf
ROBID & S BENNRREINE T,
options lpfc lpfc sg seg cnt=256

2. AY Y R%#ETL dracut -f. KA LEYT—FLFT,
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3. DEHN256THD & %HESEL "Ipfc_sg_seg cnt £95,

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

ATy 76:NVMe 7 — b —EX&HEET S

Z @ “nvmefc-boot-connections.service’ & L T “nvmf-autoconnect.service' NVMe/FCICE F 37— Y —E
Z ‘nvme-cli' /Ny —J &S 2T LADEERFICBEFICEMICAED £,

EHH5ET L7=5. “nvmefc-boot-connections.service’ & L T “nvmf-autoconnect.service' 7 — b H—E XH
ﬁ;&”:@orb\ijo

FIE
1. K"E#TH B Z £ =HESE L nvmf-autoconnect.service” £ 3,

systemctl status nvmf-autoconnect.service

HHBERTLET,

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead) since Wed 2025-10-29 00:42:03 EDT; 6h ago
Main PID: 8487 (code=exited, status=0/SUCCESS) CPU: 66ms

Oct 29 00:42:03 R650-14-188 systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Oct 29 00:42:03 R650-14-188 systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Oct 29 00:42:03 R650-14-188 systemd[1l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. NEWTH B Z & =FESE L nvmefc-boot-connections.service’ £ 9

systemctl status nvmefc-boot-connections.service
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HABERTLET,

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset:enabled)

Active: inactive (dead) since Wed 2025-10-29 00:41:51 EDT; 6h

ago
Main PID: 4652 (code=exited, status=0/SUCCESS)

CPU: 13ms

Oct 29 00:41:51 R650-14-188 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot... Oct 29 00:41:51
R650-14-188 systemd[1]: nvmefc-boot-connections.service: Deactivated
successfully. Oct 29 00:41:51 R650-14-188 systemd[l]: Finished
Auto-connect to subsystems on FC-NVME devices found during boot

2ATYWTT: RIVFINZAER = SRS 3

H—RILHADNVMeTILFINRRAT—R A, ANART—R R, ELXUVPONTAPHR— L ZAR—ZXH'NVMe-oF &AL
IS LTELWI e Z2ERELET,

FIE
1. A—FRILANVMeTIILFINIDEMICHE>TWS xR L £,

cat /sys/module/nvme core/parameters/multipath

ROHADERRENE T

2. ZNZENDOONTAPLHIZER DE Y% NVMe-oF F&E (E7 /LH'NetApp ONTAPI > b O—FIZERE S .
BE9E iopolicy 'S 7Y ROEVICERETN TVWARRE) BRI MIELLKRREINTWVWS Z & ZHER
LEY,

a IO XFTLERRLETD,

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROHADERTRENE T
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3.

4

NetApp ONTAP Controller
NetApp ONTAP Controller

b. RS —=RRLET,

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

ROBANKRRENET,

queue-depth
queue-depth

F—LAR=ZPMEEN. RRXFTELSKRESNICCEZRERL I T,

nvme list

erLET

Node Generic SN

/dev/nvmel00nl /dev/ngl00nl 81LJCJYaKOHhAAAAAAAf NetApp ONTAP

Controller
Namespace Usage Format FW Rev
Ox1 1.19 GB / 5.37 GB 4 KiB + 0 B 9.18.1

ENZ20OY FO—SORENIiveTHD. ELVANART—H AR EINTVWBR e #BERELET,
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NVMe/FC

nvme list-subsys /dev/nvmelOOnl

PerLET

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3623e199617311£09257d03%aa7dfc9:subsystem.Nvme
31

hostngn=ngn.2014-08.org.nvmexpress:uuid:
4c4c4544-0056-5410-8048-b9c04£42563

\
+- nvmel99 fc traddr=nn-0x200£d039%eaa7dfc8:pn-
0x2010d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl live optimized
+- nvme246 fc traddr=nn-0x200fd039%eaa7dfc8:pn-
0x2011d039%eaa’7dfc8,host traddr=nn-0x200000109b£f044bl:pn-
0x100000109bf044bl 1live non-optimized
+- nvme249 fc traddr=nn-0x200£d039%eaa77dfc8:pn-
0x2013d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live optimized
+- nvme251 fc traddr=nn-0x200£fd039%eaa7dfc8:pn-
0x2012d039%eaa’7dfc8,host traddr=nn-0x2000001090£f044b2:pn-
0x100000109bf044b2 live non-optimized

NVMe/FC

nvme list-subsys /dev/nvmeOnl



PerLET

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.51a3c9846e0cl1£f08f5dd039%eaa7dfc9:subsystem.Nvme
1
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

\

+- nvmeO tcp
traddr=192.168.30.48, trsvcid=4420, host traddr=192.168.30.15,

src addr=192.168.30.15 live optimized

+- nvmel tecp
traddr=192.168.30.49, trsvcid=4420, host traddr=192.168.30.15,

src addr=192.168.30.15 live non-optimized

+- nvme2 tcp

traddr=192.168.31.48, trsvcid=4420,host traddr=192.168.31.15,

src addr=192.168.31.15 live optimized

+- nvme3 tcp

traddr=192.168.31.49, trsvcid=4420,host traddr=192.168.31.15,
src_addr=192.168.31.15 live non-optimized

LRV RNTYTTSTAT. ONTAP Z— LAR—ATNA A CICIELWMERARIRESNTWR Z L =2HE

L&Y,
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5] ( Column)

nvme netapp ontapdevices -o column

PerLET

Device Vserver Subsystem Namespace Path
NSID

/dev/nvmeOnl vs 1iscsi tcp Nvme 1 /vol/Nvmevoll/nsl

d8efef7d-4dde-447£f-b50e-b2c009298c66 26.84GB

JSON

nvme netapp ontapdevices -0 json

BlzrmLET
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs iscsi tcp",

Subsystem" :"Nvmel",
"Namespace Path":"/vol/Nvmevoll/nsl",
"NSID":1,
"UUID":"d8efef7d-4dde-447f-b50e-b2c009298c66",
"LBA Size":4096,
"Namespace Size":26843545600,

by



ATV T8 BEHA VN REBIFZHRET S

RHEL 9.x R X k XONTAPO Y FO—S D NVMe/TCP B2HADE LA VN REGEINA Y R— TN E T,

FRAMFIZOY O—Z1F. DH-HMAC-CHAP &% JE’&.:IE%;QI‘E?% fcsdD*F—, ‘DH-HMAC-CHAP®
F—ld. NVMe ARX R FHIEO>Y FO—5O NQN E BIEEZICE > TRESNTIEILEIS—2o Ly FOEASD
¥ Td, ET7ERHTBICIE. NVMeZRR M FFlZa>y brO—5hHE7 LBEEHH'DTLTJ\: TEoeh d DINE

NHO X,

FIE

CLI £7<IFF®E JSON 7 7 M ILZFERAL T, R2BA VNV FEREIZRELE T, YT RXTLICICER
3DHCHAP* —Z18E J 2MEN H BB EIE. config JSSONT 71 ILZERTIHENHBD FJ,
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CLI OfEF
CLIZERLTEFX 27BN\ FFREEZREL T,

1. RZ ENONZEE L £ 75

cat /etc/nvme/hostngn

2. RHEL 9.x 7R X k@ dhchap ¥ —% 4%/ L £ 7,

RDOHEFIE. “gen-dhchap-key AY Y R/INT X —4:

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ROFTIE. HMACHBIZERESNT=Z >4 LDHCHAPF — (SHA-512) DH&EEnE 9,

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOo0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. ONTAPO> bO—3T. KRR bZEML. WMADDHCHAPF—ZIEEL £,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4 KRNI BARENABEO2EEDREARETR—MLET, AX T, ONTAPOY FO—3IC
L. BIRLUEEIARICE DWW TDHCHAPE —%#IEEL £9,
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. #83F9 % nvme connect authentication ARA MY FO—ZODHCHAPF—%MEEELTOVY
YRZEERITLEY,

a. R X FDHCHAPF —%mEEL £ 9

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

I BABREDHAMZRLE T,

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:
DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAuUYOvmdgCp/NOaYND2PSc:

b. 3> FO—ZDDHCHAPF—ZRERL £,

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

47
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1. WABREDHAIMZRLE T,

JSON

cat /sys/class/nvme-subsystem/nvme-
subsys*/nvme*/dhchap ctrl secret

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qYIHfSMmSEM8nLjESJdOJbjK/J6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qYIHfSMmSEM8nLjESJIdOJbjK/J6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qYIHEfSMmSIM8nLjESJIdOJbjK/J6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qYIHEfSmSIM8nLjESJIdOJbjK/J6m00y
gJgjmOVrRlrgrnHzjtWImsnoVBO3rPDGEk=:

ONTAPO Y bO— 5 ETHEBMDNVMet 72 X7 AWFIBAARERIZE X, letc/nvme/config.json’ 7 7
JLIC “nvme connect-all g7,

#H -0JSON 7 71 I 24X T DA T ay, sFlBEXT TS avIicDWVWTIE. NVMe connect-all
DRIYZ_aTI R=SEBBLTLLIET L,

1.JSON 7 71 ILZREL F T

®

RDBFITIE. dhchap key Xfind D “dhchap secret ELT
‘dhchap ctrl key X593 ‘dhchap ctrl secreto



PerLET

cat /etc/nvme/config.json
[

{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b5c04f£444d33",

"hostid":"4c4c4544-0035-5910-804b-b5c04£4444d33",

"dhchap key":"DHHC-
1:01:GhgalS+0h0W/IxKhSa0iaMHgl7SOHRTzBduPzoJ6LKEJs3/f:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%eabbecbod: subsystem.istp
MNTC subsys",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.30.44",

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJI1lgTy22bVoVOdRnIM+9Q0DfQRNVWIDHf PU2LrK5Y+/
XG8iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"

by
{

"transport":"tcp",

"traddr":"192.168.30.45"

"host traddr":"192.168.30.15",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1M+9QDfQRNVwWIDHfPU2LrK5Y+/

XG81iGcRtBCdm3
fYm3ZmO6NiepCOROY5Q=":"
by
{
"transport":"tcp",
"traddr":"192.168.31.44",
"host traddr":"192.168.31.15",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:03:
GaraC0840/uM0jF4rKJ1lgTy22bVoVOdRn1IM+9Q0DfQRNVWIDHf PU2LrK5Y+/XG81G
c
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RtBCAm3fYm3ZmO6NiepCOROY5Q=":"
{

"transport":"tcp",
"traddr":"192.168.31.45",
"host traddr":"192.168.31.15",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:03:

by

GaraC0840/uM0jF4rKJ1gTy22bVoVOdRn1IM+9QDfORNVwIDHfPu2LrK5Y+/XG81iG

cRtBCAm3£fYm3ZmO6NiepCORoY5Q=:"
}

2. configjson7 71 JLZ{ERA L TONTAPOY FO—ZIZHERL T,

nvme connect-all -J /etc/nvme/config.json

erLET

already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873allf0bc60d03%eabbcbod: subsystem.
MNTC subsys, transport=tcp, traddr=192.168.30.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d039%cabbcbbd: subsystem.
MNTC subsys, transport=tcp,traddr=192.168.31.44,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=ngn.1992-
08.com.netapp:sn.2c0c80d9873al1f0bc60d03%eabbcbod: subsystem.
MNTC subsys, transport=tcp, traddr=192.168.30.45,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.2c0c80d9873all1f0bc60d03%eabbcbod: subsystem.
MNTC subsys, transport=tcp, traddr=192.168.31.45,trsvcid=4420

istp

istp

istp

istp



8. BY T AFLDEIAY FAO—S5TDHCHAPY —Z Ly hAAEMICHR > TWBR e ZBERLET,

a. /RX FDHCHAP* —ZHEEEL £ 9,

cat /sys/class/nvme-subsystem/nvme-subsys96/nvme96/dhchap secret

ROFIL. dhchap F—ZRLTWVWET,

DHHC-1:01:hhdIYK7rGxHiNYS4d421GxHeDRUAUYOvmdgCp/NOaYND2PSc:

b. 1> FO—ZDDHCHAPF—Z MR L £,

cat /sys/class/nvme-subsystem/nvme-
subsys96/nvme96/dhchap ctrl secret

ROBID &K S BHADRTENE T

DHHC-
1:03:ZCRrPIMQOeXhFitT7FvvE/3P6K/qY1HfSMmSfM8nLjESJIdOFbjK/J6m00ygdgimO
VrRlrgrnHzjtWImsnoVBO3rPDGEk=:

FIE9 : BE DA =R I 5
BAOMEIERD L EDTY:

NetApp /A% ID 24 KL B

1503468 RHEL 9.1Tl&. ‘nvme list-subsys’ A< > £®d ‘nvme list-subsys' A< > Rk, 1EE
Rid. IBESNIEY TR TLOEDIR SN TS XFLDONYMe OV O—
LNVMEO> FO—S VX bZRLEFET, Z—DURMZRLZEFY, RHEL9.1 T
IEF. COAXYRIFE BT XTLADY
RTOLFHZE[MOIAY FO—F—CZD
ANARREEZRTL F9. ANA DIREEISH
FIZEBCCDEMTHSH. ATV RIF
Z2TEBMONZDOREZRO>—BOIY
FO—Z— IV MU ERRTIVELND
DET,
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NetApp /A% ID 24 NI B

"1479047" RHEL 9.0 NVMe-oF KX M3 E# L 7=7k#%: NVMe-oF KX h Tld. nvme discover
mEI>FO—F (PDC) ZEHLEY. -p OVYRZEFALTPDC ZERTEZE

I CcOOAX Y RZHEHRETIEHEE. 122
I—R—rR2—=4 v hOEAEDECIC
120D PDC DH=EIERRT ZHENHD F
T, 7272 L. NVMe-oF7R X k TONTAP
9.10.18 K URHEL 9.0 1T L TW3HEE
&« “nvme discover -p' EE{T9 B 7=TIC
EELPDCHMERENET, Thick
h, RXb&E—=4v rOBmATIY—2X
DARRBICFERSINZZCICRD £,

ONTAPX kL — TNVMe-oF HICRHEL 8.x% &K d

Red Hat Enterpirse Linux (RHEL) 7R X ~ &, FEXRFRBBIZERI 722 X (ANA) ZiE R 7
NVMe over Fibre Channel (NVMe/FC) & & T NVMe over TCP (NVMe/TCP) 7O /L
ZHR—FLET, ANAIL. iISCSI LU FCP IRIBICH T B IEMFERIEI=w b 72
X (ALUA) EEEFEDTILF N ERExIREL £9,

RHEL 8.x FH® NVMe over Fabrics (NVMe-oF) R X b Z 183 2 522 FE L9, FFlATR— b~ CHEES
RICDOWVWTIE. "RHEL ONTAPODHR— k & #EE"

RHEL 8.x @ NVMe-oF IZI&. ROEIRDFIRA B D £7

* NVMe-oF 7O L JJLEFEALT- SAN 77— MMIREHR— TN TULEE A

* RHEL 8.x @ NVMe-oF 'RR b Tl&. A—RILA NVMe YILFNRIET T 4L b TEMICHE>TWVWB T
B, FEITEMNITIBENDDTT,

* BFIOBBED 2. NVMe/TCP I&727 /A — FLEa— LTHBTEET,
FIE1 : BEICIGCTSANT — b ZBHMICLF TS
SAN 77— hZfERT2 LSRR M ZERT % . BAPBERILEIN. RT—JEUTsPELELFT, fF
F3"Interoperability Matrix Tool"Linux OS. R"RX ~ NZX 7H SR (HBA). HBA7 7—LJ 7. HBAJ—hk
BIOS. BLUONTAPN—I 3 VM SAN T—hZHR—FLTVWR L ERRELE T,

Fg
1. "NVMe&RIZBZ1ER L. "X MR vEYT T 3",

2. SAN 7 — FEBIZEBAIT Y TENTWBR— M LT, H—/N\—BIOS TSAN J—rEZBIICL £
ER

HBABIOS ZBMICT 2 HEICDOVTIE. ARVA—BEEDY=aT7IILEZBRL TSI,
3. KX hZBEHL. 0S HEFHL TRITTNTVB L ZHEBLET,

2AT7wT2: RHELENVMeY 7 b0z 7% AV A =)L L. {BKZHERT S
NVMe-oF BBICR X BT DICIE. RAMBEUONMe VI o7 Ny —S%A4A X M—)LL. 7
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IWFNZZ2EML T, RX D NON 1B ZHEER T 2RENDHD T,

FIE

1. H—N—ICRHEL8Xx ZA YA b—ILLET, 1R b—IHRT LI=5. HEXL RHEL8.x H—XILH

HRITShTWB Iz LE T,

uname -—-r

RHEL H—=JLIN— 3 > DAl

4.18.0-553.e18 10.x86 64

2. Tnvmecliy NvTr—2 %AV R=ILLET,

rpm -galgrep nvme-cli

ROBFNE nvme-cli Ny T—JDN—=23>ZRLTWET,

nvme-cli-1.16-9.e18.x86 64

3 A VA=)LLET 1libnvme /Ny Tr— 0

rpm -galgrep libnvme

KOFIE. libnvme Ny Tr—SON—2 3> RLTWVWETD,

libnvme-1.4-3.e18.x86 64

4. H—=I)LRD NVMe TILFINZAZBHICL T,

grubby --args=nvme core.multipath=Y --update-kernel /boot/vmlinuz-
4.18.0-553.e18 10.x86 64

5. RHEL 8. xR X FTl&. hostngn XF5| */etc/nvme/hostngn:

cat /etc/nvme/hostngn

RDOANE. “hostngn /N— 3 >t
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ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0032-3410-8035-b8c04£f4c5132

6. ONTAPY X7 AT, “hostngn'XFEFIH—EF 3 "hostnqn ONTAPR kL —2 S X T LA EDRST 5H T
> AT LDOXZFF:

::> vserver nvme subsystem host show -vserver vs fcnvme 141

BlerRLET
Vserver Subsystem Host NON
vs 25 2742 rhel 101 QLe2772 ngn.2014-

08.org.nvmexpress:uuid:546399fc-160f-11e5-89%9aa-98be%942440ca

H L “hostngn XFEFIH—E L R WHE . “vserver modify B# 9 % I< > K “hostngn' X
J6 T BONTAPR b L—C S X7 LY T2 27 LOXFS% “hostngn XFFH 5
*letc/nvmelhostngn’ R X kL,

1. RZA+ZEVT—FLET,

BLHRXMETNVMe & SCSI FS5 74 v I DOMmAEZFERITI BICIE. NetApp. ONTAP#
BIZERSIC I3 — R IL NVMe TILF/SZ%MERE L. ONTAP LUN (Zid dm-multipath % f5F3
THRECEHELTVWET, dm-multipathh’ ONTAPR— L ZAR—X T /N1 RZERK L 720
& SIZFBICIFE. “enable_foreign'5RE 9 % “/etc/multipath.conf 7 7 JL :

®

cat /etc/multipath.conf
defaults {
enable foreign NONE

A 7w 73: NVMe/FC X NVMe/TCPZ &K T %

Broadcom/Emulex X 7zi3 Marvell/QLogic 7R 72 %Z{#FH L T NVMe/FC Z18M T 2 H\. FHDORESE LU
HIREE A L TNVMe/TCP Z#8R L £7.
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NVMe/FC - JO—RIL/IZZSalwoI R
Broadcom/Emulex7 & 72 FBICNVMe/FCZEREL £9,

FIE
1L HR-—PENTVWB TR TRETILZFERALTVWB L EZREELE T,

a ETIINBERTLET,

cat /sys/class/scsi host/host*/modelname

ROHAODERRENE T

LPe32002-M2
LPe32002-M2

b. EFILDFHAZRTLE T,

cat /sys/class/scsi_host/host*/modeldesc

ROBID &K S BHADRTENE T

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel

2. g SN BBroadcomZz AL TWB ez L&Y 1ptc 77— LV ITELURENLARS

AW

a J7y—LIOxT7DN—grERRLED,

cat /sys/class/scsi host/host*/fwrev

COOARVRIET7—Lo9zT7ON—2a>zIRLET,

14.2.539.21, sli-4:2:c
14.2.539.21, sli-4:2:c

b. ZIERLADRFAN—DN=23 0 ERRLET,

cat /sys/module/lpfc/version

Adapter
Adapter
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ROFNE RSAN—DN=23 >R LTVWET,

0:14.0.0.21

HR—FINTWVWBTHTEZRZANELVT7—LT7TT7N=3 VDORAVAMIOVWTIE. &
B8 L T < 72 & LV Interoperability Matrix Tool"s

L ¥ Y 1pfc _enable fc4 type MICHEINZET 3 :

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

CAZVI—BR—hERRTIHCZRRELE T,

cat /sys/class/fc host/host*/port name

RDESBHEADVKRRIEINET !

0x10000090faelec88
0x10000090fae0ec89

CAZVI—FR— DT STA U THE R LT,

cat /sys/class/fc host/host*/port state

ROBADERRENET,

Online

Online

- NVMe/FCA Z> T—RR— b DBEMICHE>TED. Z—7 v bAR—bHERHINZ e zHRLF

EXS

cat /sys/class/scsi _host/host*/nvme info


https://mysupport.netapp.com/matrix/

PerLET

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x211ad039%ecaa77dfc8 WWNN x2119d039%9eaa7dfc8
DID x021302 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211cd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8

DID x020b02 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000001330ec7 Issue 0000000001330ec9 OutIO
0000000000000002
abort 00000330 noxri 00000000 nondlp 0000000b gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000354 Err 00000361

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WIWPN x211bd03%eaa7dfc8 WWNN x2119d039%eaa7dfc8
DID x022902 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x211dd039%eaa7dfc8 WWNN x2119d039%ecaa7dfc8

DID x020102 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 00000001ff Cmpl 00000001ff Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000012ec220 Issue 00000000012ec222 OutIO
0000000000000002
abort 0000033b noxri 00000000 nondlp 00000085 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000368 Err 00000382

NVMe/FC - ¥ —~JL/QLogic
Marvell/QLogic7 4 7R FICNVMe/FCEEREL £ 95

FIE

1. HR—FINTWVWBR TR TR RSAN—CT7—LITT7 N—=2a>uEFRALTWVWBAZ EEREEL
£9,



cat /sys/class/fc host/host*/symbolic name

ROFNE RSZAN—CT7—LIOTT7DN—=23>ZRLTVWET,

QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k
QLE2742 FW: v9.10.11 DVR: v10.02.08.200-k

2. B2 L £9 gl2xnvmeenable BERESNE T, UKD, Marvel 7 X 7R %ENVMe/FCA =T
—RELTHEETER N TEXT,

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

BESNBHEIIFITY,

NVMe/FC

NVMe/TCP 00 k JJLIZBEEEGIREE Y R— L TULWEHFA. K DIC. NVMe/TCPH T X FLL
ZBIZEEENVMe/TCPOY Y R TIRETBZ N TEF X T, “connect £7-IlX “connect-all FENTIRIEL
9,

FIE
L4202 —%— K—hrH HR-FITNTLS NVMe/TCP LIF £2FTRIEOY R—2 T—RZH
BTl czmRRLET,

nvme discover -t tcp -w host-traddr -a traddr
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PerLET

nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd03%a% 8ae9:discovery
traddr: 192.168.1.25

sectype: none

trtype: tcp

adrfam: ipv4

subtype: unrecognized

treq: not specified.

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.alb2b785b9%dellee8e7fd039%a%e8ae9:discovery
traddr: 192.168.2.26

sectype: none

2. NVMe/TCPA =Y IT—AR X —4w FLIFOMOEAEHE T, BEOIR—JSDOT—2%EFEICH
BTE3cxERLEY,

nvme discover -t tcp -w host-traddr -a traddr

BlzrmLET
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.26
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25

3. #E1TL £ Y nvme connect-all /—RETHR— TN TVWBEITRTDONVMe/TCPT =T
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—R[Z—=4y MLIFZRRE LAYV R

nvme connect-all -t tcp -w host-traddr -a traddr

PlerLET
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.25 -1 1800
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.24 -1 1800
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.26 -1 1800
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.25 -1 1800

2ATFw T4 AT 3> TNVMe/lFCOIMB lIOZEICT S

ONTAP (Z. A DY FO—F T—R TRAT —XEET A X (MDTS) '8 THH LHRELET, DFED. &
KO BXRY A Xl 1MB £TICHAD £F9, Broadcom NVMe/FCAHRX MMIIMBDI/OY VTR b EFHTT BIC
I&. lpfc DOMAE "Ipfc_sg_seg cnt /NTA—R%ZT T+ )L MED 64 H5 256 ICEEL £,

()  coFIEE Qogic NVMelFCHZ MZIHBRASNEE Ae

Flig
1. "Ipfc_sg_seg_cnt /N T X—R%E256ICREL 95

cat /etc/modprobe.d/lpfc.conf
RDBID &L S BHADKRTEINET T,
options lpfc lpfc sg seg cnt=256

2. O R%ETL dracut -f. KA ZEUT—rLET,
3. DEN256TdH 2 Z L =R L “Ipfc_sg_seg_cnt £,

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

2ATw 5 TILFINAIBR = HERT S

H—FILADNVMeTILFINZAZATF—R R, ANART—HR R, B LUVPONTAPR — L AR— ZXHNVMe-oF &%
ICSFLTELWS e ZERELE T,

FIE
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- A—FILANVMeTIILFNADBMIR > TWVWBR e =B LET,

cat /sys/module/nvme core/parameters/multipath

ROHHDRRENE T

. T BONTAPR— L ZAR— X DE)ENVMe-oF 2 E (model%Z NetApp ONTAPO Y FO—SIZRE

L. load balancing iopolicyz 27> ROEVICERET 2%4E) NARAMIELLRMEINTWS Lz
BLET,

a I RTLERRLETD,

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROHHDRRENE T

NetApp ONTAP Controller
NetApp ONTAP Controller

b. RS —=RRLET,

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

ROBADKRRENET,

round-robin

round-robin

= LAR—ZADMER N, RAMCTELLBEEIN - EZHERELE T,

nvme list
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PerLET

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T

4. ENNZOO> bO—FDREDliveTHD. IELWVWANART—HADEBEINTWVWBR e E#ERELE T,

nvme list-subsys /dev/nvmeOnl

NVMe/FCDH% FRx

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.0cd%eldclecllee8e7fd039%a%8ae9:subsystem.nvme
\

+- nvmel fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2086d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6d:pn-0x21000024£ff752e6d live non-
optimized

+- nvme2 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2016d039%ecaa7dfc8
host traddr=nn-0x20000024£f£f752e6c:pn-0x21000024££f752e6c live
optimized

+- nvme3 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2081d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6c:pn-0x21000024£f£f752e6c live non-
optimized

+- nvmed4 fc traddr=nn-0x2005d039%eaa7dfc8:pn-0x2087d039%ecaa7dfc8
host traddr=nn-0x20000024ff752e6d:pn-0x21000024f£f752e6d live
optimized
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NVMe/TCPDOHIZ RS

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.alb2b785b9dellee8e7£d039%al%e8ael:subsystem.nvme tcp
1

\

+- nvmeO tcp traddr=192.168.2.26 trsvcid=4420
host traddr=192.168.2.31 live non-optimized

+- nvmel tcp traddr=192.168.2.25 trsvcid=4420
host traddr=192.168.2.31 live optimized

+- nvme2 tcp traddr=192.168.1.25 trsvcid=4420
host traddr=192.168.1.31 live non-optimized

+- nvme3 tcp traddr=192.168.1.24 trsvcid=4420
host traddr=192.168.1.31 live optimized

S X—LAR—ZABMEREN. RAPTELLBHINZ e ZzBRLET,

nvme list

PlEerLET

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B BT T

6. XY NPV T TSHTA2T. ONTAP R— L AR—ZATFTNA A EICIELWMERRTINTWVWARZ L% HE
BLET,
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5] ( Column)

nvme netapp ontapdevices -o column

PerLET

Device Vserver Namespace Path

/dev/nvmeOnl tcpiscsi 129 /vol/tcpnvme 1 0 0/tcpnvme ns

NSID UUID Size
1 05¢c2¢c351-5d7£-41d7-9bd8-1a56¢ 21.47GB
JSON

nvme netapp ontapdevices -0 json

BlemLEd
{
"ONTAPdevices": [
{
"Device": "/dev/nvmeOnl",
"Vserver": "tcpiscsi 129",

"Namespace Path”: /vol/tcpnvme 1 0 O/tcpnvme ns ",
"NSID": 1,
"UUID": " 05c2c351-5d7£-41d7-9bd8-1a56c160c80b ",
"Size2: "21.47GB",
"LBA Data Size": 4096,
"Namespace Size" : 5242880

I
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FlE6 : IR OB ZERT %
BAORBEIRD L HD T

NetApp /\Z ID
"1479047"

2148

RHEL 8.x NVMe-oF R X ~FEE L 7ok
BRE> ~O—3 (PDC) Z1ER L £,

%8

NVMe-oF R X k Tl&. Tnvme discover
-p) AR R%ZFEALTPDC Z1ERL TS
¥9, COOXYRZERTZHEG. 1=
SI—R—=RZ=Ty FOEAEHE
I21 20D PDC OAH%VERT DREHLHD
9, 7=7=L. NVMe-oF R X kT RHEL
8x ZERITLTWLWBIHFEIE. Tnvme
discover -pJ ZETIBHVICELRLT:
PDC BMERSNE T, UKD KRR
b=y FOBATIY —IHBRBRE
ICERAINS A D T,
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