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Oracle Linux 7.

ONTAPストレージを使用してFCPおよびiSCSI用にOracle
Linux 7.9を構成する

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。Oracle Linux 7.9 ホストに Linux ホスト ユーティ
リティをインストールすると、ホスト ユーティリティを使用して ONTAP LUN での
FCP および iSCSI プロトコル操作を管理できるようになります。

ONTAP LUN はハイパーバイザーに自動的にマップされるため、カーネルベースの仮想マシン
(KVM) 設定を手動で構成する必要はありません。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

Oracle Linux 7.9でマルチパスを使用してONTAP LUNを管理できます。
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使用することができます"Red Hat Enterprise Linux (RHEL) 7.9 の推奨設定" Oracle Linux 7.9 用
に Red Hat 互換カーネルを構成します。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが終了することを確認し `/etc/multipath.conf`ます。ファイルが存在しない場合は、空のゼロバイ
トファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

chkconfig multipathd on

/etc/init.d/multipathd start

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。オペレーティングシステ
ムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているため、ホ

スト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OS標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。
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パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 ASA、 AFF、およびFAS構成をサポートします。これらの構成
では、単一のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障
害時に問題が発生する可能性があります。

次の出力例は、ASA、AFF、またはFAS構成のONTAP LUNについて、正しいパラメータ設定とパスステ
ータスを示しています。
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ASA構成

ASA構成では、特定のLUNへのすべてのパスが最適化され、アクティブな状態が維持されます。これ
により、すべてのパスを同時に経由するI/O処理が行われるため、パフォーマンスが向上します。

例を示します

multipath -ll

3600a098038303634722b4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

  |- 11:0:7:6   sdbz 68:208  active ready running

  |- 11:0:11:6  sddn 71:80   active ready running

  |- 11:0:15:6  sdfb 129:208 active ready running

  |- 12:0:1:6   sdgp 132:80  active ready running

AFFまたはFASの設定

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要がありま
す。優先度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理さ
れます。優先度の低いパスはアクティブですが、別のコントローラで処理されるため最適化されてい
ません。最適化されていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の例は、2つのアクティブ/最適化パスと2つのアクティブ/非最適化パスがあるONTAP LUNの出力
を示しています。

例を示します

multipath -ll

3600a0980383036347ffb4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 16:0:6:35 sdwb  69:624  active ready running

| |- 16:0:5:35 sdun  66:752  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 15:0:0:35 sdaj  66:48   active ready running

  |- 15:0:1:35 sdbx  68:176  active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ
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ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。
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例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

ONTAP ストレージを搭載した Oracle Linux 7.9 ホストには、次の既知の問題があります。

NetApp バグ ID タイトル 説明

1440718 SCSIの再スキャンを実行せず
にLUNのマッピングを解除または
マッピングすると、ホストでデー
タが破損する可能性があります。

マルチパス構成パラメータをYES

に設定する
`disable_changed_wwids`

と、World Wide Identifier（WWID

；ワールドワイド識別子）が変更
された場合にパスデバイスへのア
クセスが無効になりま
す。multipathは、パスのWWIDが
マルチパスデバイスのWWIDにリス
トアされるまで、パスデバイスへ
のアクセスを無効にします。詳細
については、"ネットアップのナレ
ッジベース：Oracle Linux 7上
のiSCSI LUNでファイルシステムが
破損している"を参照してくださ
い。

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
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て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してください"O

NTAP上のOracleデータベース"。

ONTAPストレージを使用してFCPおよびiSCSI用にOracle
Linux 7.8を構成する

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。Oracle Linux 7.8 ホストに Linux ホスト ユーティ
リティをインストールすると、ホスト ユーティリティを使用して ONTAP LUN での
FCP および iSCSI プロトコル操作を管理できるようになります。

ONTAP LUN はハイパーバイザーに自動的にマップされるため、カーネルベースの仮想マシン
(KVM) 設定を手動で構成する必要はありません。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

Oracle Linux 7.8でマルチパスを使用してONTAP LUNを管理できます。
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使用することができます"Red Hat Enterprise Linux (RHEL) 7.8 の推奨設定" Oracle Linux 7.8 用
に Red Hat 互換カーネルを構成します。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが終了することを確認し `/etc/multipath.conf`ます。ファイルが存在しない場合は、空のゼロバイ
トファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

chkconfig multipathd on

/etc/init.d/multipathd start

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。オペレーティングシステ
ムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているため、ホ

スト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OS標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。
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パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 AFFおよびFAS構成をサポートします。これらの構成では、単一
のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障害時に問題
が発生する可能性があります。

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要があります。優先
度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理されます。優先度
の低いパスはアクティブですが、別のコントローラで処理されるため最適化されていません。最適化され
ていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の出力例は、2 つのアクティブ/最適化パスと 2 つのアクティブ/非最適化パスを持つ AFF または FAS 構
成内の ONTAP LUN の正しいパラメータ設定とパス ステータスを示しています。
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例を示します

multipath -ll

3600a0980383036347ffb4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 16:0:6:35 sdwb  69:624  active ready running

| |- 16:0:5:35 sdun  66:752  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 15:0:0:35 sdaj  66:48   active ready running

  |- 15:0:1:35 sdbx  68:176  active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。
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ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。

例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

ONTAP ストレージを搭載した Oracle Linux 7.8 ホストには、次の既知の問題があります。

NetApp バグ ID タイトル 説明

1440718 SCSI再スキャンを実行せずにLUN

のマッピングまたはマッピングを
解除すると、ホストでデータが破
損する可能性があります。

「可_変更後_ WWID」のマルチパ
ス設定パラメータを「YES」に設
定すると、WWIDが変更された場合
にパスデバイスへのアクセスが無
効になります。パスのWWIDがマル
チパスデバイスのWWIDにリストア
されるまで、マルチパスはパスデ
バイスへのアクセスを無効にしま
す。詳細については、を参照して
ください"ネットアップのナレッジ
ベース：Oracle Linux 7上のiSCSI

LUNでファイルシステムが破損し
ている"。
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NetApp バグ ID タイトル 説明

"1311575" Qlogic QLE2672（16G）を使用し
たストレージフェイルオーバー時
に、読み取り/書き込み処理がセカ
ンダリパスを切り替えられなかっ
たために発生するI/O遅延

Oracle Linux 7.7 カーネル（
5.4.17-2011.0.7.el7uek.x86_64 ）
で QLogic QLE2672 16G HBA を使
用したストレージフェイルオーバ
ー処理で、 I/O 処理がセカンダリパ
ス経由で再開されないことがあり
ます。ストレージフェイルオーバ
ー中にプライマリパスがブロック
されているために I/O の進行が停止
した場合、セカンダリパス経由で
I/O 処理が再開されず、 I/O に遅延
が生じる可能性があります。I/O 処
理は、ストレージフェイルオーバ
ーのギブバック処理が完了したあ
とにプライマリパスがオンライン
になった時点で再開されます。

"1311576" Emulex LPe16002（16G）を使用
したストレージフェイルオーバー
時に、読み取り/書き込み処理がセ
カンダリパスを経由できないこと
が原因で発生するI/O遅延

Emulex LPe16002 16G HBA を使
用している Oracle Linux 7.7 カーネ
ル（ 5.4.17-

2011.0.7.el7uek.x86_64 ）では、ス
トレージフェイルオーバー処理中
にセカンダリパス経由で I/O 処理が
再開されないことがあります。ス
トレージフェイルオーバー中にプ
ライマリパスがブロックされてい
るために I/O の進行が停止した場
合、セカンダリパス経由で I/O 処理
が再開されず、 I/O に遅延が生じる
可能性があります。I/O 処理は、ス
トレージフェイルオーバーのギブ
バック処理が完了したあとにプラ
イマリパスがオンラインになった
時点で再開されます。

"1246134" Emulex LPe16002（16G）を使用
したストレージフェイルオーバー
時に観察されたI/O遅延とレポート
がblocked、not present状態に移行

Emulex LPe16002B-M6 16G FC ホ
ストバスアダプタ（ HBA ）を使用
して UEK5U2 カーネルを実行して
いる Oracle Linux 7.6 でストレージ
フェイルオーバー処理を実行して
いる場合、レポートがブロックさ
れると I/O の進捗が停止することが
あります。ストレージフェイルオ
ーバー処理では、「 online 」状態
から「 blocked 」状態に変わり、
読み取り処理と書き込み処理に時
間がかかります。処理が正常に完
了すると、レポートは「オンライ
ン」状態に戻り、引き続き「ブロ
ック」状態のままになります。
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NetApp バグ ID タイトル 説明

"1246327" Qlogic QLE2672（16G）およ
びQLE2742（32G）を使用したス
トレージフェイルオーバー時
に、I/O遅延が観察され、Rport

がblocked、not present状態に移行
している

ストレージフェイルオーバー処理
中に、 Fibre Channel （ FC ）リモ
ートポートが Red Hat Enterprise

Linux （ RHEL ） 7.6 で QLogic

QLE2672 16G ホストでブロックさ
れることがあります。ストレージ
ノードが停止すると論理インター
フェイスが停止するため、リモー
トポートでストレージノードのス
テータスがブロック済みに設定さ
れます。QLogic QLE2672 16Gホス
トとQLE2742 32Gbファイバチャ
ネル（FC）ホストバスアダプタ
（HBA）の両方を実行している場
合、ポートのブロックが原因でI/O

の進行が停止することがありま
す。ストレージノードが最適状態
に戻ると、論理インターフェイス
も稼働し、リモートポートがオン
ラインになります。ただし、リモ
ートポートは引き続きブロックさ
れる場合があります。このブロッ
ク状態は、マルチパスレイヤで
LUN に障害が発生したと登録され
ます。リモートポートの状態は、
次のコマンドで確認できます。 #

cat

/sys/class/fc_remote_ports/rport-

*/port_stat Blocked Blocked Online

Online

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

ONTAPストレージを使用してFCPおよびiSCSI用にOracle
Linux 7.7を構成する

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。Oracle Linux 7.7 ホストに Linux ホスト ユーティ
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リティをインストールすると、ホスト ユーティリティを使用して ONTAP LUN での
FCP および iSCSI プロトコル操作を管理できるようになります。

ONTAP LUN はハイパーバイザーに自動的にマップされるため、カーネルベースの仮想マシン
(KVM) 設定を手動で構成する必要はありません。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

Oracle Linux 7.7でマルチパスを使用してONTAP LUNを管理できます。

使用することができます"Red Hat Enterprise Linux (RHEL) 7.7 の推奨設定" Oracle Linux 7.7 用
に Red Hat 互換カーネルを構成します。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが終了することを確認し `/etc/multipath.conf`ます。ファイルが存在しない場合は、空のゼロバイ
トファイルを作成します。
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touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

chkconfig multipathd on

/etc/init.d/multipathd start

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。オペレーティングシステ
ムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているため、ホ

スト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OS標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。
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パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 AFFおよびFAS構成をサポートします。これらの構成では、単一
のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障害時に問題
が発生する可能性があります。

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要があります。優先
度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理されます。優先度
の低いパスはアクティブですが、別のコントローラで処理されるため最適化されていません。最適化され
ていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の出力例は、2 つのアクティブ/最適化パスと 2 つのアクティブ/非最適化パスを持つ AFF または FAS 構
成内の ONTAP LUN の正しいパラメータ設定とパス ステータスを示しています。
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例を示します

multipath -ll

3600a0980383036347ffb4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 16:0:6:35 sdwb  69:624  active ready running

| |- 16:0:5:35 sdun  66:752  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 15:0:0:35 sdaj  66:48   active ready running

  |- 15:0:1:35 sdbx  68:176  active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。
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ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。

例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

ONTAP ストレージを搭載した Oracle Linux 7.7 ホストには、次の既知の問題があります。

NetApp バグ ID タイトル 説明

1440718 SCSI再スキャンを実行せずにLUN

のマッピングまたはマッピングを
解除すると、ホストでデータが破
損する可能性があります。

「可_変更後_ WWID」のマルチパ
ス設定パラメータを「YES」に設
定すると、WWIDが変更された場合
にパスデバイスへのアクセスが無
効になります。パスのWWIDがマル
チパスデバイスのWWIDにリストア
されるまで、マルチパスはパスデ
バイスへのアクセスを無効にしま
す。詳細については、を参照して
ください"ネットアップのナレッジ
ベース：Oracle Linux 7上のiSCSI

LUNでファイルシステムが破損し
ている"。
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NetApp バグ ID タイトル 説明

"1311575" Qlogic QLE2672（16G）を使用し
たストレージフェイルオーバー時
に、読み取り/書き込み処理がセカ
ンダリパスを切り替えられなかっ
たために発生するI/O遅延

Oracle Linux 7.7 カーネル（
5.4.17-2011.0.7.el7uek.x86_64 ）
で QLogic QLE2672 16G HBA を使
用したストレージフェイルオーバ
ー処理で、 I/O 処理がセカンダリパ
ス経由で再開されないことがあり
ます。ストレージフェイルオーバ
ー中にプライマリパスがブロック
されているために I/O の進行が停止
した場合、セカンダリパス経由で
I/O 処理が再開されず、 I/O に遅延
が生じる可能性があります。I/O 処
理は、ストレージフェイルオーバ
ーのギブバック処理が完了したあ
とにプライマリパスがオンライン
になった時点で再開されます。

"1311576" Emulex LPe16002（16G）を使用
したストレージフェイルオーバー
時に、読み取り/書き込み処理がセ
カンダリパスを経由できないこと
が原因で発生するI/O遅延

Emulex LPe16002 16G HBA を使
用している Oracle Linux 7.7 カーネ
ル（ 5.4.17-

2011.0.7.el7uek.x86_64 ）では、ス
トレージフェイルオーバー処理中
にセカンダリパス経由で I/O 処理が
再開されないことがあります。ス
トレージフェイルオーバー中にプ
ライマリパスがブロックされてい
るために I/O の進行が停止した場
合、セカンダリパス経由で I/O 処理
が再開されず、 I/O に遅延が生じる
可能性があります。I/O 処理は、ス
トレージフェイルオーバーのギブ
バック処理が完了したあとにプラ
イマリパスがオンラインになった
時点で再開されます。

"1246134" Emulex LPe16002（16G）を使用
したストレージフェイルオーバー
時に観察されたI/O遅延とレポート
がblocked、not present状態に移行

Emulex LPe16002B-M6 16G FC ホ
ストバスアダプタ（ HBA ）を使用
して UEK5U2 カーネルを実行して
いる Oracle Linux 7.6 でストレージ
フェイルオーバー処理を実行して
いる場合、レポートがブロックさ
れると I/O の進捗が停止することが
あります。ストレージフェイルオ
ーバー処理では、「 online 」状態
から「 blocked 」状態に変わり、
読み取り処理と書き込み処理に時
間がかかります。処理が正常に完
了すると、レポートは「オンライ
ン」状態に戻り、引き続き「ブロ
ック」状態のままになります。
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NetApp バグ ID タイトル 説明

"1246327" Qlogic QLE2672（16G）およ
びQLE2742（32G）を使用したス
トレージフェイルオーバー時
に、I/O遅延が観察され、Rport

がblocked、not present状態に移行
している

ストレージフェイルオーバー処理
中に、 Fibre Channel （ FC ）リモ
ートポートが Red Hat Enterprise

Linux （ RHEL ） 7.6 で QLogic

QLE2672 16G ホストでブロックさ
れることがあります。ストレージ
ノードが停止すると論理インター
フェイスが停止するため、リモー
トポートでストレージノードのス
テータスがブロック済みに設定さ
れます。QLogic QLE2672 16Gホス
トとQLE2742 32Gbファイバチャ
ネル（FC）ホストバスアダプタ
（HBA）の両方を実行している場
合、ポートのブロックが原因でI/O

の進行が停止することがありま
す。ストレージノードが最適状態
に戻ると、論理インターフェイス
も稼働し、リモートポートがオン
ラインになります。ただし、リモ
ートポートは引き続きブロックさ
れる場合があります。このブロッ
ク状態は、マルチパスレイヤで
LUN に障害が発生したと登録され
ます。リモートポートの状態は、
次のコマンドで確認できます。 #

cat

/sys/class/fc_remote_ports/rport-

*/port_stat Blocked Blocked Online

Online

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

ONTAPストレージを使用してFCPおよびiSCSI用にOracle
Linux 7.6を構成する

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。Oracle Linux 7.6 ホストに Linux ホスト ユーティ

20

https://mysupport.netapp.com/NOW/cgi-bin/bol?Type=Detail&Display=1246327
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/oracle/oracle-overview.html


リティをインストールすると、ホスト ユーティリティを使用して ONTAP LUN での
FCP および iSCSI プロトコル操作を管理できるようになります。

ONTAP LUN はハイパーバイザーに自動的にマップされるため、カーネルベースの仮想マシン
(KVM) 設定を手動で構成する必要はありません。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

Oracle Linux 7.6でマルチパスを使用してONTAP LUNを管理できます。

使用することができます"Red Hat Enterprise Linux (RHEL) 7.6 の推奨設定" Oracle Linux 7.6 用
に Red Hat 互換カーネルを構成します。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが終了することを確認し `/etc/multipath.conf`ます。ファイルが存在しない場合は、空のゼロバイ
トファイルを作成します。
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touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

chkconfig multipathd on

/etc/init.d/multipathd start

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。オペレーティングシステ
ムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているため、ホ

スト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OS標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。
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パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 AFFおよびFAS構成をサポートします。これらの構成では、単一
のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障害時に問題
が発生する可能性があります。

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要があります。優先
度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理されます。優先度
の低いパスはアクティブですが、別のコントローラで処理されるため最適化されていません。最適化され
ていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の出力例は、2 つのアクティブ/最適化パスと 2 つのアクティブ/非最適化パスを持つ AFF または FAS 構
成内の ONTAP LUN の正しいパラメータ設定とパス ステータスを示しています。

23



例を示します

multipath -ll

3600a0980383036347ffb4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 16:0:6:35 sdwb  69:624  active ready running

| |- 16:0:5:35 sdun  66:752  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 15:0:0:35 sdaj  66:48   active ready running

  |- 15:0:1:35 sdbx  68:176  active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。
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ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。

例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

ONTAP ストレージを搭載した Oracle Linux 7.6 ホストには、次の既知の問題があります。

NetApp バグ ID タイトル 説明

1440718 SCSI再スキャンを実行せずにLUN

のマッピングまたはマッピングを
解除すると、ホストでデータが破
損する可能性があります。

「可_変更後_ WWID」のマルチパ
ス設定パラメータを「YES」に設
定すると、WWIDが変更された場合
にパスデバイスへのアクセスが無
効になります。パスのWWIDがマル
チパスデバイスのWWIDにリストア
されるまで、マルチパスはパスデ
バイスへのアクセスを無効にしま
す。詳細については、を参照して
ください"ネットアップのナレッジ
ベース：Oracle Linux 7上のiSCSI

LUNでファイルシステムが破損し
ている"。
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NetApp バグ ID タイトル 説明

"1202736" QLogic QLE2742 アダプタを搭載
した OL7U6 ホストにリモートポー
トの「 Not Present 」状態であるた
め、ホストの検出中に LUN を使用
できない可能性があります

ホストの検出中に、 QLogic

QLE2742 アダプタを搭載した
OL7U6 ホストの Fibre Channel （
FC ）リモートポートのステータス
が「 Not Present 」になることがあ
ります。「存在しない」状態のリ
モートポートでは、 LUN への原因
パスが使用できなくなる可能性が
あります。ストレージフェイルオ
ーバー時に、パスの冗長性が低下
して I/O が停止する可能性がありま
す。リモートポートのステータス
を確認するには、次のコマンドを
入力します。 # cat

/sys/class/fc_remote_ports/rport-

*/port_state 表示される出力の例
は、 Online not present Online です

"1204078" ストレージフェイルオーバー処理
中に、 Qlogic （ QLE2672 ）
16GB FC HBA を使用している
Oracle Linux 7.6 でカーネルが停止
する

Qlogic QLE2672 ファイバチャネル
（ FC ）ホストバスアダプタ（
HBA ）を使用する Oracle Linux 7.6

でストレージフェイルオーバー処
理を実行しているときに、カーネ
ルがパニック状態になるとカーネ
ルが停止します。カーネルがパニ
ックすると Oracle Linux 7.6 がリブ
ートし、アプリケーションが停止
します。kdump メカニズムが有効
になっている場合、カーネルパニ
ックは /var/crash/ ディレクトリに
ある vmcore ファイルを生成しま
す。vmcore ファイルを分析して、
パニックの原因を特定できます。
カーネルが停止したら、ホスト OS

をリブートしてオペレーティング
システムをリカバリし、必要に応
じてアプリケーションを再起動で
きます。
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NetApp バグ ID タイトル 説明

"1204351" ストレージフェイルオーバー処理
を実行する際に、 Qlogic （
QLE2742 ） 32GB FC HBA を使用
している Oracle Linux 7.6 でカーネ
ルが停止する可能性があります

Qlogic QLE2742 ファイバチャネル
（ FC ）ホストバスアダプタ（
HBA ）を使用する Oracle Linux 7.6

でストレージフェイルオーバー処
理を実行しているときに、カーネ
ルがパニック状態になるとカーネ
ルが停止することがあります。カ
ーネルがパニックすると Oracle

Linux 7.6 がリブートし、アプリケ
ーションが停止します。kdump メ
カニズムが有効になっている場
合、カーネルパニックは
/var/crash/ ディレクトリにある
vmcore ファイルを生成しま
す。vmcore ファイルを分析して、
パニックの原因を特定できます。
カーネルが停止したら、ホスト OS

をリブートしてオペレーティング
システムをリカバリし、必要に応
じてアプリケーションを再起動で
きます。

"1204352" ストレージフェイルオーバー処理
で、 Emulex （ LPe32002-M2 ）
32GB FC HBA を使用する Oracle

Linux 7.6 でカーネルが停止する可
能性があります

Emulex LPe32002-M2 ファイバチ
ャネル（ FC ）ホストバスアダプタ
（ HBA ）を搭載した Oracle Linux

7.6 でストレージフェイルオーバー
処理を実行しているときに、カー
ネルがパニック状態になるとカー
ネルが停止することがあります。
カーネルがパニックすると Oracle

Linux 7.6 がリブートし、アプリケ
ーションが停止します。kdump メ
カニズムが有効になっている場
合、カーネルパニックは
/var/crash/ ディレクトリにある
vmcore ファイルを生成しま
す。vmcore ファイルを分析して、
パニックの原因を特定できます。
カーネルが停止したら、ホスト OS

をリブートしてオペレーティング
システムをリカバリし、必要に応
じてアプリケーションを再起動で
きます。
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NetApp バグ ID タイトル 説明

"11246134" ストレージフェイルオーバー処理
中に Emulex LPe16002B-M6 16G

FC HBA で実行されている、
UEK5U2 カーネルを搭載した
Oracle Linux 7.6 では I/O が進行し
ません

Emulex LPe16002B-M6 16G FC ホ
ストバスアダプタ（ HBA ）を使用
して UEK5U2 カーネルを実行して
いる Oracle Linux 7.6 でストレージ
フェイルオーバー処理を実行して
いる場合、レポートがブロックさ
れると I/O の進捗が停止することが
あります。ストレージフェイルオ
ーバー処理では、「オンライン」
状態から「ブロック」状態に変化
するため、読み取りおよび書き込
み処理に遅延が生じます。処理が
正常に完了すると、レポートは「
オンライン」状態に戻り、引き続
き「ブロック」状態のままになり
ます。

"1246327" ストレージフェイルオーバー処理
中に QLogic QLE2672 16G ホスト
のリモートポートステータスがブ
ロックされました

ストレージフェイルオーバー処理
中に、 Fibre Channel （ FC ）リモ
ートポートが Red Hat Enterprise

Linux （ RHEL ） 7.6 で QLogic

QLE2672 16G ホストでブロックさ
れることがあります。ストレージ
ノードが停止すると論理インター
フェイスが停止するため、リモー
トポートでストレージノードのス
テータスがブロック済みに設定さ
れます。QLogic QLE2672 16Gホス
トとQLE2742 32Gbファイバチャ
ネル（FC）ホストバスアダプタ
（HBA）の両方を実行している場
合、ポートのブロックが原因でI/O

の進行が停止することがありま
す。ストレージノードが最適状態
に戻ると、論理インターフェイス
も稼働し、リモートポートがオン
ラインになります。ただし、リモ
ートポートは引き続きブロックさ
れる場合があります。このブロッ
ク状態は、マルチパスレイヤで
LUN に障害が発生したと登録され
ます。リモートポートの状態は、
次のコマンドで確認できます。 #

cat

/sys/class/fc_remote_ports/rport-

*/port_stat Blocked Blocked Online

Online

次の手順

• "Linux Host Utilitiesツールの使用方法" 。
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• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

ONTAPストレージを使用してFCPおよびiSCSI用にOracle
Linux 7.5を構成する

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。Oracle Linux 7.5 ホストに Linux ホスト ユーティ
リティをインストールすると、ホスト ユーティリティを使用して ONTAP LUN での
FCP および iSCSI プロトコル操作を管理できるようになります。

ONTAP LUN はハイパーバイザーに自動的にマップされるため、カーネルベースの仮想マシン
(KVM) 設定を手動で構成する必要はありません。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。
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手順3：ホストのマルチパス構成を確認する

Oracle Linux 7.5でマルチパスを使用してONTAP LUNを管理できます。

使用することができます"Red Hat Enterprise Linux (RHEL) 7.5 の推奨設定" Oracle Linux 7.5 用
に Red Hat 互換カーネルを構成します。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが終了することを確認し `/etc/multipath.conf`ます。ファイルが存在しない場合は、空のゼロバイ
トファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

chkconfig multipathd on

/etc/init.d/multipathd start

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。オペレーティングシステ
ムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているため、ホ

スト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OS標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。
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パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 AFFおよびFAS構成をサポートします。これらの構成では、単一
のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障害時に問題
が発生する可能性があります。

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要があります。優先
度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理されます。優先度
の低いパスはアクティブですが、別のコントローラで処理されるため最適化されていません。最適化され
ていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の出力例は、2 つのアクティブ/最適化パスと 2 つのアクティブ/非最適化パスを持つ AFF または FAS 構
成内の ONTAP LUN の正しいパラメータ設定とパス ステータスを示しています。
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例を示します

multipath -ll

3600a0980383036347ffb4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 16:0:6:35 sdwb  69:624  active ready running

| |- 16:0:5:35 sdun  66:752  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 15:0:0:35 sdaj  66:48   active ready running

  |- 15:0:1:35 sdbx  68:176  active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。
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ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。

例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

ONTAP ストレージを搭載した Oracle Linux 7.5 ホストには、次の既知の問題があります。

NetApp バグ ID タイトル 説明

1440718 SCSI再スキャンを実行せずにLUN

のマッピングまたはマッピングを
解除すると、ホストでデータが破
損する可能性があります。

「可_変更後_ WWID」のマルチパ
ス設定パラメータを「YES」に設
定すると、WWIDが変更された場合
にパスデバイスへのアクセスが無
効になります。パスのWWIDがマル
チパスデバイスのWWIDにリストア
されるまで、マルチパスはパスデ
バイスへのアクセスを無効にしま
す。詳細については、を参照して
ください"ネットアップのナレッジ
ベース：Oracle Linux 7上のiSCSI

LUNでファイルシステムが破損し
ている"。
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NetApp バグ ID タイトル 説明

"1177239" ストレージフェイルオーバー処理
中に、 Qlogic QLE2672 16G FC を
使用して OL7.5 でカーネルが停止
することが確認されました

カーネル 4.1.12-

112.16.4.el7uek.x86_64 および
Qlogic QLE2672 HBA を使用した
Oracle Linux 7 （ OL7.5 ）でスト
レージフェイルオーバー処理を実
行する際に、カーネルが停止する
ことがあります。これにより、オ
ペレーティングシステムのリブー
トが要求され、アプリケーション
が停止します。kdump が設定され
ている場合、カーネルが停止する
と、 /var/crash/ ディレクトリに
vmcore ファイルが作成されます。
この中断はモジュー
ル「kmem_cache_alloc +118」で
確認できます。モジュール
はvmcoreファイルに記録さ
れ、「exception rip

：kmem_cache_alloc +118」とい
う文字列で識別されます。カーネ
ルが停止した場合は、ホストオペ
レーティングシステムを再起動し
てアプリケーションを再起動する
ことでリカバリできます。

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

ONTAPストレージを使用してFCPおよびiSCSI用にOracle
Linux 7.4を構成する

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。Oracle Linux 7.4 ホストに Linux ホスト ユーティ
リティをインストールすると、ホスト ユーティリティを使用して ONTAP LUN での
FCP および iSCSI プロトコル操作を管理できるようになります。

ONTAP LUN はハイパーバイザーに自動的にマップされるため、カーネルベースの仮想マシン
(KVM) 設定を手動で構成する必要はありません。
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手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

Oracle Linux 7.4でマルチパスを使用してONTAP LUNを管理できます。

使用することができます"Red Hat Enterprise Linux (RHEL) 7.4 の推奨設定" Oracle Linux 7.4 用
に Red Hat 互換カーネルを構成します。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが終了することを確認し `/etc/multipath.conf`ます。ファイルが存在しない場合は、空のゼロバイ
トファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。
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chkconfig multipathd on

/etc/init.d/multipathd start

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。オペレーティングシステ
ムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているため、ホ

スト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OS標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。

パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll
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デフォルトのマルチパス パラメータは、 AFFおよびFAS構成をサポートします。これらの構成では、単一
のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障害時に問題
が発生する可能性があります。

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要があります。優先
度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理されます。優先度
の低いパスはアクティブですが、別のコントローラで処理されるため最適化されていません。最適化され
ていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の出力例は、2 つのアクティブ/最適化パスと 2 つのアクティブ/非最適化パスを持つ AFF または FAS 構
成内の ONTAP LUN の正しいパラメータ設定とパス ステータスを示しています。

例を示します

multipath -ll

3600a0980383036347ffb4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 16:0:6:35 sdwb  69:624  active ready running

| |- 16:0:5:35 sdun  66:752  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 15:0:0:35 sdaj  66:48   active ready running

  |- 15:0:1:35 sdbx  68:176  active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。
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blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。

例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}
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手順6：既知の問題を確認する

ONTAP ストレージを搭載した Oracle Linux 7.4 ホストには、次の既知の問題があります。

NetApp バグ ID タイトル 説明

1440718 SCSI再スキャンを実行せずにLUN

のマッピングまたはマッピングを
解除すると、ホストでデータが破
損する可能性があります。

「可_変更後_ WWID」のマルチパ
ス設定パラメータを「YES」に設
定すると、WWIDが変更された場合
にパスデバイスへのアクセスが無
効になります。パスのWWIDがマル
チパスデバイスのWWIDにリストア
されるまで、マルチパスはパスデ
バイスへのアクセスを無効にしま
す。詳細については、を参照して
ください"ネットアップのナレッジ
ベース：Oracle Linux 7上のiSCSI

LUNでファイルシステムが破損し
ている"。

"1109468" QLE8362 カードを搭載した OL7.4

ハイパーバイザーでファームウェ
アダンプが確認される

QLE8362 カードを搭載した OL7.4

ハイパーバイザーでストレージフ
ェイルオーバーを実行していると
きに、ファームウェアダンプが発
生することがあります。ファーム
ウェアダンプを実行すると、ホス
トの I/O が停止し、 500 秒程度に
なることがあります。アダプタの
ファームウェアダンプが完了する
と、通常の方法で I/O 処理が再開さ
れます。これ以上のリカバリ手順
はホストで必要ありません。ファ
ームウェアダンプを示すために、
/var/log/messages ファイルに次の
メッセージが表示されます。
qla2xxx [0000 ： 0c ： 00.3] -d001

： 8 ：一時バッファに保存された
ファームウェアダンプ（
8/ffffc90008901000 ）、ダンプステ
ータスフラグ（ 0x3f ）

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。
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ONTAPストレージを使用してFCPおよびiSCSI用にOracle
Linux 7.3を構成する

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。Oracle Linux 7.3 ホストに Linux ホスト ユーティ
リティをインストールすると、ホスト ユーティリティを使用して ONTAP LUN での
FCP および iSCSI プロトコル操作を管理できるようになります。

ONTAP LUN はハイパーバイザーに自動的にマップされるため、カーネルベースの仮想マシン
(KVM) 設定を手動で構成する必要はありません。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

Oracle Linux 7.3でマルチパスを使用してONTAP LUNを管理できます。

使用することができます"Red Hat Enterprise Linux (RHEL) 7.3 の推奨設定" Oracle Linux 7.3 用
に Red Hat 互換カーネルを構成します。
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ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およびO

NTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが終了することを確認し `/etc/multipath.conf`ます。ファイルが存在しない場合は、空のゼロバイ
トファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

chkconfig multipathd on

/etc/init.d/multipathd start

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。オペレーティングシステ
ムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているため、ホ

スト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OS標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。
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パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 AFFおよびFAS構成をサポートします。これらの構成では、単一
のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障害時に問題
が発生する可能性があります。

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要があります。優先
度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理されます。優先度
の低いパスはアクティブですが、別のコントローラで処理されるため最適化されていません。最適化され
ていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の出力例は、2 つのアクティブ/最適化パスと 2 つのアクティブ/非最適化パスを持つ AFF または FAS 構
成内の ONTAP LUN の正しいパラメータ設定とパス ステータスを示しています。
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例を示します

multipath -ll

3600a0980383036347ffb4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 16:0:6:35 sdwb  69:624  active ready running

| |- 16:0:5:35 sdun  66:752  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 15:0:0:35 sdaj  66:48   active ready running

  |- 15:0:1:35 sdbx  68:176  active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。
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ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。

例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

既知の問題はありません。

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。
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ONTAPストレージを使用してFCPおよびiSCSI用にOracle
Linux 7.2を構成する

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。Oracle Linux 7.2 ホストに Linux ホスト ユーティ
リティをインストールすると、ホスト ユーティリティを使用して ONTAP LUN での
FCP および iSCSI プロトコル操作を管理できるようになります。

ONTAP LUN はハイパーバイザーに自動的にマップされるため、カーネルベースの仮想マシン
(KVM) 設定を手動で構成する必要はありません。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

Oracle Linux 7.2でマルチパスを使用してONTAP LUNを管理できます。Oracle Linux 7.2 は、 Unbreakable

Enterprise Kernel （ UEK ） R3 および UEK R4 をサポートしています。OSはデフォルトでUEK R3カーネル
で起動します。
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使用することができます"Red Hat Enterprise Linux (RHEL) 7.2 の推奨設定" Oracle Linux 7.2 用
に Red Hat 互換カーネルを構成します。

手順

構成に応じて、UEK 3 または UEK 4 タブを選択します。
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UEK 3

Oracle Linux UEK 3（ALUA あり/なし）の設定は自動的に更新されます。設定更新後、「ALUA ハンド
ラー」を有効にする必要があります。

1. initrd-image のバックアップを作成します。

2. ALUA と非 ALUA が機能するには、次のパラメータ値をカーネルに追加します。

rdloaddriver=scsi_dh_alua

出力例

kernel /vmlinuz-3.8.13-68.1.2.el6uek.x86_64 ro

root=/dev/mapper/vg_ibmx3550m421096-lv_root

rd_NO_LUKSrd_LVM_LV=vg_ibmx3550m421096/lv_root LANG=en_US.UTF-8

rd_NO_MDSYSFONT=latarcyrheb-sun16 crashkernel=256M KEYBOARDTYPE=pc

KEYTABLE=us rd_LVM_LV=vg_ibmx3550m421096/lv_swap rd_NO_DM rhgb quiet

rdloaddriver=scsi_dh_alua

3. initrd イメージを再作成します。

dracut -f

4. ホストをリブートします。

5. 出力を確認する `cat /proc/cmdline`設定が完了したことを確認するコマンド。

UEK 4

Oracle Linux UEK 4の場合は、 `/etc/multipath.conf`ファイルが定義されており、ONTAP LUN に対して
NetApp 推奨設定が構成されていることを確認します。

1. ファイルが終了することを確認し `/etc/multipath.conf`ます。ファイルが存在しない場合は、空のゼロ
バイトファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定
をロードしなければならない場合があります。

chkconfig multipathd on

/etc/init.d/multipathd start
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3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推
奨のホストマルチパスパラメータがデフォルト設定として自動的にロードされます。オペレーティン
グシステムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされて

いるため、ホスト用のファイルを変更する必要はありません /etc/multipath.conf。

パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 AFFおよびFAS構成をサポートします。これらの構成で
は、単一のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレー
ジ障害時に問題が発生する可能性があります。

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要がありま
す。優先度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理さ
れます。優先度の低いパスはアクティブですが、別のコントローラで処理されるため最適化されてい
ません。最適化されていないパスは、最適化されたパスを使用できない場合にのみ使用されます。
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次の出力例は、2 つのアクティブ/最適化パスと 2 つのアクティブ/非最適化パスを持つ AFF または
FAS 構成内の ONTAP LUN の正しいパラメータ設定とパス ステータスを示しています。

例を示します

multipath -ll

3600a0980383036347ffb4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 16:0:6:35 sdwb  69:624  active ready running

| |- 16:0:5:35 sdun  66:752  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 15:0:0:35 sdaj  66:48   active ready running

  |- 15:0:1:35 sdbx  68:176  active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}
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手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。

例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

既知の問題はありません。

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
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ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

ONTAPストレージを使用してFCPおよびiSCSI用にOracle
Linux 7.1を構成する

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。Oracle Linux 7.1 ホストに Linux ホスト ユーティ
リティをインストールすると、ホスト ユーティリティを使用して ONTAP LUN での
FCP および iSCSI プロトコル操作を管理できるようになります。

ONTAP LUN はハイパーバイザーに自動的にマップされるため、カーネルベースの仮想マシン
(KVM) 設定を手動で構成する必要はありません。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。
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手順3：ホストのマルチパス構成を確認する

Oracle Linux 7.1でマルチパスを使用してONTAP LUNを管理できます。Oracle Linux 7.1 は、 Unbreakable

Enterprise Kernel （ UEK ） R3 および UEK R4 をサポートしています。OS はデフォルトで UEK R3 カーネ
ルで起動します。

使用することができます"Red Hat Enterprise Linux (RHEL) 7.1 の推奨設定" Oracle Linux 7.1 用
に Red Hat 互換カーネルを構成します。

手順

構成に応じて、UEK 3 または UEK 4 タブを選択します。
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UEK 3

Oracle Linux UEK 3（ALUA あり/なし）の設定は自動的に更新されます。設定更新後、「ALUA ハンド
ラー」を有効にする必要があります。

1. initrd-image のバックアップを作成します。

2. ALUA と非 ALUA が機能するには、次のパラメータ値をカーネルに追加します。

rdloaddriver=scsi_dh_alua

出力例

kernel /vmlinuz-3.8.13-68.1.2.el6uek.x86_64 ro

root=/dev/mapper/vg_ibmx3550m421096-lv_root

rd_NO_LUKSrd_LVM_LV=vg_ibmx3550m421096/lv_root LANG=en_US.UTF-8

rd_NO_MDSYSFONT=latarcyrheb-sun16 crashkernel=256M KEYBOARDTYPE=pc

KEYTABLE=us rd_LVM_LV=vg_ibmx3550m421096/lv_swap rd_NO_DM rhgb quiet

rdloaddriver=scsi_dh_alua

3. initrd イメージを再作成します。

dracut -f

4. ホストをリブートします。

5. 出力を確認する `cat /proc/cmdline`設定が完了したことを確認するコマンド。

UEK 4

Oracle Linux UEK 4の場合は、 `/etc/multipath.conf`ファイルが定義されており、ONTAP LUN に対して
NetApp 推奨設定が構成されていることを確認します。

1. ファイルが終了することを確認し `/etc/multipath.conf`ます。ファイルが存在しない場合は、空のゼロ
バイトファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定
をロードしなければならない場合があります。

chkconfig multipathd on

/etc/init.d/multipathd start
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3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推
奨のホストマルチパスパラメータがデフォルト設定として自動的にロードされます。オペレーティン
グシステムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされて

いるため、ホスト用のファイルを変更する必要はありません /etc/multipath.conf。

パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 AFFおよびFAS構成をサポートします。これらの構成で
は、単一のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレー
ジ障害時に問題が発生する可能性があります。

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要がありま
す。優先度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理さ
れます。優先度の低いパスはアクティブですが、別のコントローラで処理されるため最適化されてい
ません。最適化されていないパスは、最適化されたパスを使用できない場合にのみ使用されます。
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次の出力例は、2 つのアクティブ/最適化パスと 2 つのアクティブ/非最適化パスを持つ AFF または
FAS 構成内の ONTAP LUN の正しいパラメータ設定とパス ステータスを示しています。

例を示します

multipath -ll

3600a0980383036347ffb4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 16:0:6:35 sdwb  69:624  active ready running

| |- 16:0:5:35 sdun  66:752  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 15:0:0:35 sdaj  66:48   active ready running

  |- 15:0:1:35 sdbx  68:176  active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}
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手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。

例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

既知の問題はありません。

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の

56

https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html
https://docs.netapp.com/ja-jp/ontap-sanhost/hu-luhu-command-reference.html


ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

ONTAPストレージを使用してFCPおよびiSCSI用にOracle
Linux 7.0を構成する

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。Oracle Linux 7.0 ホストに Linux ホスト ユーティ
リティをインストールすると、ホスト ユーティリティを使用して ONTAP LUN での
FCP および iSCSI プロトコル操作を管理できるようになります。

ONTAP LUN はハイパーバイザーに自動的にマップされるため、カーネルベースの仮想マシン
(KVM) 設定を手動で構成する必要はありません。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。
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手順3：ホストのマルチパス構成を確認する

Oracle Linux 7.0でマルチパスを使用してONTAP LUNを管理できます。Oracle Linux 7.0 は、 Unbreakable

Enterprise Kernel （ UEK ） R3 および UEK R4 をサポートしています。OSはデフォルトでUEK R3カーネル
で起動します。

使用することができます"Red Hat Enterprise Linux (RHEL) 7.0 の推奨設定" Oracle Linux 7.0 用
に Red Hat 互換カーネルを構成します。

手順

構成に応じて、UEK 3 または UEK 4 タブを選択します。
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UEK 3

Oracle Linux UEK 3（ALUA あり/なし）の設定は自動的に更新されます。設定更新後、「ALUA ハンド
ラー」を有効にする必要があります。

1. initrd-image のバックアップを作成します。

2. ALUA と非 ALUA が機能するには、次のパラメータ値をカーネルに追加します。

rdloaddriver=scsi_dh_alua

出力例

kernel /vmlinuz-3.8.13-68.1.2.el6uek.x86_64 ro

root=/dev/mapper/vg_ibmx3550m421096-lv_root

rd_NO_LUKSrd_LVM_LV=vg_ibmx3550m421096/lv_root LANG=en_US.UTF-8

rd_NO_MDSYSFONT=latarcyrheb-sun16 crashkernel=256M KEYBOARDTYPE=pc

KEYTABLE=us rd_LVM_LV=vg_ibmx3550m421096/lv_swap rd_NO_DM rhgb quiet

rdloaddriver=scsi_dh_alua

3. initrd イメージを再作成します。

dracut -f

4. ホストをリブートします。

5. 出力を確認する `cat /proc/cmdline`設定が完了したことを確認するコマンド。

UEK 4

Oracle Linux UEK 4の場合は、 `/etc/multipath.conf`ファイルが定義されており、ONTAP LUN に対して
NetApp 推奨設定が構成されていることを確認します。

1. ファイルが終了することを確認し `/etc/multipath.conf`ます。ファイルが存在しない場合は、空のゼロ
バイトファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定
をロードしなければならない場合があります。

chkconfig multipathd on

/etc/init.d/multipathd start
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3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推
奨のホストマルチパスパラメータがデフォルト設定として自動的にロードされます。オペレーティン
グシステムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされて

いるため、ホスト用のファイルを変更する必要はありません /etc/multipath.conf。

パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 AFFおよびFAS構成をサポートします。これらの構成で
は、単一のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレー
ジ障害時に問題が発生する可能性があります。

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要がありま
す。優先度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理さ
れます。優先度の低いパスはアクティブですが、別のコントローラで処理されるため最適化されてい
ません。最適化されていないパスは、最適化されたパスを使用できない場合にのみ使用されます。
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次の出力例は、2 つのアクティブ/最適化パスと 2 つのアクティブ/非最適化パスを持つ AFF または
FAS 構成内の ONTAP LUN の正しいパラメータ設定とパス ステータスを示しています。

例を示します

multipath -ll

3600a0980383036347ffb4d59646c4436 dm-28 NETAPP,LUN C-Mode

size=10G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 16:0:6:35 sdwb  69:624  active ready running

| |- 16:0:5:35 sdun  66:752  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 15:0:0:35 sdaj  66:48   active ready running

  |- 15:0:1:35 sdbx  68:176  active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}
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手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。

例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

ONTAP ストレージを搭載した Oracle Linux 7.0 ホストには、次の既知の問題があります。
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NetApp バグ ID タイトル 説明

"901558" OL7.0 ： Emulex 8G （ LPe12002

）ホストの OL 7.0 UEK r3U5 ベー
タ版で「 RSCN timeout 」エラー
が発生すると、ホストは LUN への
すべてのパスを失い、ハングしま
す

Emulex 8G （ LPe12002 ）ホスト
は停止し、 I/O でストレージフェイ
ルオーバー処理を実行中に高い I/O

障害が発生する可能性があります
リカバリされないパスは RSCN タ
イムアウトによって失われ、ホス
トはすべてのパスとハングするた
め、その結果として認識されま
す。この問題に達する可能性は高
くなります。

"901557" OL 7.0：I/Oを使用したストレージ
フェイルオーバー処理中
に、QLogic 8G FC（QLE2562

）SANホストで高いI/O停止が発生

I/Oを伴うストレージフェイルオー
バー処理の実行中、QLogic 8G FC

（QLE2562）ホストで大量のI/Oが
停止する可能性があります。ホス
トでI/Oが停止すると、中断および
デバイスのリセットが発生しま
す。このI/O停止が発生する可能性
は高くなります。

"894766" OL7.0 ： UEKR3U5 α の initramfs

に SCSI_dh_aluf.ko モジュールを
dracut に含めることができません

カーネルコマンドラインにパラメ
ータ「 rdloaddriver=scsi_dh_alua

」を追加して dracut を作成したあ
とでも、 scsi_dh_alua モジュール
がロードされないことがありま
す。そのため、ネットアップ LUN

に対しては ALUA の有効化は推奨
されません。

"894796" anaconda は、 OL 7.0 OS のイン
ストール中にログインが成功した
にもかかわらず、 iSCSI ログイン
エラーメッセージを表示します

OL 7.0 をインストールするとき、
anaconda のインストール画面に、
iSCSI ログインが成功したにもかか
わらず、複数のターゲット IP への
iSCSI ログインに失敗したことが表
示されます。anaconda で次のエラ
ーメッセージが表示されます。
"Node Login Failed" iSCSI ログイ
ンに複数のターゲット IP を選択し
た場合にのみ、このエラーが表示
されます。[OK] ボタンをクリック
すると、 OS のインストールを続
行できます。このバグは、 iSCSI

または OL 7.0 OS のインストール
による影響を受けません。
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NetApp バグ ID タイトル 説明

"894771" OL7.0: Anaconda は、カーネル
cmd 行に bootdev 引数を追加し
て、 iSCSI SANboot OS インスト
ールの IP アドレスを設定しません

anaconda は、カーネルコマンドラ
インに bootdev 引数を追加しませ
ん。このコマンドラインでは、
iSCSI マルチパス LUN での OL 7.0

OS のインストール時に IPv4 アド
レスを設定します。これにより、
OL 7.0 のブート中にストレージサ
ブシステムとの iSCSI セッション
を確立するように設定されたイー
サネットインターフェイスに IP ア
ドレスを割り当てることはできま
せん。iSCSI セッションが確立され
ていないため、 OS のブート時に
ルート LUN が検出されないため、
OS のブートに失敗します。

"916501" I/Oを使用したストレージフェイル
オーバー処理中にQLogic 10G

FCoE（QLE8152）ホストカーネル
のクラッシュが観察される

10G FCoE Qlogic（QLE8152）ホ
ストのQlogicドライバモジュールで
カーネルクラッシュが発生するこ
とがあります。このクラッシュ
は、ストレージフェイルオーバー
処理でI/Oが発生したときに発生し
ます。このクラッシュが発生する
可能性が高く、ホストでのI/O停止
時間が長くなります。

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。
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