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6.12.0-55.9.1.e110 0.x86 64
2. Tnvme<cli] Nw7r—22A4 YA M—=LLET,
rpm -galgrep nvme-cli
ROFNE. “nvme-cli /Ny ir—IN—=2 3>
nvme-cli-2.11-5.e110.x86_ 64
3. ZA VX —JLLEY libnvme Ny T —2 !
rpm -galgrep libnvme
XOBNE. Clibnvme /Ny = N—= g
libnvme-1.11.1-1.e110.x86 64
4. ;RX M ET. hostngnXF5|zMHs8 L £T. /etc/nvme/hostngn -
cat /etc/nvme/hostngn
RDFIE. hostngn fHifE :
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-09c04£f425633

5. ONTAPY R 7 LT, “hostngn' XZFEF|H—EF % "hostngn' ONTAP7 L 1 EDOWRIET ZH TP X FLDX
=271

::> vserver nvme subsystem host show -vserver vs nvme 194 rockylinuxlO



PerLET

Vserver Subsystem Priority Host NOQN

vs nvme 194 rockylinuxl10
nvme4
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7¢c04£f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-c7c04£f425633
4 entries were displayed.

H L “hostngn XFEFIH—E LB WHEIE. “vserver modify #7193 < > K “hostngn 3t
J69T B3ONTAPR L= R TF LY TS R T LDOXFS% “hostngn XFFH 5
‘letc/nvme/hostngn’ R X kL,

25w 73: NVMe/FC ¥ NVMe/TCP % 1 T 3

Broadcom/Emulex X 7zI3 Marvell/QLogic 7R 72 %Z{EF L T NVMe/FC Z18M T 2 H\. FHOREE LUV
FHRIEZER L TNVMe/TCP ##M L £ 9,



NVMe/FC - JO—RIL/IZZSalwoI R
Broadcom/Emulex7 & 72 FBICNVMe/FCZEREL £9,

FIE
1L HR-—PENTVWB TR TRETILZFERALTVWB L EZREELE T,

a EFIIEZERTLET,
cat /sys/class/scsi host/host*/modelname
ROEAVRREINETE T,

LPe36002-M64
LPe36002-M64

b. EFILDFHAZRTLE T,

cat /sys/class/scsi_host/host*/modeldesc

ROBID &K S BHADRTENE T

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. #E TN 3BroadcomZFRAL TVWA EZEELET 1pfc 77—LVIT7HELIUVZER LIRS
AW
a J7—LUITON—2areRRLET,
cat /sys/class/scsi host/host*/fwrev

COOARVRIET7—Lo9zT7ON—2a>zIRLET,

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. ZIERLADRFAN—DN=23 0 ERRLET,

cat /sys/module/lpfc/version



ROFNE RSAN—DN=23 >R LTVWET,

0:14.4.0.6

HR—FETNTVWEBTRTERZANELVT7—LITTN—23 VORI A MMIOVWTIE. %
B8 L T < 72 & LV Interoperability Matrix Tool"s
L ¥ Y 1pfc _enable fc4 type MICHEINZET 3 :
cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type
CAZVI—HR— b ERRTIEEZHRLET,
cat /sys/class/fc host/host*/port name

RDESBHEADVKRRIEINET !

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

CAZVI—FR— DT STA U THE R LT,

cat /sys/class/fc host/host*/port state

ROBADERRENET,

Online

Online

- NVMe/FCA Z> T—RR— b DBEMICHE>TED. Z—7 v bAR—bHERHINZ e zHRLF
EXS

cat /sys/class/scsi _host/host*/nvme info
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PerLET

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - ¥ —~JL/QLogic
Marvell/QLogic7 4 7R FICNVMe/FCEEREL £ 95

FIE

1. HR—FINTWVWBR TR TR RSAN—CT7—LITT7 N—=2a>uEFRALTWVWBAZ EEREEL
£9,



cat /sys/class/fc host/host*/symbolic name

ROFNE RSZAN—CT7—LIOTT7DN—=23>ZRLTVWET,

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. B2 L £9 gl2xnvmeenable BERESNE T, UKD, Marvel 7 X 7R %ENVMe/FCA =T
—RELTHEETER N TEXT,

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

BESNBHEIIFITY,

NVMe/FC

NVMe/TCP 00 k JJLIZBEEEGIREE Y R— L TULWEHFA. K DIC. NVMe/TCPH T X FLL
ZBIZEEENVMe/TCPOY Y R TIRETBZ N TEF X T, “connect £7-IlX “connect-all FENTIRIEL
9,

FIE
L4202 —%— K—hrH HR-FITNTLS NVMe/TCP LIF £2FTRIEOY R—2 T—RZH
BTl czmRRLET,

nvme discover -t tcp -w host-traddr -a traddr



PerLET

nvme discover -t tcp -w 192.168.20.1 -a 192.168.20.20

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.21.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.6deb65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.21

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039%a951cd46:discovery
traddr: 192.168.21.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none



trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951cd6:discovery
traddr: 192.168.20.20

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.21.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock
ylinux1l0 tcp subsystem
traddr: 192.168.20.21
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.64e65e6caae’711ef9668d03%a951c4d6:subsystem.rock

ylinux1l0 tcp subsystem

traddr: 192.168.21.20
eflags: none

sectype: none
=====Discovery Log Entry 7======
trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-

08.com.netapp:sn.64e65e6caae711ef9668d039ea951c46:subsystem.rock

ylinux1l0 tcp subsystem

traddr: 192.168.20.20
eflags: none
sectype: none

2. fthdD NVMe/TCP A Z> I —&X— X2 —4w k LIF DA/ hbETHREOY R— F—2ZEEIC

RS TEBczmRLE T,

nvme discover -t tcp -w host-traddr -a

BlermLET
nvme discover -t tcp -w 192.168.20.1
nvme discover -t tcp -w 192.168.21.1
nvme discover -t tcp -w 192.168.20.1
nvme discover -t tcp -w 192.168.21.1

3. #E1TL £ 9 nvme connect-all /—R2AETHR—FINTLWEITRTONVMe/TCPAZ> T

—R[Z—=4y FLIFERRE LAYV R

nvme connect-all -t tcp -w host-traddr

traddr

192.168.20.20
192.168.21.20
192.168.20.21
192.168.21.21

-a traddr

11



PerLET

nvme connect-all -t tcp -w 192.168.20.1 -a
192.168.20.20
nvme connect-all -t tcp -w 192.168.21.1 -a
192.168.21.20
nvme connect-all -t tcp -w 192.168.20.1 -a
192.168.20.21
nvme connect-all -t tcp -w 192.168.21.1 -a

192.168.21.21

Rocky Linux 9.4L4f%. NVMe/TCP®DRE IZ “ctrl_loss_tmo timeout BEIMIIC T4 7 ICRESN T T, TR
B, XDESICHEDFT

* BEDREEFETITOMNEILH D FH A ctrl_loss_tmo timeout 5 FAEF DFEHERFRT "nvme connect’ £ 7=
I& ‘nvme connect-all AX VK (AT 3>-) .

TEFRICBEDET,

ATFw T4 AT 3> TNVMe/lFCOIMB lIOZEICT S

ONTAP [&. BRI bO—3 T—H TRAT—XEET A X (MDTS) H'8 THHIELHRELEFT. DFD. &
KO BRHY A XIE1MB £TICHD X9, Broadcom NVMe/FCREX MMZIMBDI/OU VT X M EFITT BIC
I&. lpfc’ DfffE “Ipfc_sg_seg_cnt /NTAXA—R%ET T 4 )L MBE®D 64 h'5 256 ICEEL 9,

()  coFEE. Qlogic NVMelFCHZ MEIF BRI NEE Ao

FiE
1. "Ipfc_sg_seg_cnt /NT X—R%256ICREL F95

cat /etc/modprobe.d/lpfc.conf

ROPID K S BHDHRREINE T,

options lpfc lpfc sg seg cnt=256

2. AT > R%3ETL dracut -f. FAREUT—=KrLET,
3. DIEH256TH 2 _ & xHEFEL “Ipfc_sg_seg_cnt £,

12



cat /sys/module/lpfc/parameters/lpfc sg seg cnt

ATwF5:NVMe 7 — b —E X ZWEERT %

Z M “nvmefc-boot-connections.service’ & L T “nvmf-autoconnect.service’ NVMe/FCICE FN 37— b —E
Z ‘nvme-cli /Ny —JIES AT LDOESIRFICEEMICERICERD £,

EEh'e Ty Lics,

BMICHES>TUVET,

FIE

1. "B TH S Z & =2/ESE L nvmf-autoconnect.service &£ 9o

systemctl status nvmf-autoconnect.service

HOBERRTLET,

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: inactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-

autoconnect.service: Deactivated successfully.
Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. NEWMTH B Z & =FESE L nvmefc-boot-connections.service' £ 9

systemctl status nvmefc-boot-connections.service

‘nvmefc-boot-connections.service’ % L T “nvmf-autoconnect.service 7' — b H—E XA

13



HABERTLET,

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to

subsystems on FC-NVME devices found during boot.

2T 76 TILFNERZHERT S

H—FILHADNVMeTILFINZAZATF—R R, ANART—R R, B LUVPONTAPR — L AR— XH'NVMe-oF &%
ICSFLTELWS e ZEELE T,

Fig
1. A—RILANVMeTILFNADEMICHE>TWS I e x2ERLE T,

cat /sys/module/nvme core/parameters/multipath

ROBADNRTENE T,

2. %Y T BONTAPR — L AR— X DETHENVMe-oF 5% E (modelZNetApp ONTAPI Y fO—SICERE
L. load balancing iopolicyz 27 > ROEVICERET 24 E) NARAMIELSRBENTWVWS Lz
HBLET,
a I AT LERRLED,

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROBADNRRENET,
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3.

4

NetApp ONTAP Controller
NetApp ONTAP Controller

b. RS —=RRLET,

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

ROBANKRRENET,

round-robin

round-robin

F—LAR=ZPMEEN. RRXFTELSKRESNICCEZRERL I T,

nvme list

erLET

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

ENZAOOY bO—FDRENIiveTHD. IELVWANART—RIAWEFESNTWVWS e ZzRLET,
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NVMe/FC

nvme list-subsys /dev/nvme5nl

PerLET

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.f7565b015a66911e£9668d039%ca951c46:subsystem.nvme
1
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4cd4544-

0056-5410-8048-c7c04£425633

\

+- nvmel26 fc traddr=nn-0x2036d039ea951c45:pn-
0x2038d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live optimized

+- nvmel76 fc traddr=nn-0x2036d039ea951c45:pn-
0x2037d039ea951c45,host traddr=nn-0x2000f4c7aalcd7c2:pn-
0x2100f4c7aalcd7c2 live optimized

+- nvmeb fc traddr=nn-0x2036d039%ea951c45:pn-
0x2039d039ea951c45,host traddr=nn-0x2000f4c7aalcd/c2:pn-
0x2100f4c7aalcd7c2 live non-optimized

+- nvme71l fc traddr=nn-0x2036d039%9ea951c45:pn-
0x203ad039ea951c45,host traddr=nn-0x2000f4c7aalcd7c3:pn-
0x2100f4c7aalcd7c3 live non-optimized

NVMe/FC

nvme list-subsys /dev/nvmedn?2



PerLET

nvme-subsys4 - NQN=nqgn.1992-
08.com.netapp:sn.64e65e6caae’711ef9668d039%ea951c4d6:subsystem.nvme
4

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-c2c04£444d33
\
+- nvmel02 tcp
traddr=192.168.21.20, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live non-optimized
+- nvmelbl tcp
traddr=192.168.21.21, trsvcid=4420,host traddr=192.168.21.1,src a
ddr=192.168.21.1 live optimized
+- nvmed tcp
traddr=192.168.20.20, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live non-optimized
+- nvmeb3 tcp
traddr=192.168.20.21, trsvcid=4420, host traddr=192.168.20.1,src a
ddr=192.168.20.1 live optimized

LRV RNTYTTSTAT. ONTAP Z— LAR—ATNA A CICIELWMERARIRESNTWR Z L =2HE
BLEY,
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% ( Column)

nvme netapp ontapdevices -o column

BlEerLET
Device Vserver Namespace Path
/dev/nvmelOnl vs_tcp rockylinuxlO /vol/voll0/ns10
NSID UUID Size

1 bbf51146-£fc64-4197-b8cf-8a24£6£359b3 21.47GB

JSON

nvme netapp ontapdevices -o json

PlerLET

"ONTAPdevices": [
{
"Device":"/dev/nvmelOnl",
"Vserver":"vs tcp rockylinuxlQ0",
"Namespace Path":"/vol/voll0/nsl1O",
"NSID":1,
"UUID" :"bbf51146-fc64-4197-b8cf-8a24f6£359b3",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size'":5242880

AT T ZeBA N\ REBEIEHRTET D

Rocky Linux 10.x "X k XONTAPO Y O—S[M®D NVMe/TCP BHDZ %R 1 /N> RGN R— kS h
79,
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BRAMEKIEOY FO—F1F. 'DH-HMAC-CHAP Z2 %58t ZRE T 2= DF+—, "‘DH-HMAC-

CHAP F—|&. NVMe RX b F£7cl3O> bO—5D NON L EEEICL > TRESNEREES —2 l/‘/ b D
HEDOETYT, ETZEEET BICIE. NVMeRR ¥ /idO> bO—SHAET7ICEEMITONIcF—Z 58T
BRENBD XY,

FIE

CLI £7:I5RE JSON 7 71 LEZEAL T, BB VNV RBIAEZRELEFT, YIS RFLTEICER
BDHCHAPF — %18 2 MENH 3355 IE. config JSSONT 71 L& ERTINELHD £,
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CLI OfEF
CLIZERLTEFX 27BN\ FFREEZREL T,

1. RZ ENONZEE L £ 75

cat /etc/nvme/hostngn

2. Rocky Linux 10.x R X k@ dhchap F—% 4%/ L £95

RDOHEFIE. “gen-dhchap-key AY Y R/INT X —4:

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ROFTIE. HMACHBIZERESNT=Z >4 LDHCHAPF — (SHA-512) DH&EEnE 9,

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-c2c04£444d33
DHHC-

1:03:7z£f8I19gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hialakKDKJQ2053pX3wYM9
xdv5DtKNNhJInZ7X8wU2RQpQIngc=:

3. ONTAPOY hO—5T. "X MEENML. WADDHCHAPF—%38EL X7,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. RZ M. BHABEENABEDO2BEDSRNARET R—FLET, "X FT. ONTAPOY bO—5IC
L. BIRLUEREARICE DWW TDHCHAPEF —%Z1EE L £ 9,
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. #83F9 % nvme connect authentication ARA MY FO—ZODHCHAPF—%MEEELTOVY
YRZEERITLEY,

a. 7R X FDHCHAP*—%#HEEL £ 9,

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

I BABREDHAMZRLE T,

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-

1:03: fMCrJharXUOgqRoIsOEaG6om2PHlyYvub+z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

DHHC-
1:03:fMCrJharXUOgRoIsOEaGom2PHlyYvu5+2z3jTmzEKUbcWu26I33b93b
112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

b. 1> +rO—ZDDHCHAPF* —ZHERL £,

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



22

1. WABREDHAIMZRLE T,

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCH5vLGaoyjzPIvwNWusBfKdpJa+hia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJdathia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

DHHC- 1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJda+thia
1aKDKJQ2053pX3wYMIxdv5DtKNNhJIJInZ7X8wU2RQpQIngc=:

JSON

ONTAPO Y bO—Z L THEBMDNVMe Y 72 X7 LAF) A RIRERIZEd.  /etc/nvme/config.json’ 7 7 1
JLIZ “nvme connect-all' #8750

B -0 JSON 7 7ML ZER T DA T 3>, FlBEXA 7 3 >ICDWTIE. NVMe connect-all
DIZaT7I R=TJEBEBELTLIEETL,

1. JSON 7 71 IILEZH/RELF T,

@ RDBFITIE. dhchap key Xfind D “dhchap secret €L T
‘dhchap _ctrl key X593 “dhchap ctrl secreto,



PerLET

cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-c2c04£4444d33",

"hostid":"4c4c4544-0035-5910-804b-c2c04£444d33",

"dhchap key":"DHHC-
1:03:7zf8I9gaRcDWH3tCHS5vLGaoyjzPIvwNWusBfKdpJa+thialaKDKJQ2053pX3
WwYMIxdv5DtKNNhIInZ7X8wU2RQpQIngc=:",

"subsystems": [

{

"ngn":"ngn.1992-
08.com.netapp:sn.127ade26168811f0a50ed039%abb69%ad3:subsystem.inba
nd unidirectional",

"ports": [

{
"transport":"tcp",
"traddr":"192.168.20.17",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.20.18",
"host traddr":"192.168.20.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.18",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

"transport":"tcp",
"traddr":"192.168.21.17",
"host traddr":"192.168.21.1",
"trsvcid":"4420"

2. config json7 71 JLZ{ER L TONTAPO Y bO—JICEKL £ 95



nvme connect-all -J /etc/nvme/config.json

PerLET

traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.20 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected
traddr=192.168.20.21 is already connected

3 BEHIAFTLDENZNOODY FO—FIIX LT dhchap >—2 Ly FHABMICHE->TWVWE %
HERLE T,
a. ;R X FDHCHAPF —%HEEZL £ 9,

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

RDOF)IE. dhchap F—ZRLTWVWET,

DHHC-1:03:7z£f8I9gaRcDWH3tCH5vLGaoy]jzPIvwNWusBfKdpJdat+hial
aKDKJQ2053pX3wYMOxdv5DtKNNhIJInZ7X8wU2RQpQIngc=:

b. 3> ~FO—>DODHCHAPF—ZHEERL £ 95

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

ROBIDE S BHADRTENE T



DHHC-1:03:fMCrJharXUOgRoIsOEaG6om2PHlyYvu5+z33T
mzEKUbcWu26I33b93b112WR09XDho/1d3L45J+0FeCsStBEAfhYgkQU=:

FlE8 : IR DR Z R T %
BRI D £ Ao

ONTAP X L — TNVMe-oF HIZRocky Linux 9.xZ 9 3

Rocky Linux 7R X ~ &, IEXSFREIZER 77 7 2 X (ANA) % fii 2 7= NVMe over Fibre
Channel (NVMe/FC) & & T NVMe over TCP (NVMe/TCP) 7O r )L ZHHR—rL £
9o ANA (F. iISCSI KU FCP IRIBICH T BIERFRRIEI=w b 77U X (ALUA) &
BIEDOTILFINAEREEZIREL FT,

Rocky Linux 9.x AIZ NVMe over Fabrics (NVMe-oF) /R X b & BT 2 HE2FEBLE T, AT R—~L
BEBEIBERICDUWTIE. "Rocky Linux ONTAPD TR — k ¥ H#EEE",

Rocky Linux 9.x @ NVMe-oF (Ci&. ROBIRIDHIRAH D 9
* Z® ‘'nvme disconnect-all COAX Y RISIL— R T 7AW RTLET—R T 7AIN AT LOWA %]

WL, AT LDPRLREICKRDZ MDD £9, NVMe-TCP F7cld NVMe-FC %&r1ZER%Z 71 L T SAN
HoEETEIATLATRHINZRITLBVWTLIEEL,

FlE1 : BBICIGCTSANT — b Z2BHICLET,

SAN 7— b ZERT3L IR MZERT D . BEVERILSh. A7—FEU TP ALLET, &
F3"Interoperability Matrix Tool"Linux OS. KXk NX 7H F4& (HBA). HBA 7 7—LTJ T 7. HBAJ—Fh
BIOS. KL TUONTAPN—U 3 D SAN T—hEHR—FLTWVWB e EHERELET,

FIE
1. "NVMeZRIZERBZIER L. "X MR vEYT T 3",

2. SAN 7 — FEEIZEENT Y TINTWVWBR— MIF LT, #—/N\—BIOS TSAN 7J—rZHBMICL F
ER

HBABIOS ZEBMICT A3 AEICDOVTIE. AVA—BEEDIYZa7IILEZBRBLTLETL,

3. KA +zHEFHL. OS BEFL TERITENTWVE Iz L F Y,

AT 72: Rocky Linuxt NVMeY 7 b Uz 7214V A h—IL L. 1#EH%ZMHERTS

NVMe-oF BICTRR FZEK T BICIE. RARBELUNMe VI Iz 7 Nwir—S% 142V A M—)LLLG Y
ILFINZZBMICL T, KX MDD NQN 1B ZRERTINELNDHD £,

FIE

1. H—/N—IZ Rocky Linux 9.x 1 YA r—JLLE T, 1 VA M=ILHTET L7=5. HEZ Rocky Linux 9.x
A—RIDRITINTVWB CZERLET,
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https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html

2.

26

uname -—-r

Rocky Linux 1—=JL/IN— 3 > Dl

5.14.0-570.12.1.e19 6.x86_ 64

lnvme-cli] Ny —S%A4 VX R=)LLETD,

rpm —-ga|grep nvme-cli

ROFNE nvme-cli Ny T—CDN—=23>ZRLTWVWET,

nvme-cli-2.11-5.e19.x86 64

A VAR=)LLETY libnvme Ny —2

rpm —-ga|grep libnvme
OB Clibnvme NNy T —IN—T g >t
libnvme-1.11.1-1.e19.x86 64
Rocky LinuxZk X kT, hostngnXF5Zzfs8L £ J, /etc/nvme/hostngn :
cat /etc/nvme/hostngn
ROFNE. “hostngn /N— 3
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£425633

ONTAPY X7 LA T. “hostngn' XFEFH—E T 3 “hostngn ONTAP 7 L 1 LOXIGT B3 H TS X FLDX
5

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002



PerLET

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

KRR LC T hostngn XFFIHA—H L BWVWGEIE. ZHEHAL TV vserver
() modify AVYFEBALTEEHLET hostnan HIET BONTAP 7L 1 H TS 27 Ls
T, 1T BXFHZIBEL £9 hostngn BB XFF /etc/nvme/hostngn KX ko

25w 73: NVMe/FC ¥ NVMe/TCP % #E T 3

Broadcom/Emulex & 7zd Marvell/QLogic 7% 72 %Z{#FH L T NVMe/FC Z#EmKd 2h. FEIDOKRES & UE

2 E%FEHA L TNVMe/TCP ZHR L £,
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NVMe/FC - JO—RIL/IZZSalwoI R
Broadcom/Emulex7 & 72 FBICNVMe/FCZEREL £9,

FIE
1L HR-—PENTVWB TR TRETILZFERALTVWB L EZREELE T,

a EFIIEZERTLET,
cat /sys/class/scsi host/host*/modelname
ROEAVRREINETE T,

LPe36002-M64
LPe36002-M64

b. EFILDFHAZRTLE T,

cat /sys/class/scsi_host/host*/modeldesc

ROBID &K S BHADRTENE T

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. #E TN 3BroadcomZFRAL TVWA EZEELET 1pfc 77—LVIT7HELIUVZER LIRS
AW
a J7—LUITON—2areRRLET,
cat /sys/class/scsi host/host*/fwrev

COOARVRIET7—Lo9zT7ON—2a>zIRLET,

14.0.539.16, sli-4:6:d
14.0.539.16, sli-4:6:d

b. ZIERLADRFAN—DN=23 0 ERRLET,

cat /sys/module/lpfc/version
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ROFNE RSAN—DN=23 >R LTVWET,

0:14.4.0.6

HR—FETNTVWEBTRTERZANELVT7—LITTN—23 VORI A MMIOVWTIE. %
B8 L T < 72 & LV Interoperability Matrix Tool"s

- SR L X 1pfc enable fc4 type DICERESNFT 3

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

CAZVI—HR— b ERRTIEEZHRLET,

cat /sys/class/fc host/host*/port name

ROFIFR—bFIDZRLTVET,

0x2100f4c7aalcd7c?2
0x2100f4c7aalcd7c3

CAZVI—FR— DT STA U THE R LT,

cat /sys/class/fc host/host*/port state

ROBADERRENET,

Online

Online

- NVMe/FCA Z> T—RR— b DBEMICHE>TED. Z—7 v bAR—bHERHINZ e zHRLF
EXS

cat /sys/class/scsi _host/host*/nvme info
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PerLET

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b954518 WWNN x200000109b954518
DID x000000 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b954519 WWNN x200000109b954519
DID x020500 ONLINE

NVME Statistics
LS: Xmt 0000000000 Cmpl 0000000000 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000000000000 Issue 0000000000000000 OutIO
0000000000000000
abort 00000000 noxri 00000000 nondlp 00000000 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000000 Err 00000000

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x1000001090f044b1 WWNN x2000001090f044bl
DID x022a00 ONLINE

NVME RPORT WWPN x200bd039%ecaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x021319 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2155d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x02130f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2001d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x200dd039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020bl5 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2156d03%eaa7dfc8 WWNN x2154d039eaa7dfc8
DID x020b0d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2003d039%eaa’7dfc8 WWNN x2000d039%9eaa7dfc8
DID x020b10 TARGET DISCSRVC ONLINE



NVME Statistics
LS: Xmt 0000003049 Cmpl 0000003049 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000018£9450b Issue 0000000018f5de57 OutIO
fffffffffffc994c
abort 000036d3 noxri 00000313 nondlp 00000c8d gdepth
00000000 wgerr 00000064 err 00000000
FCP CMPL: xb 000036dl Err 000fefOf

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x200000109bf044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2062d03%eaa7dfc8 WWNN x2008d039%eaa7dfc8
DID x022915 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2157d039%eaa7dfc8 WWNN x2154d039%9eaa7dfc8
DID x02290f TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2002d039%eaa7dfc8 WWNN x2000d039eaa7dfc8
DID x022910 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2065d039%eaa’7dfc8 WWNN x2008d039eaa7dfc8
DID x020119 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2158d03%eaa7dfc8 WWNN x2154d039%eaa7dfc8
DID x02010d TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eaa’7dfc8 WWNN x2000d039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000002f2c Cmpl 0000002f2c Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000001laaf3eb5 Issue 000000001aab4373 OutIO
fffffffffffcO04be
abort 000035cc noxri 0000038c nondlp 000009e3 gdepth
00000000 wgerr 00000082 err 00000000
FCP CMPL: xb 000035cc Err 000fcfcO

NVMe/FC - ¥ —~JL/QLogic
Marvell/QLogic 774 72 FICNVMe/FCEEREL £ 95

FIE

1L HR=bPENTVWBTRTRZ RSAN—ECT7—LIzT7 N—2 3> FRLTVWS e ZzHRL
9,



cat /sys/class/fc host/host*/symbolic name
ROFNE RSZAN—CT7—LIOTT7DN—=23>ZRLTVWET,

QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k
QLE2872 FW:v9.15.00 DVR:v10.02.09.300-k

2. B2 L £9 gl2xnvmeenable BERESNE T, UKD, Marvel 7 X 7R %ENVMe/FCA =T
—RELTHEETER N TEXT,

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

BESNBHEIIFITY,

NVMe/FC

NVMe/TCP 700 b /LI BEEGIREZ= T R—F L TUOWEHEA. NVMe/TCP Y J S X7 L X ZEIZEME
ZRE T BICIE. NVMe/TCP 5 % /=13 connect-all 12E%= FENTERIT T AIMELRHD £T,

FIE
L AZ2IT—4— KR— D HKR— TN TLS NVMe/TCP LIF £FTRIEOY R—2 T—4 %R
STETBC=mMRELET,

nvme discover -t tcp -w host-traddr -a traddr
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PerLET

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24

Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.
Unidirectional DHCP NONE 1 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.
Unidirectional DHCP NONE 1 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP NONE 1 5

traddr: 192.168.2.24

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 2
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Unidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%cabbcbbd: subsystem.
Unidirectional DHCP 2 5
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
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adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d03%cabbcbbd: subsystem.
Bidirectional DHCP 2 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP 2 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%ecabbcbbd: subsystem.



Bidirectional DHCP NONE 2 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d039%cabbcbbd: subsystem.
Bidirectional DHCP NONE 2 5
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 6
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.
Bidirectional DHCP NONE 2 7
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 8

traddr: 192.168.1.25

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0f4bale74eb611ef9f50d03%eabbcbod: subsystem.
Bidirectional DHCP NONE 2 9
traddr: 192.168.1.24
eflags: none

sectype: none

2. 8D NVMe/TCP A Z> I —42—¥¢ 42 —4'w k LIF DA/ HhETHREOY R—2 F—4 % EEIC
BB TE3exmAL%d,

nvme discover -t tcp -w host-traddr -a traddr



PerLET

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

3. #E1TL £ 9 nvme connect-all /—RLETHR—FETNTVWBEITRTONVMe/TCPT =T
— 22—y hLIFERRELEOT VR

nvme connect-all -t tcp -w host-traddr -a traddr

PlerLET
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.25

Rocky Linux 9.4L4%. NVMe/TCPDERE & “ctrl_loss_tmo timeout BEIMIIC T4 7] ICERESNhE T, TDRE
B RODESICEDET

c BEDODEREZFETITOIHNEILH D FH A ctrl_loss_tmo timeout FEFHEFDIHGERFRT "nvme connect £ 7=
|& ‘nvme connect-all AY > K (A7 3>-)

* NVMe/TCP > bO—5—id. NABENEELBETHE LT U MO EEET. EHRICERIN
feEXRFICHED XD,

2ATFw T4 AT 3> TNVMe/lFCOIMB lIOZEICT S

ONTAP |Z. A bO—F T—R TRAT —XEEH A X (MDTS) '8 THBH I EHRELEFT, DFED. &
K 1/0 BRY 1 Xlg 1 MB £TICAD £9, Broadcom NVMe/FC7RX M ICIMB®DI/O) VTR & FITE BIC
I&. lpfc OffE Ipfc_sg_seg cnt /XS A—RETFT T+ )L MED 64 H'5 256 ICEBL £,

()  coFEE. Qlogic NVMelFCHR MCIZERINEE Ao

FlE
1. "Ipfc_sg_seg_cnt /N T X —R%E256ICEREL 95
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cat /etc/modprobe.d/lpfc.conf

ROBID &K S BHADNRTENE T

options lpfc lpfc sg seg cnt=256

2. AT R%FEITL dracut -f. "X +EVIT—=FLET,
3. DEH256TH 3 _ & =R L "Ipfc_sg_seg_cnt £ 9,

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

27w F5:NVMe 7 — b —E X ZWEERT %

Z @ “nvmefc-boot-connections.service’ & L T “nvmf-autoconnect.service’ NVMe/FCICE FN 37— b —E
Z ‘nvme-cli' /Ny —J S 2T LADEERFICBEFNICEMICAED £,

EEHTTT L5, “nvmefc-boot-connections.service# L T “nvmf-autoconnect.service’ 7 — b H—E XA
BWIHE-o>TVWETD,

FIE
1. "E#TH B Z £ =HESE L nvmf-autoconnect.service” £ 9,

systemctl status nvmf-autoconnect.service

HOBZERTLET,

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-
autoconnect.service; enabled; preset: disabled)

Active: i1nactive (dead)

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1]:
Starting Connect NVMe-oF subsystems automatically during boot...

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]: nvmf-
autoconnect.service: Deactivated successfully.

Jun 10 04:06:26 SR630-13-201.lab.eng.btc.netapp.in systemd[1l]:
Finished Connect NVMe-oF subsystems automatically during boot.

2. "B TH B Z & =SS L nvmefc-boot-connections.service' & §,
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systemctl status nvmefc-boot-connections.service

HHBERTLET,

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Tue 2025-06-10 01:08:36 EDT; 2h
59min ago

Main PID: 7090 (code=exited, status=0/SUCCESS)
CPU: 30ms

Jun 10 01:08:36 localhost systemd[l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jun 10 01:08:36 localhost systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jun 10 01:08:36 localhost systemd[l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

2T 76 TILFINRERZHERT S

H—FILHADNVMeTILFINZAZATF—R R, ANART—R R, B LUVPONTAPR— L AR— XH'NVMe-oF t&R%
ISFLTELWS e ZEELE T,

Fig
1. A—RILANVMeTILFNZADEMICHE>TWA I e xR LE T,

cat /sys/module/nvme core/parameters/multipath

ROBADNKRRENE T,

2. %Y T BONTAPR — L AR— X DETHNVMe-oF 5% E (modelZNetApp ONTAPI Y FO—SICERE
L. load balancing iopolicyz 27 > ROEVICERET K YE) NARIAMIELLRBENTWVWS Lz
BLET,

a HIORTLERTLET,
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3.

4

42

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROHHBRRENE T

NetApp ONTAP Controller
NetApp ONTAP Controller

b. RUL—=2RRLET,

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

ROHIDRRENE T

round-robin

round-robin

F—LAR=ZPME SN, RXPTELKBRESNICCZRERLE T,

nvme list

PerLET

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B BT e

ENZ20OY FO—SORENIiveTHD. IELVANART—HADERETNTVWBR e #ERELET,



NVMe/FC

nvme list-subsys /dev/nvmedn5

PerLET

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe/FC

nvme list-subsys /dev/nvmelnl
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PerLET

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

2 RTYTTST4>2T, ONTAP Z— LAR—ATFTNARZEICELWMERRTINTWVWBR Z L %25
BLET,



5] ( Column)

nvme netapp ontapdevices -o column

PerLET
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

BlermLET
{
"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",
"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

ATV T REBRA VNV FEREIZHRET S

Rocky Linux 9x 7R X2 F ¥ ONTAPO Y FO—S B ® NVMe/TCP BRHD R L% /N> RERFENHR— SN E

ERS
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BRI MEFHIFOY FO—>1F. DH-HMAC-CHAP' ZE RS2 RET B/ DF—, 'DH-HMAC-CHAP
F—IE. NVMe RX M E#IEO> FO—50O NON EBEBEICE > TRESNTEREE>—7 Ly FDOEHAED
HTT, ET7EFFHTBICIE. NVMeZRX M FEIZOY bO—SHAE7ICEEMITONTF—%RH T IMNE
rHO 9,

FIE

CLI £7=I358E JSON 7 71 L2 ERAL T. Z2B1 N\ RBIERELEF T, YTV XTFTLICICER
ZDHCHAPF —%3iEE 2 MENH BB EIE. config JSSONT 71 ILEFERTIHNELHD £7,
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CLI OfEF
CLIZERLTEFX 27BN\ FFREEZREL T,

1. RZ ENONZEE L £ 75

cat /etc/nvme/hostngn

2. Rocky Linux 9.x 7R X k@ dhchap ¥ —%4%m L £,

RDOHEFIE. “gen-dhchap-key XY R/INT X —4:

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ROFTIE. HMACHBIZERESNT=Z >4 LDHCHAPF — (SHA-512) DH&EEnE 9,

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3
DHHC-

1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOo0PJJIM6yZsTeEpGkDHMHQ255+g=":

3. ONTAPO> bO—3T. KRR bZEML. WMADDHCHAPF—ZIEEL £,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4 KRNI BARENABEO2EEDREARETR—MLET, AX T, ONTAPOY FO—3IC
L. BIRLUEEIARICE DWW TDHCHAPE —%#IEEL £9,
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. #83F9 % nvme connect authentication ARA MY FO—ZODHCHAPF—%MEEELTOVY
YRZEERITLEY,

a. 7R X FDHCHAP*—%#HEEL £ 9,

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

I BABREDHAMZRLE T,

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:CNxTYq73T9vJIk0JpOfDBZrhDCapWBN4XVZI5WxwPgDU1ieHA
DHHC-1:01:CNxTYq73T9vJIk0JIJpOfDBZrhDCgpWBN4XVZI5SWxwPgDUieHAd :
DHHC-1:01:CNxTYq73T9vJk0JpOfDBZrhDCapWBN4XVZISWxwPgDUieHA] :
DHHC-1:01:CNxTYq73T9vJIk0JpOfDBZrhDCapWBN4XVZI5WxwPgDU1ieHA

b. 3> FO—ZDDHCHAPF—ZRERL £,

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

ICe WARBREDHAFZRL T I,

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si9aDh22k2BR/4m852vHT7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYd9JFV8Si9aDh22k2BR/4m852vHT7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si9aDh22k2BR/4m852vHT7KG1lrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:

DHHC-
1:03:wSpuuKbBHTzCOW9JZxMBsYdOJFV8Si9aDh22k2BR/4m852vHT7KGlrJeMp
zhmyjDWOoOPJJIM6yZsTeEpGkDHMHQ255+g=:



JSON

ONTAPO Y bO—3 L TEHBDNVMet 72 X7 LW F A EIEE R IHE 1. /etc/nvme/config.json’ 7 7 1
JLIZ “nvme connect-all &0

fEFH -0'JSON 7 7 A I ZERT 24 T 3>, FFlLEXA 7> 3 IC DLW TIE. NVMe connect-all
DIZaTI R—JEBBLTLETL,

1.JSON 77 A LEREL X

(D RDBFITIE. dhchap key Xfind % “dhchap secret €L T
‘dhchap ctrl key ¥I59 % ‘dhchap ctrl secreto
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cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid: 9796clec-0d34-11eb-
b6b2-3a68dd3bab57",
"hostid":"b033cd4fdedb4724adb48655bfb55448",
"dhchap key":" DHHC-
1:01:CNxTYq73T9vIk0JpOfDBZrhDCOpWBN4XVZI5WxwPgDUieHAL : "
by
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-

804b-b5c04£444d33",
"subsystems": [
{
"ngn":"ngn.1992-

08.com.netapp:sn.0fdbale74eb611ef9f50d039%abocb6d: subsystem.bidi
r DHCP",
"ports": [
{
"transport":"tcp",
"traddr":" 192.168.1.24 ",

"host traddr":" 192.168.1.31 ",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJM6yZsTeEpGkDHMHQ255+g=:"

bo
{

"transport":"tcp",
"traddr":" 192.168.1.25 ",
"host traddr":" 192.168.1.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPUUKbBHTzCOW9JZXMBsYd9JFV8S19aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
Oo0PJJIM6byZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",

"traddr":" 192.168.2.24 ",

"host traddr":" 192.168.2.31",



"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSpUuuKbBHTzCOW9IJZxMBsYd9JFV8S1i9aDh22k2BR/4m852vH7KGlrJeMpzhmyjDW
0o0PJJMbyZsTeEpGkDHMHQ255+g=:"

by
{

"transport":"tcp",
"traddr":" 192.168.2.25 ",
"host traddr":" 192.168.2.31",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-

1:03:
wSPpUuuKbBHTzCOWIJZxMBsYd9JFV8319aDh22k2BR/4m852vH7KG1lrJeMpzhmyjDW
0Oo0PJJM6yZsTeEpGkDHMHQ255+g=:"

}

2. config json7 71 JLZ{ER L TONTAPO Y FO—ZICHEKL £ 95

nvme connect-all -J /etc/nvme/config.json
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already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.1.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33, ngn=nqn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%eabbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.25, trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp,traddr=192.168.1.24,trsvcid=4420
already connected to hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£f444d33, ngn=nqgn.1992-
08.com.netapp:sn.8dde3be2cc7cllefb777d03%abbcbod: subsystem.
bidi

r DHCP, transport=tcp, traddr=192.168.2.24,trsvcid=4420

3 BY T ZAFLDEIY FO—FTDHCHAPY — 2 Ly A EMICHE>TWAR 2R LT,

a. /RX FDHCHAP* —ZHEEEL £ 9,

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

RDOFE. dhchap F—%ERLTWE T,

DHHC-1:01:CNxTYq73T9vJk0JIJpOfDBZrhDCgpWBN4XVZI5SWxwPgDUieHA] :

b. 1> FO—>DODHCHAPF—ZHEERL £ 75

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret



ROBIDE S BHADRTENE T

DHHC-
1:03:wSpuuKbBHTzCOWOJZxMBsYd9JFV8Si9aDh22k2BR/4m852vH7KGlrJeMpzhmyjD
WOoO0PJJIM6OyZsTeEpGkDHMHQ255+g=":

FIE8 : BEN DB =SS I 5
BEADORIEISH D Ao

%NTAPZ kL —<T NVMe-oF FHIC Rocky Linux 8.x = #H ¢

Rocky Linux 7R X b i&. FEXI#IEIZER 772 2 X (ANA) Z{iE X 7= NVMe over Fibre
Channel (NVMe/FC) & & TF NVMe over TCP (NVMe/TCP) 7O FO)LZHR— kL F
9o ANA [E. iISCSI B KU FCP RIEICHITBIEMFRERIEI=Zw b 72Ut X (ALUA) &
FAFEOVILFNAKEEZRHL XIS

Rocky Linux 8.x FBIC NVMe over Fabrics (NVMe-oF) 'R X b Z 18T 2 A EZFE L £9, BT HR—FhK&
HEBEIEERIC S L Tld. "Rocky Linux ONTAPDH Hi— | & 148"

Rocky Linux 8.x M NVMe-oF (Zi&. XDOEEFFRDFIRHA H D £,

* NVMe-oF 7O b JJLZFERA LT SAN 7 — MIIREFR—FSIhTULEEA,

* Rocky Linux 8.x @ NVMe-oF 7R X b Tld. 1—RJLA NVMe TILF/NRIET T #J)L b TEICHE > TUL
37, FHTEMMIITZIHBDELHD £,

* BHIOBBD 8. NVMe/TCP (3727 /00— JLEa—C LTHIATEXT,

AT 71: Rocky LinuxYX NVMeY 7 I x 7% 1A VX =)L L. W ZHRT 3

NVMe-oF RICR X b ZIBR T BICIE. RAMBELIUNMe VI D7 Nyr—2% (A b=I)LL. ¥
IWFNZZ2EHMCL T KX D NON 1Bz R T 2RENDHD T,

FIE

1. #—/N—IZ Rocky Linux 8x 1 YA r—JLLE T, 1R M—ILHRT LS. HEA Rocky Linux 8.x
D—RIDEITEINTVWB e ZHERLE T,

uname -—-r

Rocky Linux 1—=JLIN— 3 > Dfl:

5.14.0-570.12.1.e19 6.x86_ 64
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2. Tnvme<cli] NwTr—2%A4 YA M—=ILLET,
rpm -gal|grep nvme-cli
ROBFNE. nvme-cli Ny r—SDN—2 30 ERLTVWETD,
nvme-cli-2.11-5.e19.x86 64
3. ZA YA —JLLEY libnvme Ny T —2 !
rpm -galgrep libnvme
ROFIE. Clibnvme /Ny T —IN—T g
libnvme-1.11.1-1.e19.x86 64
4. Rocky Linux’ R kT, hostngnXF5zf58L £7d, /etc/nvme/hostngn :
cat /etc/nvme/hostngn
ROFIE. “hostngn' /N—T 3 >
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-09c04£f425633

5. ONTAPY R 7 LT, “hostngn' XZFEF|H—ETF 3 "hostngn'ONTAP7 L 1 EDOWRIET ZH TS X FLDX
=271

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

KRR LC T hostngn XFFIHA—H L BWVWGEIE. ZHEHAL TV vserver
() modify AVYFEBALTEEHLET hostnan HIET BONTAP 7L 1 H TS 27 Ls
T, 1T BXFHZIBEL £9 hostngn BB XFF /etc/nvme/hostngn KX ko

2T v 72: NVMe/FC ¥ NVMe/TCP % 1E T 3

Broadcom/Emulex & 7zd Marvell/QLogic 7% 72 %Z{#FH L T NVMe/FC Z#EmKd 2h. FEIDOKRES & UE

2 E%FEHA L TNVMe/TCP ZHR L £,
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NVMe/FC - JO—RIL/IZZSalwoI R
Broadcom/Emulex7 & 72 FBICNVMe/FCZEREL £9,

FIE
1L HR-—PENTVWB TR TRETILZFERALTVWB L EZREELE T,

a EFIIEZERTLET,
cat /sys/class/scsi host/host*/modelname
ROEAVRREINETE T,

LPe36002-M64
LPe36002-M64

b. EFILDFHAZRTLE T,

cat /sys/class/scsi_host/host*/modeldesc

ROBID &K S BHADRTENE T

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. #E TN 3BroadcomZFRAL TVWA EZEELET 1pfc 77—LVIT7HELIUVZER LIRS
AW
a J7—LUITON—2areRRLET,
cat /sys/class/scsi host/host*/fwrev

COOARVRIET7—Lo9zT7ON—2a>zIRLET,

14.4.317.10, sli-4:6:d
14.4.317.10, sli-4:6:d

b. ZIERLADRFAN—DN=23 0 ERRLET,

cat /sys/module/lpfc/version’
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ROFNE RSAN—DN=23 >R LTVWET,

0:14.4.0.2

HR—FETNTVWEBTRTERZANELVT7—LITTN—23 VORI A MMIOVWTIE. %
B8 L T < 72 & LV Interoperability Matrix Tool"s

- DEETNZHADICEKRESNTWVS 3 %23 L "Ipfc_enable_fc4 type £ 9

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

A ZVI— AR b ERRTEIDCZHERELET,

cat /sys/class/fc _host/host*/port name

ROFIIR—bFIDZRLTVET,

0x100000109b£044bl
0x100000109p£044b2

AZVI—FR— DT TATHE I EHRLET T,

cat /sys/class/fc host/host*/port state

ROBAHRRENE T

Online

Online

- NVMe/FCA Z> T—RR— b DBEMICHE>TED. Z—7 v b AR—bHEHTNZ e zHRLF
ER

cat /sys/class/scsi _host/host*/nvme info


https://mysupport.netapp.com/matrix/

PerLET

NVME Initiator Enabled

XRI Dist 1lpfc2 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc2 WWPN x100000109bf044bl WWNN x200000109bf044bl
DID x022a00 ONLINE

NVME RPORT WWPN x202fd039%ecaa’7dfc8 WWNN x202cd039eaa7dfc8
DID x021310 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x202dd03%eaa7dfc8 WWNN x202cd039%eaa7dfc8

DID x020b10 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000810 Cmpl 0000000810 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007b098f07 Issue 000000007aee27c4 OutIO
ffffffffffed98bd
abort 000013b4 noxri 00000000 nondlp 00000058 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000013b4 Err 00021443

NVME Initiator Enabled

XRI Dist 1lpfc3 Total 6144 IO 5894 ELS 250

NVME LPORT lpfc3 WWPN x100000109bf044b2 WWNN x2000001090f044b2
DID x021b00 ONLINE

NVME RPORT WWPN x2033d03%eaa7dfc8 WWNN x202cd039%eaa7dfc8
DID x020110 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2032d03%eaa’7dfc8 WWNN x202cd039%eaa7dfc8

DID x022910 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000000840 Cmpl 0000000840 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 000000007afd4434 Issue 000000007ae31b83 OutIO
ffffffffffebd74£
abort 000014a5 noxri 00000000 nondlp 0000006a gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 000014a5 Err 0002149a

NVMe/FC - ¥ —~JL/QLogic
Marvell/QLogic7 4 7R FICNVMe/FCEEREL £ 95

FIE

1L HR=FENTVWBTRTEIRZANET 77— LI T T7DON=2 3 VHERITEINTWVWS Z CZHERL
=



cat /sys/class/fc host/host*/symbolic name

ROFNE RSZAN—CT7—LIOTT7DN—=23>ZRLTVWET,

QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k
QLE2742 FW:v9.14.00 DVR:v10.02.09.200-k

2. B2 L £9 gl2xnvmeenable BERESNE T, UKD, Marvel 7 X 7R %ENVMe/FCA =T
—RELTHEETER N TEXT,

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

BESNBHEIIFITY,

NVMe/FC

NVMe/TCP 00 k JJLIZBEEEGIREE Y R— L TULWEHFA. K DIC. NVMe/TCPH T X FLL
ZBIZEEENVMe/TCPOY Y R TIRETBZ N TEF X T, “connect £7-IlX “connect-all FENTIRIEL
9,

FIE
L4202 —%— K—hrH HR-FITNTLS NVMe/TCP LIF £2FTRIEOY R—2 T—RZH
BTl czmRRLET,

nvme discover -t tcp -w host-traddr -a traddr
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nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
Discovery Log Number of Records 20, Generation counter 25

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod:discovery
traddr: 192.168.1.25

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 5

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%abbcbod:discovery
traddr: 192.168.2.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d:discovery
traddr: 192.168.1.24

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme
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_tep 1

traddr: 192.168.2.24
eflags: none
sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9£f50d039%eabbcbbd: subsystem.nvme

_tep 1
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4



subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 4
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp 4
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbbd: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale’74eb611ef9f50d039%eabbcbbd: subsystem.nvme
tcp 3
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traddr: 192.168.1.25
eflags: none
sectype: none

trtype: tep

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbod: subsystem.nvme

_tcp_ 3
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: nqgn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 3
traddr: 192.168.1.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsveid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%eabbcbod: subsystem.nvme

_tcp 2
traddr: 192.168.2.25
eflags: none

sectype: none

trtype: tcp
adrfam: ipv4
subtype: nvme subsystem



treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.25
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 5

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcb6d: subsystem.nvme

_tcp 2
traddr: 192.168.2.24
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0fdbale774eb611ef9f50d03%eabbcbbd: subsystem.nvme

_tep 2
traddr: 192.168.1.24
eflags: none

sectype: none

2. NVMe/TCPA = T—AR A2 =4y FLIFDMOEAEHLE THREOIR—JS DT —42 % EFEICHE
TETR =R LET,

nvme discover -t tcp -w host-traddr -a traddr



PerLET

nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme discover -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme discover -t tcp -w 192.168.2.31 -a 192.168.2.25

3. #E1TL £ 9 nvme connect-all /—RLETHR—FETNTVWBEITRTONVMe/TCPT =T
— 22—y hLIFERRELEOT VR

nvme connect-all -t tcp -w host-traddr -a traddr

PlerLET
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.24
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.24
nvme connect-all -t tcp -w 192.168.1.31 -a 192.168.1.25
nvme connect-all -t tcp -w 192.168.2.31 -a 192.168.2.25

25w F3: A>3 > TNVMelFCDIMB I/I0ZBZHICT 3

Broadcom 7 & 72 THBRL S NT-NVMe/FCTlE. IMBDIIQJ VTR =EFEMITERIEHNTETFET, ONTAP
& > FO—Z/BAT—R THRAT—FEET 1 X (MDTS) #8LHEL £, IMBDED. RAIOEXK
H4 XIFIMBTY, DIIO) VIR MEFITTBICIE. IpfcDEEIBRITHRELNHD £9, Ipfc_sg_seg_cnt’
INTA—=BETTHILMED 64 H'5 256 ICEEL £,

()  coOFEE Qogic NVMelFCH X MCIHBRAENEE A

FiE
1. "Ipfc_sg_seg_cnt /N T X—R%256ICFREL F95

cat /etc/modprobe.d/lpfc.conf

options lpfc lpfc sg seg cnt=256

2. AT Y R%E1TL dracut -f. KX +EUIT—=FLET,
3. DEN256THD xS L Ipfc_sg_seg cnt £95,
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cat /sys/module/lpfc/parameters/lpfc sg seg cnt

2T T4 IIIFINERZHERT S

H—RILADNVMeTILFINART—R R, ANART—H R, HLUVONTAPHR— Ly 2R — ZHNVMe-oF &K
IS LTIELWI e 2R LE T,

FI&E
1. A—FIILANVMeRILFNZIDBIICAE>TVWS I MR L F T,

cat /sys/module/nvme core/parameters/multipath

ROHHDRRENE T

2. %9 BONTAPR— Ly AR— X DiEY]%ENVMe-oF#E (modelzNetApp ONTAPI Y kO—JIZERTE
L. load balancing iopolicyz 27 > ROEVICERET 3K E) NARAMIELL RBENTWVWS Lz
BLEY,

a IO RTFLERRLET,
cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROHHDRRENE T

NetApp ONTAP Controller
NetApp ONTAP Controller

b. RS —%ZRRLET,
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
ROEADVRTREINETE T,

round-robin

round-robin

3. R—LRAR—ZIAPMEH TN, FRXFTELSKREINZCZREELET,
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68

nvme list

PerLET

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T 1T 18

ENZ20OY FO—SORENiveTHD. IELVANART—HIADERETNTVWBR e #ERELET,



NVMe/FC

nvme list-subsys /dev/nvmedn5

PerLET

nvme-subsys4 - NQN=ngn.1992-
08.com.netapp:sn.3ab5d31£f5502c11ef9f50d039%eabbcbbd: subsystem.nvme
1

hostngn=ngn.2014-08.org.nvmexpress:uuid:ebdade6cd-
21e6d-
llec-b7bb-7ed30a5482c3
iopolicy=round-robin\
+- nvmel fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2088d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6d:pn-
0x21000024£f£f752e6d live optimized
+- nvmel2 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x208ad03%eaa7dfc8,host traddr=nn-0x20000024ff752e6d:pn-
0x21000024£f£f752e6d live non-optimized
+- nvmel0 fc traddr=nn-0x2082d03%eaa7dfc8:pn-
0x2087d03%eaa7dfc8,host traddr=nn-0x20000024ff752e6c:pn-
0x21000024£ff752e6¢c live non-optimized
+- nvme3 fc traddr=nn-0x2082d039%eaa7dfc8:pn-
0x2083d039%eaa7dfc8,host traddr=nn-0x20000024f£f752e6c:pn-
0x21000024ff752e6c live optimized

NVMe/FC

nvme list-subsys /dev/nvmelnl
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PerLET

nvme-subsysb - NQN=ngn.1992-
08.com.netapp:sn.0fdbale74eb611ef9f50d039%abbcbod: subsystem.nvme
_tcp_ 3
hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b5c04£444d33

iopolicy=round-robin

\

+- nvmel3 tcp

traddr=192.168.2.25,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live optimized

+- nvmeld tcp

traddr=192.168.2.24,trsvcid=4420,host traddr=192.168.2.31,
src_addr=192.168.2.31 live non-optimized

+- nvmeb tcp

traddr=192.168.1.25,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live optimized

+- nvmeb6 tcp

traddr=192.168.1.24,trsvcid=4420,host traddr=192.168.1.31,
src_addr=192.168.1.31 live non-optimized

2 RTYTTST4>2T, ONTAP Z— LAR—ATFTNARZEICELWMERRTINTWVWBR Z L %25
BLET,



5] ( Column)

nvme netapp ontapdevices -o column

PerLET
Device Vserver Namespace Path
/dev/nvmelnl linux_ tcnvme iscsi

/vol/tcpnvme 1 0 O/tcpnvme ns

NSID UUID Size
1 5£7£630d-8eab5-407£-a490-484b9%5b15dd6 21.47GB
JSON

nvme netapp ontapdevices -o json

PerLET

"ONTAPdevices": [
{

"Device":"/dev/nvmelnl",
"Vserver":"linux tcnvme iscsi",

"Namespace Path":"/vol/tcpnvme 1 0 0/tcpnvme ns",
"NSID":1,

"UUID":"5f7£630d-8ea5-407f-a490-484b95bl5dde",
"Size":"21.47GBR",
"LBA Data Size":4096,
"Namespace Size'":5242880
by

27w 75 BBXIOBEE SR %
B DRIEIERD E ED TT:
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Rocky Linux 8.x NVMe-oF 7K X ~ZE# L
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GG
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-p) AV RZFEAL TREEHE > MO
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HETXIZ1 DD PDC DHAEIERT 3%
ENHD FEI, 7272 L. Rocky Linux 8.x
ZNVMe-oF R X F TEITLTWBIEE

I&. Tnvme discover -p) #E1T¢ 37V
ICEE L7-PDCHERRCTNE T, NIk
D, RAb&RZ—45v rOBWMATIY—X
DARMRBIZFEHIND ZCICHED T,


https://mysupport.netapp.com/site/bugs-online/product/HOSTUTILITIES/BURT/1479047

ZFEICET 3B

Copyright © 2026 NetApp, Inc. All Rights Reserved. Printed in the U.S.C D R 2 X > MIEBEMEICEK > TR
EEINTVWET, EFREFMEEDOEAICK 2FFAFED HIHE IR BRER. EFEEA. SLUEER
B, BHEE. T—THIE EFREI X T LANDHEMAAZ STHRMIREAEL L. WHRBERE LUHEIC
LBEHBBILFT,

Y 7Y TDERYHSIRELIEY 7 U 7IE RICKRIERAFHERES FURBREOHRERD &
ERS

COVITRUT7E Xy b7y FICEoT MBRROFTF BESNATVET, *v b7 v FIZATHERER
i X3E@MES LOREBNICN T 32 EEMEORTRNRIEZ S 2 CNURESNABVVLDRBEETR
NBRFRIEDITVEEA. R b7y 7id. ABRILIIABY -—EXOFEE. AR, 7 —XEXR. FIRE
K. EHFFPHzEH. DOINURESNGL. SOV I M T7DERICEDE LT IRNTOEENEE.
BENIEE. BRVIEE. KRS, BEEE. KANBEZEOREICH L T, HEROFEEDEREMENEN S
NTWE LTH, TOEEER. RUE T55FH. ZHNOBFE. BEREE. FETR BRFLIZEST
BWEEZE0) IChH 5T, —TI0oEEZEVEEA,

XY RTyTiE. CTICEHINTULERIARTOERICHTI2EEZER. FELLITSENEZRBLED,
FZY R TPy FICEZERHNLBEBCLZEENDHZEEZRT. CICREITNTLVBRBDOERICEDEL
BPEESLUVEHICTH LT, 2y b7y TIdEEEEVEFEA. CORRBOERFLIZEBAIX. v b7y
DYSEFHE. BOIEME. FT-I3MORKNFRBIEICE DK SV ADHErIZABEINEE A,

CORZaTILCEEHINTUVBREFRIE. 1 DU LEDOXKEREF. ZOMOEORFF. BLUOEBROEFEFICK
STHREINTWVWIEELHD £,

MEFOFIRICOWVWT | BAFIC K A, EH. FxRld. DFARS 252.227-7013 (2014%28) &KL UFAR
5252.227-19 (20074E12H) DRIights in Technical Data -Noncommercial ltems (17 —% - JEFEARE ICES
T BEEF) FED(b)3)E. ICHESNIHFIRMNMBERAINE T,

AEIIEFNZT—RIIBAERS LV £IFEBEY—EX (FAR2101DERICEDL) ICBERL. T—
R DFFEMEIINetApp, InclCHD F£F, AZNICEIIREINZ IRTORY b Ty TOEMT—2E LV
AYEa—&2YI7boz7id. BEENTHD. WEOATHEINLDDTY ., KEBMFIEERT—2ICH
L. FHEHDIOBES LIV TS AR T, 2HREXNRE T3 E L ARBEDFHIRT S EREES
L. KT =2 OREORIE 22 - o KEBAFZOICEZEL. YW OEMIT L T3H8ICOAERT -2 % E
BTEXY, ALDIBEZRET. NetApp, INcC.OEMEICLBZHFAIZER/ICEDI B, KTF—2%=FEA. B
T BnEy. BT BIEHD. EEFRIIBRIZZCIITEEFHA. EFRAEICHD D KEBAAD T —XERME
ICDWTId. DFARS 252.227-7015(b)3& (20144%F28) TEDH SN MEFDAHNEBHSNE T,

EIRICE T 5 15%k

NetApp. NetApp® O I\ http://www.netapp.com/TMIZEEEH SN TULB Y —2I&. NetApp, Inc.DFEIETY, £
DDEHHEERLIE. ENEFAEITIEHOBIZTHIHENHD FT,

73


http://www.netapp.com/TM

	Rocky Linux : ONTAP SAN Host Utilities
	目次
	Rocky Linux
	Rocky Linux のONTAPサポートと機能について学ぶ
	次の手順

	ONTAPストレージでNVMe-oF用にRocky Linux 10.xを構成する
	手順1：必要に応じてSANブートを有効にします。
	ステップ2: Rocky LinuxとNVMeソフトウェアをインストールし、構成を確認する
	ステップ3: NVMe/FCとNVMe/TCPを構成する
	ステップ4: オプションでNVMe/FCの1MB I/Oを有効にする
	ステップ5: NVMeブートサービスを確認する
	ステップ6: マルチパス構成を確認する
	ステップ7: 安全なインバンド認証を設定する
	手順8：既知の問題を確認する

	ONTAPストレージでNVMe-oF用にRocky Linux 9.xを構成する
	手順1：必要に応じてSANブートを有効にします。
	ステップ2: Rocky LinuxとNVMeソフトウェアをインストールし、構成を確認する
	ステップ3: NVMe/FCとNVMe/TCPを構成する
	ステップ4: オプションでNVMe/FCの1MB I/Oを有効にする
	ステップ5: NVMeブートサービスを確認する
	ステップ6: マルチパス構成を確認する
	ステップ7: 安全なインバンド認証を設定する
	手順8：既知の問題を確認する

	ONTAPストレージで NVMe-oF 用に Rocky Linux 8.x を構成する
	ステップ1: Rocky LinuxとNVMeソフトウェアをインストールし、構成を確認する
	ステップ2: NVMe/FCとNVMe/TCPを構成する
	ステップ3: オプションでNVMe/FCの1MB I/Oを有効にする
	ステップ4: マルチパス構成を確認する
	ステップ5: 既知の問題を確認する



