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FIE

1. 4 —/\—|ZSUSE Linux Enterprise Server 161 Y A h—JLLE T, 1 VX r—=ILHARET L5, IBES
f17=SUSE Linux Enterprise Server 16 1 — R J/LHARITINTWVWB C ZHRL £ -

uname -r
SUSE Linux Enterprise Server A—%JL/N\—> 3 > DA ©
6.12.0-160000.6-default
2. Tnvme<cli] Nwr—2%A4 YA R—=)LLET,
rpm -galgrep nvme-cli
ROFNE. “nvme-cli /Ny r—IN—=T 3>
nvme-cli-2.11+29.935€62868-160000.1.1.x86 64
3. ZAYRAM—JLLEFT libnvme Ny o —2 !
rpm -galgrep libnvme
ROBFNE. libnvme /Ny F—IN—=T 3 >t
libnvmel-1.11+17.96d55624d-160000.1.1.x86 64
4. ;R ET. hostngnXF5zMHs8 L £9. /etc/nvme/hostngn -
cat /etc/nvme/hostngn

ROFIE. “hostngn' /N—T 3 >

ngn.2014-08.o0rg.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074



5. ONTAPY X7 LA Ty “hostngn XFEFIH—EF 3 "hostngn ONTAP7 L 1 LDOWET 2 H TS X T LDX
5

::> vserver nvme subsystem host show -vserver vs coexistence emulex

PerLET

Vserver Subsystem Priority Host NQN

vs coexistence emulex
nvmel
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmelO
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmell
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
nvmel?2
regular ngn.2014-
08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
4 entries were displayed.

RFICILC T hostngn XFEFIH—B L BWGEIE. ZFEHAL TV vserver
() modify AVYFEMALTEEHLFT hostnan HIET BONTAP 7L 1 TS 27 s
T IC—HIT23XFHEZEEL XT hostngn BBXFF /etc/nvme/hostngn R ko

A 7w 73: NVMe/FC X NVMe/TCPZ &K T 5

Broadcom/Emulex X 7z13 Marvell/QLogic 7R 72 %Z{#F L T NVMe/FC Z18H T 2 H\. FHDORES LU
HREE A L TNVMe/TCP Z#8R L £7.



NVMe/FC - JO—RIL/IZZSalwoI R
Broadcom/Emulex FC7 & 74 FAICNVMe/FC % % E

FIE
1L HR=—PENTVWB TR TRETILZFERALTVWB L EREELE T,

a ETIINBERTLET,

cat /sys/class/scsi host/host*/modelname

ROHAODERRENE T

SN37A92079
SN37A92079

b. EFILDFHAZRTLE T,

cat /sys/class/scsi_host/host*/modeldesc

ROBADERRENET,

Emulex SN37A92079 32Gb 2-Port Fibre Channel Adapter
FEmulex SN37A92079 32Gb 2-Port Fibre Channel Adapter

2. #E TN 3BroadcomZFRAL TVWA EZEELET 1pfc 77—LVIT7HELIUVZER LIRS
AW
a J7—LUITON—2areRRLET,
cat /sys/class/scsi host/host*/fwrev

ROBNET 7—LoxT7DN—=23 >R LTVWET,

14.4.393.53, sli-4:6:d
14.4.393.53, sli-4:6:d

b. ZIERLADRFAN—DN=23 0 ERRLET,

cat /sys/module/lpfc/version



ROFNE RSAN—DN=23 >R LTVWET,

0:14.4.0.11

HR—FETNTVWEBTRTERZANELVT7—LITTN—23 VORI A MMIOVWTIE. %
B8 L T < 72 & LV Interoperability Matrix Tool"s

- DEETNZHADICEKRESNTWVS 3 %23 L "Ipfc_enable_fc4 type £ 9

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

A ZVI— AR b ERRTEIDCZHERELET,

cat /sys/class/fc _host/host*/port name

RDESBHADVKRRIEINET !

0x100000109bdacc75
0x100000109bdacc76

AZVI—FR— DT TATHE I EHRLET T,

cat /sys/class/fc host/host*/port state

ROBAHRRENE T

Online

Online

- NVMe/FCA Z> T—RR— b DBEMICHE>TED. Z—7 v b AR—bHEHTNZ e zHRLF
ED

cat /sys/class/scsi _host/host*/nvme info
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HHBERTLET,

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x100000109bdacc75 WWNN

DID x060100
NVME RPORT
DID x080801
NVME RPORT
DID x080d01
NVME RPORT
DID x020a09
NVME RPORT
DID x020a08
NVME RPORT
DID x061b01
NVME RPORT
DID x061b05
NVME RPORT
DID x061201
NVME RPORT
DID x061205

ONLINE

WWPN x2001d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2003d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2024d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2026d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2003d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2012d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2005d039%eabcfc90
TARGET DISCSRVC ONLINE

WWPN x2014d039%eabcfc90
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x200000108bdacc75

x2000d039ea951c45

x2000d039%€a951c45

x2023d039%eab31e9c

x2023d039%eab31le9c

x2002d039%ea5cfc90

x2011d039%ea5cfc90

x2002d039%eabcfc90

x2011d039%ea5cfc90

Xmt 0000017242 Cmpl 0000017242 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000378362 Issue 00000000003783c7 OutIO
0000000000000065

abort 00000409 noxri 00000000 nondlp 0000003a gdepth
00000000 wgerr 00000000 err 00000000

FCP CMPL:

xb 00000409 Err 0000040a

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x100000109bdacc76 WWNN

DID x062800
NVME RPORT
DID x080701
NVME RPORT
DID x081501
NVME RPORT
DID x020913
NVME RPORT
DID x020912
NVME RPORT
DID x061401

ONLINE

WWPN x2002d039%9ea951c45
TARGET DISCSRVC ONLINE

WWPN x2004d039ea951c45
TARGET DISCSRVC ONLINE

WWPN x2025d039eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2027d039%eab31e9c
TARGET DISCSRVC ONLINE

WWPN x2006d039%9eabcfc90
TARGET DISCSRVC ONLINE

WWNN

WWNN

WWNN

WWNN

WWNN

x200000109bdacc76

x2000d039%9ea951c45

x2000d039ea951c45

x2023d039%eab31e9c

x2023d039%eab31e9c

x2002d039%eabcfc90



NVME RPORT WWPN x2015d03%eab5cfc90 WWNN x2011d039%eabcfc90
DID x061405 TARGET DISCSRVC ONLINE

NVME RPORT WWPN x2004d039%eab5cfc90 WWNN x2002d039%eabcfc90
DID x061301 TARGET DISCSRVC ONLINE
NVME RPORT WWPN x2013d039%eabcfc90 WWNN x2011d039ea5cfc90

DID x061305 TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000017428 Cmpl 0000017428 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000003443be Issue 000000000034442a OutIO
000000000000006C
abort 00000491 noxri 00000000 nondlp 00000086 gdepth
00000000 wgerr 00000000 err 00000000
FCP CMPL: xb 00000491 Err 00000494

NVMe/FC - ¥ —~JL/QLogic
Marvell/QLogic 774 72 FICNVMe/FCEEREL £ 95

FIE

1. HR—bFINTWVWBRB TR TERSANE T 7—LITTTDODN—23 o BREITEINTVWBR I e ZRESEL
£9,

cat /sys/class/fc _host/host*/symbolic name

ROBE. RSAN—ET7—LITT7DN—23 > 2RLTVET,

QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug
QLE2772 FW:v9.15.06 DVR:v10.02.09.400-k-debug

2. SR L £9 gl2xnvmeenable B'SRESNE T, UKD, Marvell 7H 7R %ENVMe/FCA =T
—RE L THEREIEZZENTEET,

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

BESNBHEAIFITY,

NVMe/FC

NVMe/TCP 70O k JJLISBEFESHRIEZ HR— b L TULWEHA, KD DIZ. NVMe/TCPH T X T LE
ZEIZEEZENVMe/TCPOY Y R THRETB N TEF XTI, “connect 71X “connect-all FENTIRIEL
x9,



FIE

1. 42T —ZR— B R—FEINTULABNVMe/TCP LIFDEHOIR—S DT — K2 E2BBETEF3C
CEERLET,

nvme discover -t tcp -w <host-traddr> -a <traddr>



10

HHBERTLET,

nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

11



le tcp sub

traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. NVMe/TCPA =3 IT— 2t 2 —4 v FLIFDHD TR TOEAAHE T, BHOIR—SDT— 4%
ERBICBETEI ezl LEF T,

nvme discover -t tcp -w <host-traddr> -a <traddr>

PermLET

nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.10
nvme discover -t tcp -w 192.168.38.20 -a 192.168.38.11
nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.10
nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11

3. #EF1TL £ 9 nvme connect-all /—R2AFETHR—FINTVLWSEITRTONVMe/TCPA =T
—R[Z—Fy LIFZXRE LIV R

nvme connect-all -t tcp -w <host-traddr> -a <traddr>



PerLET

nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.10
nvme connect-all -t tcp -w 192.168.38.20 -a
192.168.38.11
nvme connect-all -t tcp -w 192.168.39.20 -a
192.168.39.10
nvme connect-all -t tcp -w 192.168.39.20 -a

192.168.39.11

NVMe/TCPDE%RE “ctrl_loss_tmo timeout BEINIC T4 7] ICBRESNEF T, BR&LT:

* BRTEIZICHIRRIZH D A (EHARBHT) -

s BEDHREZFHTITOHBREIIHD FHA “ctrl_loss_tmo timeout EFBFDHFFEEFRE "nvme connect” £ 7=

|& “nvme connect-all AY > K (A F>3>4) o

TEERICBDET,

27w T4 A7 3> LT, udevil—)LDiopolicyzZEL X7,

SUSE Linux Enterprise Server 16L4%. NVMe-oF D7 7 # )L k Miopolicyld "queue-depth ICERE TN TULE
9, iopolicy% ‘round-robin ICEE L7 WM& udevIL—=ILT7 71 ILEZEUTOLSICEELTLEEL !

FIE
1 JL— M ERTTF A IT4X—TudevIL—IL T7AIILZHREZFT,

/usr/lib/udev/rules.d/71-nvmf-netapp.rules

ROHHDRRENE T

vi /usr/lib/udev/rules.d/71-nvmf-netapp.rules

2. ROBFIDIL—ILICTR S &SI, NetApp ONTAPO Y FO—S D iopolicy ZRET 3172 BDIT£ 9,

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

3. #HAYZIEIE L T "queue-depth ' “round-robin ICR 3 K SICL T :

13



ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"

4. udev L—ILeBHMHAH L. BEZHEALET,

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

5. T X T LDIRTED iopolicy ZMEERL £9- <subsystem>%Z B I X £, fl: nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

ROBADNKRRENE T,

round-robin

@ #F LU iopolicy I&. —E 9 BNetApp ONTAPO Y bO—5 TN\ RICEEMISERINE I,
BE#HITIHBEIEHD T A

2T vw F5: A>3 > TNVMelFCDIMB I/I0Z BZHICT 3

ONTAP (Z. A O FO—F T—R TRAT—XEET A X (MDTS) '8 THH I ELHRELEFT, DFED. &
KO EBRY A XlE 1 MB £TICHRD £9, Broadcom NVMe/FC7R R MMZIMBDI/OY U TR M #FHTT BRI
I&. lpfc OB “Ipfc_sg_seg_cnt /NTAXA—R%ET T 4L MED 64 H'5 256 ICEEL T,

@ CDOFEIE. Qlogic NVMe/FCARXR MMZIFBEATINEE Ao

=25}
1. "Ipfc_sg_seg_cnt /NT X —R%256ICREL F95

cat /etc/modprobe.d/lpfc.conf
ROPID K S BHDHRREINE T,
options lpfc lpfc sg seg cnt=256
2. A<v Y R%EHRITL dracut -f. KRALZUT—FLET,

3. DEH256TH 3 & =R L "Ipfc_sg_seg_cnt £ 7,

14



cat /sys/module/lpfc/parameters/lpfc sg seg cnt

ATvT6:NVMe 7 — b —E X &HERT S

Z M “nvmefc-boot-connections.service’ & L T “nvmf-autoconnect.service’ NVMe/FCICE FN 37— b —E
Z ‘nvme-cli /Ny —JIES AT LDOESIRFICEEMICERICERD £,

EENET L7=5. nvmefc-boot-connections.service' % L T “nvmf-autoconnect.service' 7' — k #—E X H
BaicE-oTWED,

FE
1. "B TH S Z & Z2/ESE L nvmf-autoconnect.service’ &£ 9o

systemctl status nvmf-autoconnect.service

HOBERRTLET,

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: i1nactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme[2114]: traddr=nn-0x201700a098fd4cab6:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

2. "B TH B Z & =HESE L nvmefc-boot-connections.service' & 9,

systemctl status nvmefc-boot-connections.service



HABERTLET,

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.
systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices
found during boot.

ATy I RILVFINAIER=HERT S

A—FILHDNVMeRILFINZAZXT—R X, ANART—R X, B LUVONTAPHR— L ZAR—XHNVMe-oF 1AL,
ICHLTELWI e 2R LE I,

FiE
1. A—RILANVMeTILFNZADBEMICHE>TWS I e 2R LE T,

cat /sys/module/nvme core/parameters/multipath

ROBIHRRENE T

2. ZNENDOONTAPLBIZRIDE ] A NVMe-oF 27 (€7 /L% NetApp ONTAPOY FA—SICBEL. O
— R NZ > > Jiopolicy Z queue-depth ICERTET 7% ) R A MIEEL K RMENTWVWS C & ZHEER
L9,

a I RTLERRLET,

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROBIHRRENE T

16



NetApp ONTAP Controller
NetApp ONTAP Controller

b. RUS—%EZRRLET,
cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
ROEADRRINEF T,

queue-depth
queue-depth

3 X—=LAR—=ZADMER TN, RRAMTELLEBESN e EZHERELE T,
nvme list

erLET

/dev/nvme7nl 81Ix2BVuekWcAAAAAAAR NetApp ONTAP Controller

Namespace Usage Format FW Rev
————— 21.47 GB / 21.47 GB 4 KiB + 0 B BiFHE B EE} B2 B

4. ENZADIY bO—FDRENlive THD . ELVANART—RINEBETNTLWB 2R L £,
nvme list-subsys /dev/<controller ID>

@ ONTAP 9.16.1 LAP&. NVMe/FC & & T NVMe/TCP |Z ASATR2 S AT L DI AN TOEREL
INTNRERELE T,

17
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NVMe/FC

OB HBIZ. NVMe/FC Z{EHT % AFF. FAS. ASAXTLELUVASAR S XTFTLAD 2 J—
R ONTAP OY FO—S5THRAMEINTVWER—LAR—IEZRLTWVWET,

AFF. FAS. ASAt1flzRRL 9,

nvme-subsysll4 - NQN=ngn.1992-

08.com.netapp:sn.%e300b9760a4911£f08c87d03%ab67a95:subsystem.sles

_1lel 27
hostngn=ngn.2014-

08.org.nvmexpress:uuid:f6517cae-3133-11e8-bbff-7ed30aefl23f

iopolicy=round-robin\

+- nvmelld fc traddr=nn-0x234ed039%ea359%e4da:pn-

0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live optimized

+- nvmell5 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-

0x10000090fae0ec88 live non-optimized

+- nvmell6 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live optimized

+- nvmell7 fc traddr=nn-0x234ed039ea359%e4da:pn-

0x2363d03%ea359%e4a, host traddr=nn-0x20000090faelec89:pn-

0x10000090fae0ec89 live non-optimized



ASA r2 O %% TR

nvme-subsys96 - NQN=ngn.1992-
08.om.netapp:sn.b351b2b6777b11£f0b3c2d039%a5cfc9l:subsystem.nvme?
4
hostngn=ngn.2014-

08.org.nvmexpress:uuid:d3b581b4-c975-11e6-8425-0894ef31a074
\

+- nvme203 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2015d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

+- nvme25 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2014d039ea5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme30 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2012d039eab5cfc90,host traddr=nn-0x200000109bdacc75:pn-
0x100000109bdacc75 live optimized

+- nvme32 fc traddr=nn-0x2011d039%eabcfc90:pn-
0x2013d039ea5cfc90,host traddr=nn-0x200000109bdacc76:pn-
0x100000109bdacc76 live optimized

NVMe/FC

TOE L. NVMe/TCP Z={EFR 33 AFF. FAS. ASA S AT LB XLV ASAR S AFLEAD2 /
—RONTAP O> FO—5THRAPINTVWER—LAR—RZTRLTVWET,



AFF. FAS. ASAt 1flzRRL X9,

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d039%ab31e9d:subsystem.nvme
10
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0035-5910-804b-b7c04£444d33

\

+- nvmel05 tcp
traddr=192.168.39.10, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live optimized

+- nvmelb3 tcp
traddr=192.168.39.11, trsvcid=4420, host traddr=192.168.39.20,src_
addr=192.168.39.20 live non-optimized

+- nvmeb7 tecp
traddr=192.168.38.11, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live non-optimized

+- nvme9 tcp
traddr=192.168.38.10, trsvcid=4420, host traddr=192.168.38.20,src_
addr=192.168.38.20 live optimized

ASA r2 OB B %= TR

nvme-subsys4 - NQN=nqgn.1992-

08.com.netapp:sn.17e32b6e8c7£11£09545d03%ac03c33:subsystem.Bidi

rectional DHCP 1 O
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-

0054-5110-8039-c3c04£523034

\

+- nvmed tcp

traddr=192.168.20.28, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb tcp

traddr=192.168.20.29, trsvcid=4420, host traddr=192.168.20.21,src_

addr=192.168.20.21 live optimized

+- nvmeb6b tcp

traddr=192.168.21.28, trsvcid=4420, host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized

+- nvme7 tcp

traddr=192.168.21.29, trsvcid=4420,host traddr=192.168.21.21,src_

addr=192.168.21.21 live optimized



5. W NPV T TS A42T. ONTAP R—LAR—ZATNA A EICIELWMERRTRINTWVWBRZ L% HE
BLE,

5] ( Column)

nvme netapp ontapdevices -o column

BlErmLET
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs_coexistence emulex nsl 1

79510£05-7784-11£f0-b3c2-d03%eabcfc9l 21.477GB

JSON

nvme netapp ontapdevices -o json

erLET

{

"ONTAPdevices": [{
"Device":"/dev/nvmeOnl",
"Vserver":"vs coexistence emulex",
"Namespace Path":"nsl",

"NSID":1,
"UUID":"79510£05-7784-11£f0-b3c2-d039%abcfc9l",
"Size":"21.47GB",
"LBA Data Size":4096,
"Namespace Size":5242880

Pl

AT 78 kEMNARE Y FO—5%ERR T 3

SUSE Linux Enterprise Server 1678 X F DX FiEH > bO—> (PDC) Z{ETE £9, PDCIE. NVMe
YIS RTFLDBMELISEBRIZIEE. REOIR—STF—20OZEEXBHNIKRH T Z7-DICHRETT,
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FIE

1. BEOIR—SOF—EZHMERAARET. 12T —2R— b2 —4 v FLIFOEASHEN SEETE
xR LED,

nvme discover -t <trtype> -w <host-traddr> -a <traddr>

22



HABERTLET,

Discovery Log Number of Records 8, Generation counter 10

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.9927e165694211f0b4£4d03%eab31e9d:discovery
traddr: 192.168.38.10

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
traddr: 192.168.39.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4

23



24

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:discovery
traddr: 192.168.38.11

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4£f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.39.10
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4£f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.38.10

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d039%ab31e9d:subsystem.nvmel
traddr: 192.168.39.11
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
traddr: 192.168.38.11
eflags: none

sectype: none

- BEY TSR T LOPDCEER L £7,

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

ROBADNRRENE T,

nvme discover -t tcp -w 192.168.39.20 -a 192.168.39.11 -p

.ONTAPO > hO—5Hh5. PDCHER NI e ZHEREL T,

vserver nvme show-discovery-controller -instance -vserver <vserver name>

25



HABERTLET,

vserver nvme show-discovery-controller -instance -vserver
vs_tcp slesl6
Vserver Name: vs tcp slesl6
Controller ID: 0180h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:discovery
Logical Interface: 1if3
Node: A400-12-171
Host NQN: ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.39.20
Transport Service Identifier: 8009
Host Identifier: 4c4c454400355910804bb7c04£f444d33
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

ATV T BeRA VNV REEIZRET D
SUSE Linux Enterprise Server 167R X b ¥ ONTAP O > k O— S EDNVMe/TCPIREHDEZ LA 1 > /\ > RESEE
M R—bEhET,

BRXMFHIFOY FO—>I1d. DH-HMAC-CHAP BRI A RET 57O DF—, DH-HMAC-CHAP F—
. NVMe ARX MO FO—5D NQN C EEBEENRE LGS —2V Ly fOEAEHLETY, E7
HEREET BICIE. NVMe R X R FE7=l3 O3> bO—JIXE 7 ICEEMITONIF— 2R T I2HELRHD T,

FIE

CLI £7<IFF|E JSON 77 M ILZFERL T, Re2BA VNV FERHIZRELE T, YT RXTLICICER
3DHCHAP* —Z15E J 2 MENH BHEIE. config JSSONT 71 ILZERTIHEN DD FJ,
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CLI OfEF
CLIZERLTEFX 27BN\ FFREEZREL T,

1. RZ ENONZEE L £ 75

cat /etc/nvme/hostngn

2. )RR b dhchap F—Z £ L £7,

IRV ENSA—=2DHE % RICTRL "gen-dnchap-key' £ 9,

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ROFTIE. HMACHBIZERESNT=Z >4 LDHCHAPF — (SHA-512) DH&EEnE 9,

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J)FGwmhgwd
JWmVoripbWbMJy5eMAbCahN4hhYU=:

3. ONTAPOY hO—5T. "X MEENML. WADDHCHAPF—%38EL X7,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. RZ M. BHABEENABEDO2BEDSRNARET R—FLET, "X FT. ONTAPOY bO—5IC
L. BIRLUEREARICE DWW TDHCHAPEF —%Z1EE L £ 9,
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. #83F9 % nvme connect authentication ARA MY FO—ZODHCHAPF—%MEEELTOVY
YRZEERITLEY,

a. R X FDHCHAPF —%mEEL £ 9

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

I BABREDHAMZRLE T,

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:wkwAKk8r9Ip7qECKt7V5alo/7Y1CH7DWKkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkULLfMxmseg39DFDb:
DHHC-1:01:wkwAKk8r9Ip7gqECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb:
DHHC-1:01:wkwAKk8r9Ip7gECKt7V5aIo/7Y1ICH7DWkUfLfMxmseg39DFb:

b. > +,O—SDDHCHAPF —%mEZRL £ 9

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



1. WABREDHAIMZRLE T,

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFG
wmhgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:

JSON

ONTAPOY O— S THEMDONVMet T2 X7 LZFERATESHEIF. ARV RTI71IL%
nvme connect-all fEATEF XY ' /etc/nvme/config.isons

B -0 JSON 7 7ML ZER T DA T 3>, FMlBEXA 7> 3 I DWTIE. NVMe connect-all
DIYZaT7I R=TJEBBELTLIEETL,

1. JSON 7 71 IILEZH/RELF T,
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HHBERTLET,

# cat /etc/nvme/config.json

[

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b7c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b7c04£444d33",
"dhchap key":"DHHC-
1:01:wkwAKk8r9Ip7qgECKt7V5alo/7Y1ICH7DWkUfLfMxmseg39DFb: ",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.9927e165694211f0b4f4d03%ab31e9d:subsystem.inba
nd bidirectional",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.38.10",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHN/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.38.11",

"host traddr":"192.168.38.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",

"traddr":"192.168.39.11",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHNn/7dQ4J)FGwn
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

by
{

"transport":"tcp",



"traddr":"192.168.39.10",

"host traddr":"192.168.39.20",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:0hdxT1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4J])FGwm
hgwdJWmVoripbWbMJy5eMAbCahN4hhYU=:"

@ RODBFITIE. dhchap key X5 d D “dhchap secret €L T
‘dhchap ctrl key ¥I59 % ‘dhchap ctrl secreto,

2. configjson7 71 JLZ{ER L TONTAPOY bO—JICEHEL 95

nvme connect-all -J /etc/nvme/config.json
HAfZERTLET,

traddr=192.168.38.10is already connected
traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected
traddr=192.168.38.10is already connected
traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected
traddr=192.168.38.10is already connected
traddr=192.168.39.10 is already connected
traddr=192.168.38.11 is already connected
traddr=192.168.39.11 is already connected

3. &Y T ZFLDEIY FO—S5TDHCHAPY — o Ly hARABEMICHE > TWBR I #ERELET,

a. 'RX FDHCHAPF—ZHEIL £ 9,

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
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ROBIF. dhchap F—ZRLTVET,

DHHC-1:01:wkwAKk8r9Ip7gECKt7V5alo/7Y1CH7DWkULLfMxmseg39DFb:

b. 3> bO—5ODHCHAP* —%REEEL 9

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

ROPID K S BHDIHRREINE T,

DHHC-
1:03:0hdxI1yIS8gBLwIOubcwl57rXcozYuRgBsoWaBvxEvpD1QHn/7dQ4JjFGwmhgwd

JWmVoripbWbMJy5eMAbCahN4dhhYU=:

2TV 0 FSURR—LBEXFAU T EIBRTS

FSYRR—EEEF2) T (TLS) & NVMe-oF KRR k LONTAP7 L 1D NVMe EfEICRELBR IV R
VIV RFOBEStERMLET, CLI ERESNILFIMHET— (PSK) ZEAL TTLS 13 Z2RETEX
ER

@ ONTAPOY FO—STFIBZEITIT DL DICHESNTVBIFEZIREI. SUSE Linux
Enterprise Server "X F TRDFIEERITLET,

F&E
1L UTOHDEEFEHNTHEIE<EE L ktls-utils « openssl. € LT libopenssI R MZA VX~
—lLEnTWBNYTr—:
a. FEERY D ktls-utils -
rpm -ga | grep ktls
ROBEHINRTIENE T,
ktls-utils-0.10+33.9311d943-160000.2.2.x86 64

a. SSLN\Nwhrr—ozmERLEY,

rem -ga | grep ssl
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HABERTLET,

libopenssl13-3.5.0-160000.3.2.x86 64
openssl-3.5.0-160000.2.2.noarch
openssl-3-3.5.0-160000.3.2.x86 64
libopenssl13-x86-64-v3-3.5.0-160000.3.2.x86 64

2. ROFBEDELWS & #HEER L fetc/tlshd.conf 9,

cat /etc/tlshd.conf

B ERTLET,

[debug]
loglevel=0
t1s=0
nl=0

[authenticate]
#keyrings= <keyring>;<keyring>;<keyring>

[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>

#x509.certificate= <pathname>
#x509.private key= <pathname>

3. O RTF LEEERFICEEI TS LS ICEMICL tishd £9,

systemctl enable tlshd

4 F—EVPNERITINTUVS L ZHERL tishd ¥,

systemctl status tlshd
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HABERTLET,

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)

Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. ZfEF L TTLS PSKZ &AL L "nvme gen-tis-key' £ 9

a. R bzHERLET:

cat /etc/nvme/hostngn

ROBHDRTRENE T

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b7c04£444d33

b. +—ZRELXT:

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4£4d039%ab31e9d:subsystem.nvmel

ROHIDERRENE T

NVMeTLSkey-1:01:C50EsaGtuOp8nS5fGEIEUWjbBCtshmfoHx4XTgTJUmydf0gIj:

6. ONTAPO Y FO—5T. ONTAPH T X T LICTLS PSKZEEBML £ ¢,
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HABERTLET,

nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. TLSPSKZRZA b A—RIF—U 2 TICHALE Y,

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.9927¢165694211f0b4f4d03%ab31e9d:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

RDTLS F—HNRREINFTT,

Inserted TLS key 069f56bb

@ PSKIFZRD K S ICRTRENE T NVMelR01 ERHT B/ “identity vITLS ANV R
140 7ILdUXLH 5, Identity viik. ONTAPHOHR— T 23HE—D/N—3>TY,

8. TLSPSKA'ELKIHEATNTWBR =R L 9,

cat /proc/keys | grep NVMe
HARZERTLE T,

069f56bb I-Q-- 5 perm 3b010000 0O O psk NVMelRO1l ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. A LT-TLS PSKZ A L TONTAPH 7o X F LICIEHE L £ 9,

a. TLSPSK ##&sEL £
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nvme connect -t tcp -w 192.168.38.20 -a 192.168.38.10 -n ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel
-—tls key=0x069f56bb —tls

ROHODERRENE T

connecting to device: nvmel

a. list-subsys ZH&RIEL £ 9,

nvme list-subsys

HHBERTLET,

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

* %

+- nvmeO tcp
traddr=192.168.38.10,trsvcid=4420,host traddr=192.168.38.20,src_a
ddr=192.168.38.20 live

10. #—4'yw RZEBIML. IEELIZONTAPH T X F LADTLSEHZHREL £,

nvme subsystem controller show -vserver vs tcp slesl6 -subsystem nvmel
-instance
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HABERTLET,

(vserver nvme subsystem controller show)

Vserver Name:
Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

vs _tcp sleslé6
nvmel

0040h

1if1l
A400-12-171
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab31e9d
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.38.20

2

128, 128
32
1048576
5000

62203cfd-826a-11£0-966e-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.9927e165694211£f0b4f4d03%ab31e9d:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

FlE11 : IR OB Z R 5
BEADREIZ 5 D £ Ao

TLS-AES-128-GCM-SHA256

ONTAPX k L —2TNVMe-oF HICSUSE Linux Enterprise
Server 15 SPx%Z &9 3

SUSE Linux Enterprise Server 15 SPx /KX b . FERFR&BIZER 72 X (ANA) ZiE X
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7= NVMe over Fibre Channel (NVMe/FC) & & TF NVMe over TCP (NVMe/TCP) 0 k
)Lz R—bLET. ANA L, iSCSI LU FCP RIRICH TR IEMTEREI=Z v b+
7O (ALUA) LRIZFDTILFINIBRREZIREL £ 75

SUSE Linux Enterprise Server 15 SPx FA® NVMe over Fabrics (NVMe-oF) ‘KX h 18§ 2 H22FE L £
o FHELYR— b CHEEBERICOWTIE. "ONTAPOD T 7K — b C 8"

SUSE Linux Enterprise Server 15 SPx @ NVMe-oF (CI&. XOBIFRDOFIELH D £,

* Z® ‘nvme disconnect-all COAX Y RIFIL—F T 7AIRTFLET—R T 7AIL AT LOWAE Y]
BrL. AT LDRFREREICHRBETEEEDRHD £, NVMe-TCP £7-ld NVMe-FC & A1ZER% /' L T SAN
oM ITIVATLTIEFINZEZRITLAEWTLL TV,

* NetApp sanlun /R b 1 —7F 1 1) 7« DY R— b NVMe-oF TIFFBTE ZEA. KHDIC. X1 T+
TICEENSNetApp 7571 V%EFBTEEX T, nvme-cli IARTD NVMe-oF b5 > XR— FEHD/N
“//7-_90

* SUSE Linux Enterprise Server 15 SP6 L HEiTl&. NVMe-oF 70O k Q)L EEA L7 SAN 7 — gt R—
fEThTLEE A

FlE1 : BEICISCTSANT — FZzB#ICLE T,

SAN 77— hZfERAT2 LSRRI MZERT % . BAPBERILEN. AT—JEUTsPELLFT, fF
F3"Interoperability Matrix Tool"Linux OS. R"X & NZX 7H SR (HBA). HBA 7 7—L7J 7. HBAJ—hk
BIOS. HXUONTAPN—2 3 VM SAN T—hZHR—FbLTWVWB I EZREELE T,

Fig
1. "NVMe& I ZERI%={E L. KA MY EYTTB",

2. SAN 7 — FEBIZEEAIT Y TENTVWBR— M LT, Y—/N\—BIOS TSAN J—rEZB®ICL £
ER

HBABIOS ZBMICT B3 HEICDOVTIE RUYA—BEBEOYZa7IILZBRL T,

3. RRAbZHEFHL. OSHEBL THRITTNTVWE I e ZRELF T,

AT 72: SUSE Linux Enterprise ServerNVMeY 7 Uz 7% AV XA ~—J)LL. #&
Rz %

NVMe-oF RICR X b Z BT BICIE. RAMELIUNMe VI D7 Nyr—2% 42X b=I)LL. ¥
IWFNRZBMILT. KX D NON #EZHR T 2HENDD 7,

FIE

1. 4 —/X—|Z SUSE Linux Enterprise Server 15SPx 1 > A r—JLLET, 1 VX —=ILHRT L5,
$§E T M7= SUSE Linux Enterprise Server 15 SPx A—XIILHAERITEINTVWBR e 2B L £,

uname -—-r

Rocky Linux 1—=JLIN— 3 > Dl
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2.

6.4.0-150700.53.3-default

lnvme-clil] Ny —S%A VA M=ILLETD,

rpm -galgrep nvme-cli

TOFIE. nvme-cli /Ny T —IN—2 3>

nvme-cli-2.11+22.9d31bl1a01-150700.3.3.2.x86 64

HAVAM=)LLEY libnvme /Ny T —2 0

rpm -galgrep libnvme

TOFIE. Clibnvme NNy —S N—T 3

libnvmel-1.11+4.ge68a91lae-150700.4.3.2.x86 64

KRR MET. hostngnXF5zE58L %9, /etc/nvme/hostngn :

cat /etc/nvme/hostngn

ROFIE. “hostngn' /N—T 3 >

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

. ONTAPY 27 LT, “hostngn'XFEFIH—EF % "hostngn' ONTAP7 L 1 LD T BT TS X FLDX

5.

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
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PerLET

Vserver Subsystem Priority Host NOQN

vs_ coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

KRR LC T hostngn XFFIHA—H L BWVWGEIE. ZHEHAL TV vserver
() modify AVYFEBALTEEHLET hostnan HIET BONTAP 7L 1 H TS 27 Ls
T, 1T BXFHZIBEL £9 hostngn BB XFF /etc/nvme/hostngn KX ko

25w 73: NVMe/FC ¥ NVMe/TCP % #E T 3

Broadcom/Emulex & 7zd Marvell/QLogic 7% 72 %Z{#FH L T NVMe/FC Z#EmKd 2h. FEIDOKRES & UE
FHRIER R L T NVMe/TCP Z#8R L £9,
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NVMe/FC - JO—RIL/IZZSalwoI R
Broadcom/Emulex FC7 & 74 FAICNVMe/FC % % E

FIE
1L HR=—PENTVWB TR TRETILZFERALTVWB L EREELE T,

a ETIINBERTLET,

cat /sys/class/scsi host/host*/modelname

ROHAODERRENE T

LPe36002-M64
LPe36002-M64

b. EFILDFHAZRTLE T,

cat /sys/class/scsi_host/host*/modeldesc

ROBADERRENET,

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. #E TN 3BroadcomZFRAL TVWA EZEELET 1pfc 77—LVIT7HELIUVZER LIRS
AW
a J7—LUITON—2areRRLET,
cat /sys/class/scsi host/host*/fwrev

ROBNET 7—LoxT7DN—=23 >R LTVWET,

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. ZIERLADRFAN—DN=23 0 ERRLET,

cat /sys/module/lpfc/version



ROFNE RSAN—DN=23 >R LTVWET,

0:14.4.0.8

HR—FETNTVWEBTRTERZANELVT7—LITTN—23 VORI A MMIOVWTIE. %
B8 L T < 72 & LV Interoperability Matrix Tool"s

- DEETNZHADICEKRESNTWVS 3 %23 L "Ipfc_enable_fc4 type £ 9

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

A ZVI— AR b ERRTEIDCZHERELET,

cat /sys/class/fc _host/host*/port name

RDESBHADVKRRIEINET !

0x10000090faecOec88
0x10000090faelec89

AZVI—FR— DT TATHE I EHRLET T,

cat /sys/class/fc host/host*/port state

ROBAHRRENE T

Online

Online

- NVMe/FCA Z> T—RR— b DBEMICHE>TED. Z—7 v b AR—bHEHTNZ e zHRLF
ED

cat /sys/class/scsi _host/host*/nvme info


https://mysupport.netapp.com/matrix/

HHBERTLET,

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics
LS: Xmt 0000004eal0 Cmpl 0000004eal0 Abort 00000000

LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a
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LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
fEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

NVMe/FC - ¥ —~/L/QLogic
Marvell/QLogic7 X2 72 FICNVMe/FCEREL £,

FIE

1L HR=—FENTVWBTHETIRSANET 7= LTI TON=J 3 VAR EITINTVSE L ERERL
9,

cat /sys/class/fc _host/host*/symbolic_name

ROFE. RSAN—ET7—LI7TT7DODN—23>ZRLTVET,

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. 2L £ 9 gl2xnvmeenable BNBREINE T, THIZKD. Marvell 74 F2%ENVMe/FCA =T
—RELTHESEZZEHNTEXT,

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

BETNDHEAIFITT,

NVMe/FC

NVMe/TCP 00 k JJLIZBEFEGIREE T R— L TULWEHA. £ DIC. NVMe/TCPH TS X F LKL
ZEIZERIZNVMe/TCPOY Y RTHETZ N TEFE T, “connect £7zld “connect-all' FENTIRIEL
I

Fig

1. A ZIT—2R— D R—FEINTUVBNVMe/TCP LIFOIRE AT R—S DT —RZBIFTE S C
CEMRLET,

nvme discover -t tcp -w <host-traddr> -a <traddr>



HHBERTLET,

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70

Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd039%eab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 2

trsveid: 4420

subngn: ngn.1992-



08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem. samp

le tcp sub
traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%eab67a95:subsystem.samp

le tcp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. NVMe/TCPA =S IT— 2t 2 —4 v FLIFDHD TR TOEAAHE T, BHOIR—SDT— 4%
ERBICBETEI S ezl LEFT,

nvme discover -t tcp -w <host-traddr> -a <traddr>

erLET

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. #EF1TL £ 9 nvme connect-all /—REAETHR—FINTVLWEITRTONVMe/TCPA =T

—&/2—47y bLIFERRELICON VR

nvme connect-all -t tcp -w <host-traddr> -a <traddr>
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PerLET

nvme connect-all -t tcp -w 192.168.111.80 -a
192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 -a
192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 -a
192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 -a

192.168.211.67

SUSE Linux Enterprise Server 15 SP6A%. NVMe/TCPDERE I ctrl loss tmo timeout BEIHIIC T4
71 ICRESNEY, BReLT:

* BEDREEFETITOMNEIIH D FH A cirl_loss_tmo timeout 5 FEEF DFEHEERFRT "nvme connect’ £ 7=
I& ‘nvme connect-all AX VK (A T3> -) o

* NVMe/TCP O bO—F—F. NABENEELLBESTOHIALT Y MDREEE T BEARICER SN
TEEFRICBEDET,

2TvT4: A7 3> LT, udevil—)LDiopolicyzZEL X7,

SUSE Linux Enterprise Server 15 SP6LA%E. NVMe-oF DT 7 # JL k DiopolicylIRD L S ICRESNTULE
Jo round-robine iopolicyZz XD & S ICERE LT=LEFHE queue-depths udev L—JL T 71 IILZRDEL S
ICEBLEY,

FIE
1 )L—bFHERTTFRA N I74X—TudevIL—IL 771 ZRATET,

/usr/lib/udev/rules.d/71-nvmf-netapp.rules
ROBEHIHRRENE T,
vi /usr/lib/udev/rules.d/71l-nvmf-netapp.rules
2. ROBIDIL—ILIZTRT & SIC. NetApp ONTAPI> FO—3 D iopolicy Z5RET 21TZ2RDITE T,

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="round-robin"
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3. JL—I)L%ZEEIEL T round-robin A% “queue-depth:

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{subsystype}=="nvm",
ATTR{model }=="NetApp ONTAP Controller", ATTR{iopolicy}="queue-depth"

4 udev IL—ILEBHMAAL. BEEEBEALEY,

udevadm control --reload
udevadm trigger --subsystem-match=nvme-subsystem

S. I XT LDIRTED iopolicy #HESRL £9, <subsystem>%EEFHRZX 9, fl: nvme-subsys0 o

cat /sys/class/nvme-subsystem/<subsystem>/iopolicy

ROBIHRTRENE T

queue-depth.

(D #F L L) iopolicy &, —2(9 BNetApp ONTAPO Y FO—3 TN\ RICEHMICERINE T,
BEFHITILEIHD FH A

2ATFwT5: AT 3> TNVMe/lFCOIMB lIOZEMICT S
ONTAP (. #EBIO> bO—F T—RTRAT —XEEH 1 X (MDTS)H'8 THHEHELEFT, DFED. =

KO BXRY A Xl 1MB £TICHRD 9, Broadcom NVMe/FCHRX MMIIMBDI/OY VTR b EFHTT BIC
I&. lpfc’ DFMfE “Ipfc_sg_seg cnt /NTAXA—R%ET T 4L MED 64 h'5 256 ICEEL £ 9,

()  coFEE. Qlogic NVMelFCHR MCIZERINEE Ao

Flig
1. "Ipfc_sg_seg_cnt /N T X—R%E256ICEREL 95

cat /etc/modprobe.d/lpfc.conf
ROBID & S BENNRREINE T,
options lpfc lpfc sg seg cnt=256

2. AY Y R%#ETL dracut -f. KA LEYT—FLFT,
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3. DEHN256THD & %HESEL "Ipfc_sg_seg cnt £95,

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

ATy 76:NVMe 7 — b —EX&HEET S

Z @ “nvmefc-boot-connections.service’ & L T “nvmf-autoconnect.service' NVMe/FCICE F 37— Y —E
Z ‘nvme-cli' /Ny —J &S 2T LADEERFICBEFICEMICAED £,

EHH5ET L7=5. “nvmefc-boot-connections.service’ % L T “nvmf-autoconnect.service' 7 — k H—E XH
ﬁ;&”:@orb\ijo

FIE
1. K"E#TH B Z £ =ML nvmf-autoconnect.service” £ 3,

systemctl status nvmf-autoconnect.service

HHBERTLET,

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[1l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF
subsystems automatically during boot.

2. "B TH B Z & =HESE L nvmefc-boot-connections.service' & §,

systemctl status nvmefc-boot-connections.service
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HABERTLET,

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.

AT ITT: IIIVFNRERZHERT S

H—FILHADNVMeTILFINZAZATF—R R, ANART—R R, B LUVPONTAPR — L AR— XH'NVMe-oF &%
ICSFLTELWS e ZEELE T,

Fig
1. A—RILANVMeTILFNADEMICHE>TWS I e x2ERLE T,

cat /sys/module/nvme core/parameters/multipath

ROBADNRTENE T,

2. TNENDOONTAPZFIZER DEYI A NVMe-oF F23E (E7T/L%ZNetApp ONTAPO Y FO—ZICEEL. O
— K NZ > > Jiopolicy Z queue-depth ICERTE T 7% ) R MIELK RMENTWVWS C & ZHEER
LF¥d,

a YI RTLZERTLET,

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROBADNRRENET,
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3.

4

52

NetApp ONTAP Controller
NetApp ONTAP Controller

b. RS —=RRLET,

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

ROBANKRRENET,

queue-depth
queue-depth

F—LAR=ZPMEEN. RRXFTELSKRESNICCEZRERL I T,

nvme list

erLET

/dev/nvmednl 81Ix2BVuekWcAAAAAAARB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B FFFFFFEF

ENZAOOY bO—FDRENIiveTHD. IELVWANART—RIAWEFESNTWVWS e ZzRLET,



NVMe/FC

nvme list-subsys /dev/nvmedn5

HHBERTLET,

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem.sles
161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe/FC

nvme list-subsys /dev/nvme9nl
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HHBERTLET,

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

iopolicy=round-robin

\
+- nvmelO tcp

traddr=192.168.

non-optimized
+- nvmell tcp

traddr=192.168.

optimized
+- nvmel2 tcp

traddr=192.168.

optimized
+- nvme9 tcp

traddr=192.168.

non-optimized

111.

211.

111.

211.

71,trsvcid=4420,src_addr=192.

70, trsvcid=4420, src_addr=192.

70, trsvcid=4420, src_addr=192.

71, trsvcid=4420,src_addr=192.

168.

168.

168.

168.

111

211

111

211

.80 live

.80 live

.80 live

.80 live

I RTYvTTSTA4>2T. ONTAP Z—LAR—ATNA R EICIEELWMENRRTIINTWBR Z L&

L&Y,



5] ( Column)

nvme netapp ontapdevices -o column

flzrmLEYT
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1

32£d92¢c7-0797-428e-a577-£fdb3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -0 json

PlerLET

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

ATw 78 KEMNARE Y FO—5ZEK T 3

SUSE Linux Enterprise Server 15 SPx "R X O KFHRE J1> rO— 35 (PDC) Z{ER TE £J. NVMe 7
ST LDOBMELISHBRRECREOY R—2 T—20OEEZ BEIMNICKRH T 3IC1E. PDC HARETT,

FIE
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1. BEOIR—SDF—EZHMEETEET. 123 I —ZR— e 2—4vy FLIFOEAESDLENSEETE
PeEERLED,

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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HABERTLET,

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4
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subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

- BEY TSR T LOPDCEER L £7,

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

ROBADNRRENE T,

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

.ONTAPO > hO—5Hh5. PDCHER NI e ZHEREL T,

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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HABERTLET,

vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

2T BRBA VN REBEIHZRET S

SUSE Linux Enterprise Server 15 SPx 7R X k L ONTAPO Y O —SB®D NVMe/TCP EHDZ LKA /N>
RESEED T R— b ENF T,

FRAMFHIFO> FO—>1F. DH-HMAC-CHAP BRI ZRET D7 DF—, DH-HMAC-CHAP F—
l&. NVMe RX ME7IEO> FO—>D NON C EEBEENERE LR —2 Ly FOBEAEHLETY, E7
HEREET BICIE. NVMe KRR M EIZ O bO—JFE7ICEEMITONIF— %2R TIMNELRDHD F9,
FiE

CLI £/IIHRE JSON 7 7ML ZfEAL T, ZEBA VNV RFTAIZRELEF T TITRTLITEICER
BDHCHAPF —Z31EE J 2 M EN HDHEIE. config JSSONT 71 L2 AT B3HENHD X,

60



CLI OfEF
CLIZERLTEFX 27BN\ FFREEZREL T,

1. RZ ENONZEE L £ 75

cat /etc/nvme/hostngn

2. )RR b dhchap F—Z £ L £7,

IRV ENSA—=2DHE % RICTRL "gen-dnchap-key' £ 9,

nvime gen-dhchap-key -s optional secret -1 key length {3248|64} -m
HMAC function {0]1[2]|3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ROFTIE. HMACHBIZERESNT=Z >4 LDHCHAPF — (SHA-512) DH&EEnE 9,

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade6d4-216d-1lec-b7bb-7ed30a5482c3

DHHC-
1:03:1CFivw9ccz58gAcOUJrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1UAgliGgx
TYgnxukgvYedAS5Bw3wtz6sJINpR4=:

3. ONTAPOY hO—5T. "X MEENML. WADDHCHAPF—%38EL X7,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

4. RZ M. BHABEENABEDO2BEDSRNARET R—FLET, "X FT. ONTAPOY bO—5IC
L. BIRLUEREARICE DWW TDHCHAPEF —%Z1EE L £ 9,
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. #83F9 % nvme connect authentication ARA MY FO—ZODHCHAPF—%MEEELTOVY
YRZEERITLEY,

a. 7R X FDHCHAP*—%#HEEL £ 9,

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

I BABREDHAMZRLE T,

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:

b. 3> FO—ZDDHCHAPF—ZRERL £,

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

ICe WARBREDHAFZRL T I,

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedA55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:



JSON

ONTAPIOY FO—SHEM TEMBDONVMe T T X T LR FERTE3HE8I1E. OYYRTI 7ML %E
nvme connect-all fEATEF XY */etc/nvme/config.isons

fEF "-0'JSON 7 7 A I ZERT 24 T 3>, FFlLEXA T 3 IC DLW TIE. NVMe connect-all
DIZaT7I R=JEBEBLTLIETL,

1. JSSON 771 ILEZRELE T,
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HHBERTLET,

cat /etc/nvme/config.json
[

{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",



"traddr":"192.168.211.71",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ RODBFITIE. dhchap key X5 d D “dhchap secret €L T
‘dhchap ctrl key ¥I59 % ‘dhchap ctrl secreto,

2. configjson7 71 JLZ{ER L TONTAPOY bO—JICEHEL 95

nvme connect-all -J /etc/nvme/config.json
HAfZERTLET,

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. &Y T ZFLDEIY FO—S5TDHCHAPY — o Ly hARABEMICHE > TWBR I #ERELET,

a. 'RX FDHCHAPF—ZHEIL £ 9,

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret



ROBIF. dhchap F—ZRLTVET,

DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBq:

b. 3> bO—5ODHCHAP* —%REEEL 9

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

ROPID K S BHDIHRREINE T,

DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP

NK7T+04YD5CRPJh+m3gjJU++yR8s=:

2TV 0 FSURR—LBEXFAU T EIBRTS

FSYRR—EEEF2) T (TLS) & NVMe-oF KRR k LONTAP7 L 1D NVMe EfEICRELBR IV R
VIV RFOBEStERMLET, CLI ERESNILFIMHET— (PSK) ZEAL TTLS 13 Z2RETEX
ER

@ ONTAPOY FO—STFIBZEITIT DL DICHESNTVBIFEZIREI. SUSE Linux
Enterprise Server "X F TRDFIEERITLET,

F&E
1L UTOHDEEFEHNTHEIE<EE L ktls-utils « openssl. € LT libopenssI R MZA VX~
—lLEnTWBNYTr—:
a. FEERY D ktls-utils -
rpm -ga | grep ktls
ROBEHINRTIENE T,
ktls-utils-0.10+33.9311d943-150700.1.5.x86 64

a. SSLN\Nwhrr—ozmERLEY,

rem -ga | grep ssl
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HABERTLET,

libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. MOEBEDELWT & EFESRL fetc/tishd.conf £,

cat /etc/tlshd.conf

HOBZERTLET,

[debug]

loglevel=0

tls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. U RATF LEEEBFICEEI T B LS ICEICL tishd £,

systemctl enable tlshd

4 F—EIUPRETINTVWBRZ L #FESEL tishd £ 7,

systemctl status tlshd
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HABERTLET,

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)

Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. ZfEF L TTLS PSKZ &AL L "nvme gen-tis-key' £ 9

a. R bzHERLET:

cat /etc/nvme/hostngn

ROBHDRTRENE T

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

b. +—ZRELXT:

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%€ab67a95:subsystem.nvmel

ROHIDERRENE T

NVMeTLSkey-1:01:C50EsaGtuOp8nS5fGEIEUWjbBCtshmfoHx4XTgTJUmydf0gIj:

6. ONTAPO Y FO—5T. ONTAPH T X T LICTLS PSKZEEBML £ ¢,
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HABERTLET,

nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. TLSPSKZRZA b A—RIF—U 2 TICHALE Y,

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

RDTLS F—HNRREINFTT,

Inserted TLS key 22152a’7e

@ PSKIFZRD K S ICRTRENE T NVMelR01 ERHT B/ “identity vITLS ANV R
140 7ILdUXLH 5, Identity viik. ONTAPHOHR— T 23HE—D/N—3>TY,

8. TLSPSKA'ELKIHEATNTWBR =R L 9,

cat /proc/keys | grep NVMe

HOBERTLET,
069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. A LT-TLS PSKZ A L TONTAPH 7o X F LICIEHE L £ 9,

a. TLSPSK ##&sEL £
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

ROHODERRENE T

connecting to device: nvmel

a. list-subsys ZH&RIEL £ 9,
nvme list-subsys

HHBERTLET,

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. #—4'yw RZEBIML. IEELIZONTAPH T X F LADTLSEHZHREL £,

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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HABERTLET,

(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab67a95
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.111.80

2

128, 128
32
1048576
5000

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

FE11 : I ORBE= SR %

BAOBRBIEH D £ Ao

TLS-AES-128-GCM-SHA256
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