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SUSE Linux Enterprise Server 12

ONTAPストレージを使用したFCPおよびiSCSI用SUSE Linux
Enterprise Server 12 SP5の設定

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。SUSE Linux Enterprise Server 12 SP5ホスト
にLinux Host Utilitiesをインストールすると、Host Utilitiesを使用して、ONTAP LUNで
のFCPおよびiSCSIプロトコルの処理を管理できます。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

SUSE Linux Enterprise Server 12 SP5でマルチパスを使用して、ONTAP LUNを管理できます。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順
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1. ファイルが存在することを確認し `/etc/multipath.conf`ます。

ls /etc/multipath.conf

ファイルが存在しない場合は、空のゼロバイトファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

systemctl enable multipathd

systemctl start multipathd

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。ホストオペレーティング
システムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているた

め、ホスト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OSで標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。
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パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 ASA、 AFF、およびFAS構成をサポートします。これらの構成
では、単一のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障
害時に問題が発生する可能性があります。

次の出力例は、ASA、AFF、またはFAS構成のONTAP LUNについて、正しいパラメータ設定とパスステ
ータスを示しています。
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ASA構成

ASA構成では、特定のLUNへのすべてのパスが最適化され、アクティブな状態が維持されます。これ
により、すべてのパスを同時に経由するI/O処理が行われるため、パフォーマンスが向上します。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

`-+- policy='service-time 0' prio=50 status=active

  |- 3:0:7:9    sdco 69:192  active ready running

  |- 3:0:8:9    sddi 71:0    active ready running

  |- 14:0:8:9   sdjq 65:320  active ready running

  `- 14:0:7:9   sdiw 8:256   active ready running

AFFまたはFASの設定

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要がありま
す。優先度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理さ
れます。優先度の低いパスはアクティブですが、別のコントローラで処理されるため最適化されてい
ません。最適化されていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の例は、2つのアクティブ/最適化パスと2つのアクティブ/非最適化パスがあるONTAP LUNの出力
を示しています。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 3:0:3:0    sdd  8:48    active ready running

| |- 3:0:4:0    sdx  65:112  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 14:0:2:0   sdfk 130:96  active ready running

  `- 14:0:5:0   sdgz 132:240 active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。
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/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。
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例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

SUSE Linux Enterprise Server 12 SP5 with ONTAPストレージリリースには、次の既知の問題があります。

NetApp バグ ID タイトル 説明

"1284293" ストレージフェイルオーバー処理
中に、 QLogic QLE2562 8GB FC

HBA を搭載した SLES12 SP5 でカ
ーネルの停止が発生します

QLogic QLE2562 ファイバチャネ
ル（ FC ）ホストバスアダプタ（
HBA ）を搭載した SLES12 SP5 カ
ーネルで、ストレージフェイルオ
ーバー処理中にカーネルが停止し
ます。カーネルが中断すると
SLES12 SP5 が再起動し、アプリ
ケーションが停止します。kdump

メカニズムが有効になっている場
合、カーネルが停止すると、
/var/crash/ ディレクトリにある
vmcore ファイルが生成されま
す。vmcore ファイルをチェックし
て、停止の原因を特定しま
す。QLogic QLE2562 HBA イベン
トを使用したストレージフェイル
オーバーは、「 thread_Info ：
8affffedf723c2c0 」モジュールに影
響します。次の文字列を検索し
て、 vmcore ファイルでこのイベン
トを探します。 "[thread _Info:

ffff8aedf723c2c0]"カーネルが停止
したら、ホスト OS をリブートし
てリカバリできるようにします。
次に、アプリケーションを再起動
します。
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次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

• SUSE Linux仮想化（KVM）について学ぶ

SUSE Linux は KVM ホストとして機能できます。これにより、Linux カーネルベースの仮想マシン (KVM)

テクノロジを使用して、単一の物理サーバー上で複数の仮想マシンを実行できるようになります。KVM

ホストでは、 ONTAP LUN に対して明示的なホスト構成設定は必要ありません。

ONTAPストレージを使用したFCPおよびiSCSI用SUSE Linux
Enterprise Server 12 SP4の設定

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。SUSE Linux Enterprise Server 12 SP4ホスト
にLinux Host Utilitiesをインストールすると、Host Utilitiesを使用してONTAP LUNで
のFCPおよびiSCSIプロトコルの処理を管理できます。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
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に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

SUSE Linux Enterprise Server 12 SP4でマルチパスを使用して、ONTAP LUNを管理できます。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが存在することを確認し `/etc/multipath.conf`ます。

ls /etc/multipath.conf

ファイルが存在しない場合は、空のゼロバイトファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

systemctl enable multipathd

systemctl start multipathd

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。ホストオペレーティング
システムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているた

め、ホスト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OSで標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。
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パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 ASA、 AFF、およびFAS構成をサポートします。これらの構成
では、単一のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障
害時に問題が発生する可能性があります。

次の出力例は、ASA、AFF、またはFAS構成のONTAP LUNについて、正しいパラメータ設定とパスステ
ータスを示しています。
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ASA構成

ASA構成では、特定のLUNへのすべてのパスが最適化され、アクティブな状態が維持されます。これ
により、すべてのパスを同時に経由するI/O処理が行われるため、パフォーマンスが向上します。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

`-+- policy='service-time 0' prio=50 status=active

  |- 3:0:7:9    sdco 69:192  active ready running

  |- 3:0:8:9    sddi 71:0    active ready running

  |- 14:0:8:9   sdjq 65:320  active ready running

  `- 14:0:7:9   sdiw 8:256   active ready running

AFFまたはFASの設定

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要がありま
す。優先度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理さ
れます。優先度の低いパスはアクティブですが、別のコントローラで処理されるため最適化されてい
ません。最適化されていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の例は、2つのアクティブ/最適化パスと2つのアクティブ/非最適化パスがあるONTAP LUNの出力
を示しています。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 3:0:3:0    sdd  8:48    active ready running

| |- 3:0:4:0    sdx  65:112  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 14:0:2:0   sdfk 130:96  active ready running

  `- 14:0:5:0   sdgz 132:240 active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。
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/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。
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例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

既知の問題はありません。

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

• SUSE Linux仮想化（KVM）について学ぶ

SUSE Linux は KVM ホストとして機能できます。これにより、Linux カーネルベースの仮想マシン (KVM)

テクノロジを使用して、単一の物理サーバー上で複数の仮想マシンを実行できるようになります。KVM

ホストでは、 ONTAP LUN に対して明示的なホスト構成設定は必要ありません。

ONTAPストレージを使用したFCPおよびiSCSI用SUSE Linux
Enterprise Server 12 SP3の設定

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。SUSE Linux Enterprise Server 12 SP3ホスト
にLinux Host Utilitiesをインストールすると、Host Utilitiesを使用して、ONTAP LUNで
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のFCPおよびiSCSIプロトコルの処理を管理できます。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

SUSE Linux Enterprise Server 12 SP3でマルチパスを使用して、ONTAP LUNを管理できます。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが存在することを確認し `/etc/multipath.conf`ます。

ls /etc/multipath.conf

ファイルが存在しない場合は、空のゼロバイトファイルを作成します。

touch /etc/multipath.conf
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2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

systemctl enable multipathd

systemctl start multipathd

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。ホストオペレーティング
システムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているた

め、ホスト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OSで標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。

パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。
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multipath -ll

デフォルトのマルチパス パラメータは、 ASA、 AFF、およびFAS構成をサポートします。これらの構成
では、単一のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障
害時に問題が発生する可能性があります。

次の出力例は、ASA、AFF、またはFAS構成のONTAP LUNについて、正しいパラメータ設定とパスステ
ータスを示しています。

ASA構成

ASA構成では、特定のLUNへのすべてのパスが最適化され、アクティブな状態が維持されます。これ
により、すべてのパスを同時に経由するI/O処理が行われるため、パフォーマンスが向上します。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

`-+- policy='service-time 0' prio=50 status=active

  |- 3:0:7:9    sdco 69:192  active ready running

  |- 3:0:8:9    sddi 71:0    active ready running

  |- 14:0:8:9   sdjq 65:320  active ready running

  `- 14:0:7:9   sdiw 8:256   active ready running

AFFまたはFASの設定

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要がありま
す。優先度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理さ
れます。優先度の低いパスはアクティブですが、別のコントローラで処理されるため最適化されてい
ません。最適化されていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の例は、2つのアクティブ/最適化パスと2つのアクティブ/非最適化パスがあるONTAP LUNの出力
を示しています。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 3:0:3:0    sdd  8:48    active ready running

| |- 3:0:4:0    sdx  65:112  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 14:0:2:0   sdfk 130:96  active ready running

  `- 14:0:5:0   sdgz 132:240 active ready running
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手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。
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例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

SUSE Linux Enterprise Server 12 SP3 with ONTAPストレージリリースには、次の既知の問題があります。

NetApp バグ ID タイトル 説明

"1089555" ストレージフェイルオーバー処理
中に、 Emulex LPe16002 16Gb FC

搭載の SLES12 SP3 でカーネル停
止が発生しました

Emulex LPe16002 HBA 搭載の
SLES12 SP3 では、ストレージフ
ェイルオーバー処理中にカーネル
が停止することがあります。カー
ネルの中断により、オペレーティ
ングシステムのリブートが求めら
れ、アプリケーションが停止しま
す。kdump が設定されている場
合、カーネルが停止すると
/var/crash/ ディレクトリに vmcore

ファイルが生成されます。vmcore

ファイルで障害の原因を調査でき
ます。例：観察された場合、カー
ネルの中断はモジュール「
lpfc_sLI_ringtxcmpl_put+51 」で確
認され、 vmcore ファイルに記録さ
れます。例外 RIP ：
lpfc_sLI_ringtxcmpl_put+51 。ホス
トオペレーティングシステムをリ
ブートし、アプリケーションを再
起動して、カーネルの停止後にオ
ペレーティングシステムをリカバ
リします。
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NetApp バグ ID タイトル 説明

"1089561" ストレージフェイルオーバー処理
中に、 Emulex LPe32002 32Gb FC

搭載の SLES12 SP3 でカーネル停
止が発生します

Emulex LPe32002 HBA 搭載の
SLES12 SP3 では、ストレージフ
ェイルオーバー処理中にカーネル
が停止することがあります。カー
ネルの中断により、オペレーティ
ングシステムのリブートが求めら
れ、アプリケーションが停止しま
す。kdump が設定されている場
合、カーネルが停止すると
/var/crash/ ディレクトリに vmcore

ファイルが生成されます。vmcore

ファイルで障害の原因を調査でき
ます。例：観察されたケースで
は、カーネルの中断が「
lpfc_sLI_free_hbq+76 」モジュー
ルで確認され、 vmcore ファイルに
記録されています。例外 RIP ：
lpfc_sLI_free_hbq+76 。ホストオ
ペレーティングシステムをリブー
トし、アプリケーションを再起動
して、カーネルの停止後にオペレ
ーティングシステムをリカバリし
ます。

"1117248" ストレージフェイルオーバー処理
中に、 QLogic QLE2562 8GB FC

を搭載した SLES12SP3 でカーネ
ルの中断が発生しました

QLogic QLE2562 HBA を使用した
Sles12sp3 カーネル（ kernel-

default-4.4.82-6.4.1 ）でのストレ
ージフェイルオーバー処理中に、
カーネルパニックが発生してカー
ネルが停止したことが確認されま
した。カーネルがパニックする
と、オペレーティングシステムが
リブートし、アプリケーションが
停止します。kdump が設定されて
いる場合、カーネルパニックによ
り /var/crash/ ディレクトリの下に
vmcore ファイルが生成されます。
カーネルがパニックした場合、
vmcore ファイルを使用して原因の
障害を把握できます。例：この場
合、「 blk_finish_request+289 」モ
ジュールでパニックが発生しまし
た。カーネル停止後、 vmcore ファ
イルに「 exception RIP ：
blk_finish_request + 289 」という
文字列で記録されます。ホスト OS

を再起動して、オペレーティング
システムをリカバリできます。必
要に応じて、アプリケーションを
再起動できます。
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NetApp バグ ID タイトル 説明

"1117261" ストレージフェイルオーバー処理
中に、 Qlogic QLE2662 16Gb FC

を使用する SLES12SP3 でカーネ
ル停止が発生することが確認され
ました

Qlogic QLE2662 HBA を使用して
Sles12sp3 カーネル（ kernel-

default-4.4.82-6.3.1 ）でストレー
ジフェイルオーバーを実行する際
に、カーネルが停止することがあ
ります。これにより、オペレーテ
ィングシステムのリブートが要求
され、アプリケーションが停止し
ます。kdump が設定されている場
合、カーネルが停止すると
/var/crash/ ディレクトリに vmcore

ファイルが生成されます。vmcore

ファイルを使用して、障害の原因
を把握できます。例：この場合、
カーネルの停止はモジュール「不
明または無効なアドレス」で確認
され、文字列例外 RIP ：不明また
は無効なアドレスを使用して
vmcore ファイルに記録されます。
カーネルの停止後、オペレーティ
ングシステムをリカバリするに
は、ホストオペレーティングシス
テムをリブートし、必要に応じて
アプリケーションを再起動しま
す。

"1117274" ストレージフェイルオーバー処理
中に、 Emulex LPe16002 16Gb FC

を使用する SLES12SP3 でカーネ
ル停止が発生します

Emulex LPe16002 HBA を搭載した
Sles12sp3 カーネル（ kernel-

default-4.4.87-3.1 ）でストレージ
フェイルオーバー処理を実行する
と、カーネルの停止が発生するこ
とがあります。これにより、オペ
レーティングシステムのリブート
が要求され、アプリケーションが
停止します。kdump が設定されて
いる場合、カーネルが停止する
と、 /var/crash/ ディレクトリに
vmcore ファイルが生成されま
す。vmcore ファイルを使用して、
障害の原因を把握できます。例：
この例では、モジュール「
raw_spin_lock_irqsave +30 」でカ
ーネルの中断が確認され、次の文
字列を使用して vmcore ファイルに
記録されています。– exception

RIP:_raw_spin_lock_irqsave +30カ
ーネルの停止後、オペレーティン
グシステムをリカバリするには、
ホストオペレーティングシステム
をリブートし、必要に応じてアプ
リケーションを再起動します。
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次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

• SUSE Linux仮想化（KVM）について学ぶ

SUSE Linux は KVM ホストとして機能できます。これにより、Linux カーネルベースの仮想マシン (KVM)

テクノロジを使用して、単一の物理サーバー上で複数の仮想マシンを実行できるようになります。KVM

ホストでは、 ONTAP LUN に対して明示的なホスト構成設定は必要ありません。

ONTAPストレージを使用したFCPおよびiSCSI用SUSE Linux
Enterprise Server 12 SP2の設定

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。SUSE Linux Enterprise Server 12 SP2ホスト
にLinux Host Utilitiesをインストールすると、Host Utilitiesを使用して、ONTAP LUNで
のFCPおよびiSCSIプロトコルの処理を管理できます。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
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に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

SUSE Linux Enterprise Server 12 SP2でマルチパスを使用して、ONTAP LUNを管理できます。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが存在することを確認し `/etc/multipath.conf`ます。

ls /etc/multipath.conf

ファイルが存在しない場合は、空のゼロバイトファイルを作成します。

touch /etc/multipath.conf

2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

systemctl enable multipathd

systemctl start multipathd

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。ホストオペレーティング
システムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているた

め、ホスト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OSで標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。
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パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。

multipath -ll

デフォルトのマルチパス パラメータは、 ASA、 AFF、およびFAS構成をサポートします。これらの構成
では、単一のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障
害時に問題が発生する可能性があります。

次の出力例は、ASA、AFF、またはFAS構成のONTAP LUNについて、正しいパラメータ設定とパスステ
ータスを示しています。
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ASA構成

ASA構成では、特定のLUNへのすべてのパスが最適化され、アクティブな状態が維持されます。これ
により、すべてのパスを同時に経由するI/O処理が行われるため、パフォーマンスが向上します。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

`-+- policy='service-time 0' prio=50 status=active

  |- 3:0:7:9    sdco 69:192  active ready running

  |- 3:0:8:9    sddi 71:0    active ready running

  |- 14:0:8:9   sdjq 65:320  active ready running

  `- 14:0:7:9   sdiw 8:256   active ready running

AFFまたはFASの設定

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要がありま
す。優先度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理さ
れます。優先度の低いパスはアクティブですが、別のコントローラで処理されるため最適化されてい
ません。最適化されていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の例は、2つのアクティブ/最適化パスと2つのアクティブ/非最適化パスがあるONTAP LUNの出力
を示しています。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 3:0:3:0    sdd  8:48    active ready running

| |- 3:0:4:0    sdx  65:112  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 14:0:2:0   sdfk 130:96  active ready running

  `- 14:0:5:0   sdgz 132:240 active ready running

手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。
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/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。
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例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

既知の問題はありません。

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

• SUSE Linux仮想化（KVM）について学ぶ

SUSE Linux は KVM ホストとして機能できます。これにより、Linux カーネルベースの仮想マシン (KVM)

テクノロジを使用して、単一の物理サーバー上で複数の仮想マシンを実行できるようになります。KVM

ホストでは、 ONTAP LUN に対して明示的なホスト構成設定は必要ありません。

ONTAPストレージを使用したFCPおよびiSCSI用SUSE Linux
Enterprise Server 12 SP1の設定

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。SUSE Linux Enterprise Server 12 SP1ホスト
にLinux Host Utilitiesをインストールすると、Host Utilitiesを使用して、ONTAP LUNで
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のFCPおよびiSCSIプロトコルの処理を管理できます。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

SUSE Linux Enterprise Server 12 SP1でマルチパスを使用して、ONTAP LUNを管理できます。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが存在することを確認し `/etc/multipath.conf`ます。

ls /etc/multipath.conf

ファイルが存在しない場合は、空のゼロバイトファイルを作成します。

touch /etc/multipath.conf
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2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

systemctl enable multipathd

systemctl start multipathd

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。ホストオペレーティング
システムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているた

め、ホスト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OSで標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。

パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。
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multipath -ll

デフォルトのマルチパス パラメータは、 ASA、 AFF、およびFAS構成をサポートします。これらの構成
では、単一のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障
害時に問題が発生する可能性があります。

次の出力例は、ASA、AFF、またはFAS構成のONTAP LUNについて、正しいパラメータ設定とパスステ
ータスを示しています。

ASA構成

ASA構成では、特定のLUNへのすべてのパスが最適化され、アクティブな状態が維持されます。これ
により、すべてのパスを同時に経由するI/O処理が行われるため、パフォーマンスが向上します。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

`-+- policy='service-time 0' prio=50 status=active

  |- 3:0:7:9    sdco 69:192  active ready running

  |- 3:0:8:9    sddi 71:0    active ready running

  |- 14:0:8:9   sdjq 65:320  active ready running

  `- 14:0:7:9   sdiw 8:256   active ready running

AFFまたはFASの設定

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要がありま
す。優先度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理さ
れます。優先度の低いパスはアクティブですが、別のコントローラで処理されるため最適化されてい
ません。最適化されていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の例は、2つのアクティブ/最適化パスと2つのアクティブ/非最適化パスがあるONTAP LUNの出力
を示しています。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 3:0:3:0    sdd  8:48    active ready running

| |- 3:0:4:0    sdx  65:112  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 14:0:2:0   sdfk 130:96  active ready running

  `- 14:0:5:0   sdgz 132:240 active ready running
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手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。
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例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

既知の問題はありません。

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

• SUSE Linux仮想化（KVM）について学ぶ

SUSE Linux は KVM ホストとして機能できます。これにより、Linux カーネルベースの仮想マシン (KVM)

テクノロジを使用して、単一の物理サーバー上で複数の仮想マシンを実行できるようになります。KVM

ホストでは、 ONTAP LUN に対して明示的なホスト構成設定は必要ありません。

ONTAPストレージを使用したFCPおよびiSCSI用SUSE Linux
Enterprise Server 12の設定

Linux Host Utilitiesソフトウェアは、ONTAPストレージに接続されたLinuxホスト用の管
理ツールと診断ツールを提供します。SUSE Linux Enterprise Server 12ホストにLinux

Host Utilitiesをインストールすると、Host Utilitiesを使用してONTAP LUNでのFCPおよ
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びiSCSIプロトコルの処理を管理できます。

手順1：必要に応じてSANブートを有効にします。

SANブートを使用するようにホストを設定することで、導入を簡易化し、拡張性を向上させることができま
す。

開始する前に

を使用"Interoperability Matrix Tool"して、Linux OS、ホストバスアダプタ（HBA）、HBAファームウェ
ア、HBAブートBIOS、およびONTAPバージョンがSANブートをサポートしていることを確認します。

手順

1. "SANブートLUNを作成し、ホストにマップする"です。

2. SAN ブート LUN がマッピングされているポートに対して、サーバ BIOS で SAN ブートを有効にしま
す。

HBA BIOS を有効にする方法については、ベンダー固有のマニュアルを参照してください。

3. 構成が正常に完了したことを確認するために、ホストをリブートし、OSが稼働していることを確認しま
す。

手順2：Linux Host Utilitiesをインストールする

NetAppでは、ONTAP LUN管理をサポートし、テクニカルサポートによる設定データの収集を支援するため
に、Linux Host Utilitiesをインストールすることを強く推奨しています。

"Linux Host Utilities 7.1のインストール"です。

Linux Host Utilitiesをインストールしても、Linuxホストのホストタイムアウト設定は変更されま
せん。

手順3：ホストのマルチパス構成を確認する

SUSE Linux Enterprise Server 12でマルチパスを使用して、ONTAP LUNを管理できます。

ホストでマルチパスが正しく設定されていることを確認するには、ファイルが定義されていること、およ
びONTAP LUN用にNetAppの推奨設定が設定されていることを確認し `/etc/multipath.conf`ます。

手順

1. ファイルが存在することを確認し `/etc/multipath.conf`ます。

ls /etc/multipath.conf

ファイルが存在しない場合は、空のゼロバイトファイルを作成します。

touch /etc/multipath.conf
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2. ファイルの初回作成時には multipath.conf、マルチパスサービスを有効にして開始し、推奨設定をロ
ードしなければならない場合があります。

systemctl enable multipathd

systemctl start multipathd

3. ホストをブートするたびに、空のゼロバイトファイルによって /etc/multipath.conf、NetApp推奨の
ホストマルチパスパラメータがデフォルト設定として自動的にロードされます。ホストオペレーティング
システムは、ONTAP LUNを正しく認識および管理するマルチパスパラメータでコンパイルされているた

め、ホスト用のファイルを変更する必要はありません /etc/multipath.conf。

次の表に、Linux OSで標準でコンパイルされたONTAP LUNのマルチパスパラメータの設定を示します。

パラメータ設定の表示

パラメータ 設定

detect_prio はい。

DEV_DETION_TMO " 無限 "

フェイルバック 即時

fast_io_fail_TMO 5.

の機能 "2 pg_init_retries 50"

flush_on_last_del はい。

hardware_handler 0

パスの再試行なし キュー

path_checker です " tur "

path_grouping_policy 「 group_by_prio 」

path_selector "service-time 0"

polling _interval （ポーリング間隔） 5.

Prio ONTAP

プロダクト LUN

retain_attached _hw_handler はい。

RR_weight を指定します " 均一 "

ユーザーフレンドリ名 いいえ

ベンダー ネットアップ

4. ONTAP LUNのパラメータ設定とパスステータスを確認します。
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multipath -ll

デフォルトのマルチパス パラメータは、 ASA、 AFF、およびFAS構成をサポートします。これらの構成
では、単一のONTAP LUN に 4 つを超えるパスは必要ありません。パスが 4 つを超えると、ストレージ障
害時に問題が発生する可能性があります。

次の出力例は、ASA、AFF、またはFAS構成のONTAP LUNについて、正しいパラメータ設定とパスステ
ータスを示しています。

ASA構成

ASA構成では、特定のLUNへのすべてのパスが最適化され、アクティブな状態が維持されます。これ
により、すべてのパスを同時に経由するI/O処理が行われるため、パフォーマンスが向上します。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

`-+- policy='service-time 0' prio=50 status=active

  |- 3:0:7:9    sdco 69:192  active ready running

  |- 3:0:8:9    sddi 71:0    active ready running

  |- 14:0:8:9   sdjq 65:320  active ready running

  `- 14:0:7:9   sdiw 8:256   active ready running

AFFまたはFASの設定

AFFまたはFAS構成には、優先度の高いパスと低いパスの2つのグループを設定する必要がありま
す。優先度の高いアクティブ/最適化パスは、アグリゲートが配置されているコントローラで処理さ
れます。優先度の低いパスはアクティブですが、別のコントローラで処理されるため最適化されてい
ません。最適化されていないパスは、最適化されたパスを使用できない場合にのみ使用されます。

次の例は、2つのアクティブ/最適化パスと2つのアクティブ/非最適化パスがあるONTAP LUNの出力
を示しています。

# multipath -ll

3600a09803831347657244e527766394e dm-5 NETAPP,LUN C-Mode

size=80G features='3 queue_if_no_path pg_init_retries 50'

hwhandler='1 alua' wp=rw

|-+- policy='service-time 0' prio=50 status=active

| |- 3:0:3:0    sdd  8:48    active ready running

| |- 3:0:4:0    sdx  65:112  active ready running

`-+- policy='service-time 0' prio=10 status=enabled

  |- 14:0:2:0   sdfk 130:96  active ready running

  `- 14:0:5:0   sdgz 132:240 active ready running
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手順4：必要に応じて、マルチパスからデバイスを除外する

必要に応じて、不要なデバイスのWWIDをファイルの「blacklist」スタンザに追加することで、デバイスをマ

ルチパスから除外できます multipath.conf。

手順

1. WWIDを確認します。

/lib/udev/scsi_id -gud /dev/sda

sdaは、ブラックリストに追加するローカルSCSIディスクです。

WWIDの例はです 360030057024d0730239134810c0cb833。

2. 「blacklist」スタンザにWWIDを追加します。

blacklist {

         wwid   360030057024d0730239134810c0cb833

        devnode "^(ram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*"

        devnode "^hd[a-z]"

        devnode "^cciss.*"

}

手順5：ONTAP LUNのマルチパスパラメータをカスタマイズする

ホストが他のベンダーのLUNに接続されていて、マルチパスパラメータの設定が無視されている場合
は、ONTAP LUNに固有のスタンザをファイルの後半の部分で追加して修正する必要があり `multipath.conf`ま
す。これを行わないと、ONTAP LUNが想定どおりに動作しない可能性があります。

ファイル、特にdefaultsセクションで、をオーバーライドする可能性のある設定を確認します

/etc/multipath.confマルチパスパラメータノデフォルトセッテイ。

ONTAP LUNの推奨されるパラメータ設定は無視しないでください。これらの設定は、ホスト
構成のパフォーマンスを最適化するために必要です。詳細については、NetAppサポート、OS

ベンダー、またはその両方にお問い合わせください。

次の例は、オーバーライドされたデフォルトを修正する方法を示しています。この例では

multipath.conf、ファイルにONTAP LUNと互換性のないおよび `no_path_retry`の値が定義されて
`path_checker`います。ONTAPストレージアレイはホストに接続されたままなので、これらのパラメータを削
除することはできません。代わりに、および `no_path_retry`の値を修正する `path_checker`には、ONTAP

LUNに特化したファイルにデバイススタンザを追加し `multipath.conf`ます。
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例を示します

defaults {

   path_checker      readsector0

   no_path_retry     fail

}

devices {

   device {

      vendor          "NETAPP"

      product         "LUN"

      no_path_retry   queue

      path_checker    tur

   }

}

手順6：既知の問題を確認する

SUSE Linux Enterprise Server 12 with ONTAPストレージリリースには、次の既知の問題があります。

NetApp バグ ID タイトル 説明

"873555" scsi_dh_alua モジュールは、ロー
カルブート時に multipathd の起動
時にロードされません

scsi_dh_alua は、 Linux ALUA デ
バイスハンドラモジュールです。
ローカルブート上では、 multipathd

の起動中にロードされません。こ
のデバイスハンドラは、ターゲッ
ト側で ALUA が有効になっている
場合はロードされません。

"863584" SLES12 で DM デバイスを作成す
ると、「 Conflicting device node

'/dev/mapper/360xx 」というメッ
セージが画面に表示されます

SLES 12 の /dev/mapper ディレク
トリにある DM デバイスへのリン
クを作成できず、「 Conflicting

device node 」 /dev/mapper/360xx

」というメッセージが表示される
場合があります。

"847490" マルチパスデーモンは、 SLES 12

でのパス障害を示します
ストレージまたはファブリックの
障害が発生した I/O 中に、 SLES12

マルチパスデーモンでパス障害が
発生することがあります。

次の手順

• "Linux Host Utilitiesツールの使用方法" 。

• ASMミラーリングについて学ぶ

Automatic Storage Management（ASM）ミラーリングでは、ASMが問題を認識して別の障害グループに
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スイッチオーバーできるように、Linuxマルチパス設定の変更が必要になる場合があります。ONTAP上の
ほとんどのASM構成では、外部冗長性が使用されます。つまり、データ保護は外付けアレイによって提供
され、ASMはデータをミラーリングしません。一部のサイトでは、通常の冗長性を備えたASMを使用し
て、通常は異なるサイト間で双方向ミラーリングを提供します。詳細については、を参照してくださ
い"ONTAP上のOracleデータベース"。

• SUSE Linux仮想化（KVM）について学ぶ

SUSE Linux は KVM ホストとして機能できます。これにより、Linux カーネルベースの仮想マシン (KVM)

テクノロジを使用して、単一の物理サーバー上で複数の仮想マシンを実行できるようになります。KVM

ホストでは、 ONTAP LUN に対して明示的なホスト構成設定は必要ありません。
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