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uname -—-r
RDFIE. SUSE Linux Enterprise Server 1—XIILDN—2 3> RmLTVWET,
6.4.0-150700.53.3-default
2. Tnvme-cliy NyT—2%AYAM=)LLET,
rpm -ga|grep nvme-cli
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KOBE. Clibnvme /Ny r—SN—T 3 >t
libnvmel-1.11+4.ge68a9%9lae-150700.4.3.2.x86 64

. IRA b ET. hostngnXF5|zs8 L% J, /etc/nvme/hostngn -

cat /etc/nvme/hostngn

ROFIE. “hostngn /N—T 3 >

ngn.2014-08.org.nvmexpress:uuid: £6517cae-3133-11e8-bbff-7ed30aefl23f

- ZHERR L £ hostngn XFHNFIC—EL £ hostngn ONTAP 7L A LOXET 2 T AT LDXF
s

::> vserver nvme subsystem host show -vserver vs coexistence LPE36002
PleRmLET

Vserver Subsystem Priority Host NOQON

vs_coexistence LPE36002
nvme
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 1
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
nvme 2
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04£f425633
nvme 3
regular ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0056-5410-8048-b9c04f425633
4 entries were displayed.

KRIZI L T hostngn XFFHA—HE L ABWVWGEEIE. ZHEHAL TV vserver
() rmodify AXVFEFAMLTEEHL 7 hostnan SHIGT BONTAP 7L 1 H TS 27 Ls
T, IC—HBT3XFHNEEELXT hostngn BB XFF /etc/nvme/hostngn 1R ko



27w 73: NVMelFCx= &K 3

NVMe/FCi&. Broadcom/Emulex FC7 4 74 & 7=l&Marvell/Qlogic FCT7 4 72 T TE £9 . NVMe/TCP
YIS AT L RAIZERZFHTRETIHEDHD FT,



Broadcom / Emulex
Broadcom/Emulex FC7 A 72 BAICNVMe/FC% & E

FIE
1L HR-—bENTVWB TR TRETILZFERBLTVWS LR LE T,

a ETIINBERTLET,

cat /sys/class/scsi _host/host*/modelname

ROBHHERRENE T

LPe36002-M64
LPe36002-M64

b. EFILDOHBAZRRLE T,

cat /sys/class/scsi _host/host*/modeldesc

ROBID &K S BHADNRTENE T

Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter
Emulex LightPulse LPe36002-M64 2-Port 64Gb Fibre Channel Adapter

2. I N BBroadcomZTFHL TWA AL ET 1pfc 77 —LTVIT7ELIVREI LIRS
AW
a J7—LUzT7ON—2a3>ERRLET,
cat /sys/class/scsi_host/host*/fwrev

KOBNET 77— LT T7ON—3a>ERLTVWETD,

14.4.393.25, sli-4:2:c
14.4.393.25, sli-4:2:c

b. ZIEFLADRSFAN—DN=23 2V ERRLET,

cat /sys/module/lpfc/version



ROFNE RSAN—DN=23 >R LTVWET,

0:14.4.0.8

HR—FETNTVWEBTRTERZANELVT7—LITTN—23 VORI A MMIOVWTIE. %
B8 L T < 72 & LV Interoperability Matrix Tool"s

- DEETNZHADICEKRESNTWVS 3 %23 L "Ipfc_enable_fc4 type £ 9

cat /sys/module/lpfc/parameters/lpfc_enable fcd4 type

A ZVI— AR b ERRTEIDCZHERELET,

cat /sys/class/fc _host/host*/port name

ROFIIR—bFIDZRLTVET,

0x10000090faecOec88
0x10000090faelec89

AZVI—FR— DT TATHE I EHRLET T,

cat /sys/class/fc host/host*/port state

ROBAHRRENE T

Online

Online

- NVMe/FCA Z> T—RR— b DBEMICHE>TED. Z—7 v b AR—bHEHTNZ e zHRLF
ED

cat /sys/class/scsi _host/host*/nvme info
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HHBERTLET,

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN

DID x0al300
NVME RPORT
DID x0alcO1
NVME RPORT
DID x0alcOb
NVME RPORT
DID x0alclO
NVME RPORT
DID x0ala02
NVME RPORT
DID x0alaOb
NVME RPORT
DID x0alall

ONLINE

WWPN x23b1d03%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bbd039%9ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2362d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23afd039ea359e4a
TARGET DISCSRVC ONLINE

WWPN x22b9d039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2360d039ea359%9e4a
TARGET DISCSRVC ONLINE

NVME Statistics

LS:
LS XMIT:

Err 00000000

CMPL:

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec88

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

Xmt 0000004ea0 Cmpl 0000004eal0 Abort 00000000
xb 00000000 Err 00000000

Total FCP Cmpl 0000000000102c35 Issue 0000000000102c2d OutIO
ffffffffff£ffff£g

abort 00000175 noxri 00000000 nondlp 0000021d gdepth
00000000 wgerr 00000007 err 00000000

FCP CMPL:

xb 00000175 Err 0000058b

NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN

DID x0al1200
NVME RPORT
DID x0aldOl
NVME RPORT
DID x0aldOb
NVME RPORT
DID x0aldlo
NVME RPORT
DID x0alb02
NVME RPORT
DID x0albOb
NVME RPORT
DID x0albll

ONLINE

WWPN x23b2d039%ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x22bcd039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x2363d039ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x23b0d03%ea359%9e4a
TARGET DISCSRVC ONLINE

WWPN x22bad039ea359%e4a
TARGET DISCSRVC ONLINE

WWPN x2361d039ea359%e4a
TARGET DISCSRVC ONLINE

NVME Statistics

WWNN

WWNN

WWNN

WWNN

WWNN

WWNN

x20000090faelec89

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a

x23aed039%ea359%e4a

x22b8d039%ea359%9e4a

x234ed039%ea359%9e4a



LS: Xmt 0000004e31 Cmpl 0000004e31 Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 00000000001017f2 Issue 00000000001017ef OutIO
fEfffffffffffffd

abort 0000018a noxri 00000000 nondlp 0000012e gdepth
00000000 wgerr 00000004 err 00000000
FCP CMPL: xb 0000018a Err 000005ca

Marvell/QLogic
Marvell/QLogic 774 72 FICNVMe/FCEERTEL £ 95

FIE
1L HR=—FENTVWBTHTIRSANET 7— LI I TDON=23 VAREITINTVSB CEEREEL
9,

cat /sys/class/fc_host/host*/symbolic name

ROPE. RSAN—ET7—LITT7DN—=23>ZRLTVET,

QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug
QLE2742 FW:v9.14.00 DVR:v10.02.09.400-k-debug

2. SR L £ 9 gl2xnvmeenable MRETNE T, CHICELD. Marvell 74 7R %ENVMe/FCA =S T
—RELTHEESTER N TEXY,

cat /sys/module/glaZ2xxx/parameters/gl2xnvmeenable

BEINDSHAIFITT,

2Tw T4 AT 3V TIMBDIOZEMICT S
ONTAP |Z. #BAIO> FO—35 T—RATRAT—REET 1 X (MDTS) H'8 THREHRELEFT, DX, &

K /O B3R+ XIE 1 MB £TICHR D 9, Broadcom NVMe/FCR X FCIMBDI/O) VTR M EFITT 3I(C
I&. lpfc’ DfffE "Ipfc_sg_seg _cnt /NT X —RZ 77+ )L MED 64 h5 256 ICEEL 9,

() coFIEE. Qogic NVMelFCH R MZIHBRAENEE A

FiE
1. "Ipfc_sg_seg_cnt /N X—R%256ICREL £95



cat /etc/modprobe.d/lpfc.conf

ROBID & SBENNRRENET,
options lpfc lpfc sg seg cnt=256

2. AT Y R%E1TL dracut -f. KX +EUIT—=FLET,
3. DEHN256THD xS L Ipfc_sg_seg cnt £95,

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

27w F5:NVMe 7 — b —E X ZWEERT %

SUSE Linux Enterprise Server 15 SP7T(&. “nvmefc-boot-connections.service% L T “nvmf-
autoconnect.service' NVMe/FCICE £ 3 7 — b —E X ‘nvme-cli/N\v 7 —JE. & AT LDOREIRFICBE)
MNICEEFT B LS ICAMEEINE T, SR TLOEFNTT LS. T—F H—EXDEMICHE>TWVSC
R LET,

FI@
1. "E#TH B Z ¥ %=HESE L "nvmf-autoconnect.service' £ 9,

systemctl status nvmf-autoconnect.service



HABERTLET,

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; preset: enabled)

Active: inactive (dead) since Fri 2025-07-04 23:56:38 IST; 4 days
ago

Main PID: 12208 (code=exited, status=0/SUCCESS)

CPU: 62ms

Jul 04 23:56:26 localhost systemd[l]: Starting Connect NVMe-oF
subsystems automatically during boot...

Jul 04 23:56:38 localhost systemd[1l]: nvmf-autoconnect.service:
Deactivated successfully.

Jul 04 23:56:38 localhost systemd[l]: Finished Connect NVMe-oF

subsystems automatically during boot.

2. EMTH D Z & E2RES L nvmefc-boot-connections.service' & 9,

10

systemctl status nvmefc-boot-connections.service

HOBZERRTLET,

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; preset: enabled)

Active: inactive (dead) since Mon 2025-07-07 19:52:30 IST; 1 day
4h ago

Main PID: 2945 (code=exited, status=0/SUCCESS)
CPU: 1l4ms

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Starting Auto-connect to
subsystems on FC-NVME devices found during boot...

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: nvmefc-boot-
connections.service: Deactivated successfully.

Jul 07 19:52:30 HP-DL360-14-168 systemd[1l]: Finished Auto-connect to
subsystems on FC-NVME devices found during boot.



27w 76: NVMelTCP%Z &3 3

NVMe/TCPZO b JIL T DAIEBHAH R— F ENTUL auto-connect £t Ao, X DICZ. NvMe/TCPE =1
“connect-all QDIBEZFETETIBE T, NVMe/TCPH TV RATLER—LAR—AZBHTETET

“connecto

Fig

1. 42T —ZR— B R—FINTULABNVMe/TCP LIFDEHEOI R—SDTF— X EZEETIBZ %
BEELET,

nvme discover -t tcp -w <host-traddr> -a <traddr>

11



12

HABERTLET,

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.70
Discovery Log Number of Records 8, Generation counter 42

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%eab67a95:discovery
traddr: 192.168.111.71

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.211.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp



adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:discovery
traddr: 192.168.111.70

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t

cp_sub
traddr: 192.168.211.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.sample t

Ccp_sub
traddr: 192.168.111.71
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:subsystem.sample t

13



cp_sub

traddr: 192.168.211.70
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd03%ab67a95:subsystem.sample t

cp sub
traddr: 192.168.111.70
eflags: none

sectype: none
localhost:~ #

2. NVMe/TCPA Z> I —R X —7 v FLIFOfID TR TOMEAEHLE T, MEOIR—CDT—RZIEE
ICBISTE Bz L £ T,

nvme discover -t tcp -w <host-traddr> -a <traddr>

PermLET

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.80 -a 192.168.211.67

3. #E1TL £ Y nvme connect-all /—RLETHR—EINTWVWEITRTDONVMe/TCPL =T —4/

A=y RLIFEXNRELEOT VR

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

14



PerLET

nvme connect-all -t tcp -w 192.168.111.80 =-a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.80 -a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.80 =-a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.80 =-a 192.168.211.67

SUSE Linux Enterprise Server 15 SP6LA%. NVMe/TCPD T 7 # )L FE&EIE ctrl-loss-
@ BEkL. FEOBHAITEH ZFETREIT IV EIEIHD FHA. “ctrl-loss-tmo FHAKFD

RA LT RE nvme connect’ F¥72ld “nvme connect-all AY VKR (A7 3a>
'-1) o THIC NVMe/TCP OY hO—Z—INREEHNRELIIBETHE A LT T MHHE

25w F7: NVMe-oF Z# 18iF § 3

H—FILADNVMeTILFINZAZATF—R R, ANART—R R, B LVPONTAPR — Ly AR— XHNVMe-oF &%
ICSFLTELWS e ZBERELE T,

FlE
1. A—RILANVMeTILFNZADEMICHE>TWS I e 2R LE T,

cat /sys/module/nvme core/parameters/multipath

ROBANKRRENET,

2. YT BONTAPR— L ZAR— ZDET)HENVMe-oFZE (modelZNetApp ONTAPO Y FO—SICHRE
L. load balancing iopolicyz 27 > ROEVICERET 28 E) NARAMIELL RBENTWVWS Lz
BLEDS
a IO RTLERRLET,

cat /sys/class/nvme-subsystem/nvme-subsys*/model

ROBANKRRENET,

NetApp ONTAP Controller
NetApp ONTAP Controller

15



3.

b. R —=2RRLFT,

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

ROHHDRRENE T

round-robin

round-robin

F—LAR=ZPME I, RXPTELKRESNICCZRERLE T,

nvme list

PerLET

/dev/nvmednl 81Ix2BVuekWcAAAAAAAB NetApp ONTAP Controller

Namespace Usage Format FW Rev

1 21.47 GB / 21.47 GB 4 KiB + 0 B 1T 1T e

4. ENXNZOO> bO—FDREDliveTHD. ELWVWANART—HADEBEINTWVWBR e E#ERELE T,

16



NVMe/FC

nvme list-subsys /dev/nvmedn5

HHBERTLET,

nvme-subsysll4d - NQN=ngn.1992-
08.com.netapp:sn.%e30b9760a4911£f08c87d03%ab67a95:subsystem.sles
161 27

hostngn=ngn.2014-
08.org.nvmexpress:uuid: f6517cae-3133-11e8-bbff-7ed30aefl23f
iopolicy=round-robin\
+- nvmelld4d fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2360d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090faelec88 live optimized
+- nvmell5 fc traddr=nn-0x234ed039ea359%e4a:pn-
0x2362d039ea359%e4a,host traddr=nn-0x20000090faelec88:pn-
0x10000090fae0ec88 live non-optimized
+- nvmell6 fc traddr=nn-0x234ed039%ea359%e4da:pn-
0x2361d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090faelec89 live optimized
+- nvmell7 fc traddr=nn-0x234ed039%ea359%e4a:pn-
0x2363d039ea359%e4a,host traddr=nn-0x20000090faelec89:pn-
0x10000090fae0ec89 live non-optimized

NVMe/FC

nvme list-subsys /dev/nvme9nl



18

HHBERTLET,

nvme-subsys9 - NQN=ngn.1992-
08.com.netapp:sn.f8e2af201b7211f0ac2bd039%ab67a95:subsystem.with
_inband with json hostngn=ngn.2014-
08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

iopolicy=round-robin

\
+- nvmelO tcp

traddr=192.168.

non-optimized
+- nvmell tcp

traddr=192.168.

optimized
+- nvmel2 tcp

traddr=192.168.

optimized
+- nvme9 tcp

traddr=192.168.

non-optimized

111.

211.

111.

211.

71,trsvcid=4420,src_addr=192.

70, trsvcid=4420, src_addr=192.

70, trsvcid=4420, src_addr=192.

71, trsvcid=4420,src_addr=192.

168.

168.

168.

168.

111

211

111

211

.80 live

.80 live

.80 live

.80 live

I RTYvTTSTA4>2T. ONTAP Z—LAR—ATNA R EICIEELWMENRRTIINTWBR Z L&

L&Y,



5] (Column)

nvme netapp ontapdevices -o column

flzrmLEYT
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 161
/vol/fc _nvme voll/fc nvme nsl 1 32£d92c7-

0797-428e-ab577-£fdb3£14d0dc3 5.37GB

JSON

nvme netapp ontapdevices -0 json

PlerLET

"Device":"/dev/nvme98n2",

"Vserver":"vs 1l6l",

"Namespace Path":"/vol/fc nvme vol71/fc _nvme ns71",
"NSID":2,

"UUID":"39d634c4-a75e-4fbd-ab00-3£9355a26e43",
"LBA Size":4096,

"Namespace Size":5368709120,
"UsedBytes":430649344,

AT T8 KGMBRE DY bO—-5ZERY B
ONTAP 9.11.1 AP TI&. SUSE Linux Enterprise Server 15 SP7 7k X FAADXEHRH I > cO—S (PDC) %

TERTEE T, NVMe TS RT7 LOBMEISHIRIBELREOY R—Y F—2OEEE BEHNICEET
3ICI3. PDC AUETT,
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FIE

1. BEOIR—SOF—EZHMERAARET. 12T —2R— b2 —4 v FLIFOEASHEN SEETE
xR LED,

nvme discover -t <trtype> -w <host-traddr> -a <traddr>

20



HABERTLET,

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 2

trsvcid: 8009

subngn: nqgn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipv4

21
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subtype: current discovery subsystem

treq: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.111.66
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eab0dadd: subsystem.pdc
traddr: 192.168.211.66

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.111.67
eflags: none

sectype: none



trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd039%eabl0dadd: subsystem.pdc
traddr: 192.168.211.67
eflags: none

sectype: none

- BEY TSR T LOPDCEER L £7,

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

ROBADNRRENE T,

nvme discover -t tcp -w 192.168.111.80 -a 192.168.111.66 -p

.ONTAPO > hO—5Hh5. PDCHER NI e ZHEREL T,

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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HABERTLET,

vserver nvme show-discovery-controller -instance -vserver vs_pdc

Vserver Name: vs pdc
Controller ID: 0101h
Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.4f7af2bd221811f0afadd03%eabl0dadd:discovery
Logical Interface: 1if2
Node: A400-12-181
Host NQON: ngn.2014-
08.org.nvmexpress:uuid: 9796clec-0d34-11eb-b6b2-3a68dd3bab57
Transport Protocol: nvme-tcp
Initiator Transport Address: 192.168.111.80
Transport Service Identifier: 8009
Host Identifier: 9796clec0d3411ebb6b23a68dd3bab57
Admin Queue Depth: 32
Header Digest Enabled: false
Data Digest Enabled: false
Keep-Alive Timeout (msec): 30000

ATV T BeBA VN RN H/ET S

ONTAP 9.12.1 AR TIE. RAX & ONTAP O hO—SRID NVMe/TCP & U NVMe/FC ZHDEZ LR A
//\/ ]\cuL,\u b{ﬂ/—.ﬁ_ I\éngs-a-o

YT a2 7HEREERETDICIE. FRAMFERIFOY FO—5% DH-HMAC-CHAP ¥ —, NVMeRX k F7lZ
> bcO— 7®NQN(\:'€qiE%7b\ /:'_EL/TL_DIL:\DE/ 7[/‘/ F%%H&Ab‘ti'ﬁ:&@f?o l:o) %WL\E.[E?%‘L—
. NVMeR X b E£i3day bO—SAE 7ICEEMITONF—%ZE T AINELRHD £7,

CLIX/IFEREISONT 7 MIILZER LT, EFaT7BRA NV REEIZRETCETE T, YTV XTLILIC
FH1I2ZDHCHAPF —ZIEE I W EN H BB Ed. config SSONT 71 L ZERTEIHRENHD T,
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CLI OfEF
CLIZERLTEFX 27BN\ FFREEZREL T,

FIE
1. RZ ENONZEE L £ 75

cat /etc/nvme/hostngn

2. )RR b dhchap F—Z £ L £7,

IR Y RENSA—=2DHE % RICTR L "gen-dhchap-key' £ 9,

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ROFITIE. HMACHIICERE S N=S5 >4 LDHCHAPF — (SHA-512) BER TN E T,

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:ecdade64-216d-1lec-b7bb-7ed30a5482c3

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZ2P15D2Yk+HDTZiUAgli1iGgx
TYgnxukgvYedAS55Bw3wtz6sINpR4=:

3. ONTAPOY hO—5T. "X MEENML. WADDHCHAPF —%8EL X7,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. RIAME BARCWNAAO2BEDRMEARZE Y R—FLET, KX LT, ONTAPOY bO—3IC
EH L. FIRLUIGEBEEARICEDWVWTDHCHAPF —ZiEE L £ 7,
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. #83F9 % nvme connect authentication ARA MY FO—ZODHCHAPF—%MEEELTOVY
YRZEERITLEY,

a. R X FDHCHAPF —%mEEL £ 9

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

I BABREDHAMZRLE T,

# cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1M63E6CcX7G5SOKKOju8gmzM53gywsy+C/YwtzxhIt9ZRz+ky:
DHHC-1:01:1iM63E6cX7G5S0KKOju8gmzM53qywsy+C/YwtzxhIt9ZRz+ky:

b. > +,O—SDDHCHAPF —%mEZRL £ 9

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



1. WABREDHAIMZRLE T,

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedA55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZiUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedAS55Bw3wtz6sJINpR4=:

DHHC-
1:03:1CFivw9ccz58gAcOUIrM7Vs98hd2ZHSr+iw+Amg6xZP15D2Yk+HDTZ1iUA
gliGgxTYgnxukgvYedA55Bw3wtz6sJINpR4=:

JSON 7 71JL

ONTAPIOY hO—SHEM TEMDNVMe T T X7 LR FERTE3HBEI1E. OYXVYRTI70L%E
nvme connect-all A TEF XY */etc/nvme/config.isons

JSONT 7 IILZERT BICIE. 772 a3 EFRBL -0Fd. TOMODEXA T a3 IZoWVWT
|&. nvme connect-all DY Za 7IR—JHEEBBLTLIEEL,

FliE
1. JSON 771 ILEZRELE T,

27
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HHBERTLET,

# cat /etc/nvme/config.json
[
{
"hostngn":"ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-
5910-804b-b2c04£4444d33",
"hostid":"4c4c4544-0035-5910-804b-b2c04£444d33",
"dhchap key":"DHHC-
1:01:141789R11sMuHLCY27RVI8X10C\/GzjRwyhxip5hmIELsHrBqg:",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.f8e2af201b7211£f0ac2bd03%ab67a95:subsystem.samp
le tcp sub",

"ports": [

{

"transport":"tcp",

"traddr":"192.168.111.70",

"host traddr":"192.168.111.80",

"trsvcid":"4420"

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twringBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

by

"transport":"tcp",

"traddr":"192.168.111.71",

"host traddr":"192.168.111.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",

"traddr":"192.168.211.70",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1KGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

br
{

"transport":"tcp",



"traddr":"192.168.211.71",

"host traddr":"192.168.211.80",

"trsvcid":"4420",

"dhchap ctrl key":"DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twr9ngBpr2n0MGWbmZIZg4PieKZCoilKGef81Avh
YSOPNK7T+04YD5CRPjh+m3qjJU++yR8s=:"

}

@ EFERDOFITIE. (FISHIE L. 1& dhchap key ICRS “dhchap secret” L
‘dhchap ctrl key ‘dhchap_ctrl_secret' &9,

2. configjson7 71 JLZ{ER L TONTAPO Y bO—JICEH L 95

nvme connect-all -J /etc/nvme/config.json
HAfZERTLET,

traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.70 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.70 is already connected
traddr=192.168.111.71 is already connected
traddr=192.168.211.71 is already connected
traddr=192.168.111.70 is already connected

3. &Y T ZFLDEIY FO—S5TDHCHAPY — o Ly hARABEMICHE > TWBR I #ERELET,

a. 'RX FDHCHAPF—ZHEIL £ 9,

cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret
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ROEHDERRENE T

DHHC-1:01:14i1789R11sMuHLCY27RVI8X10C/GzjRwyhxip5hmIELsHrBqg:

b. 3> bO—5ODHCHAP* —%REEEL 9

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

ROBADNKRRENET T,

DHHC-
1:03:jJgg¥cISKp73+XgAf2X6twrIngBpr2n0MGWbmZIZg4PieKZCoi1lKGef81AvhYSOP

NK7T+04YD5CRPJh+m3gqjJU++yR8s=:

ATV 0 SV RR—FBEXa) T ZEBRT 3

Transport Layer Security (TLS) I&. NVMe-oF’RX k £ ONTAP7 L ¥ OJONVMeiEfiz T RY—IT VR
TEXa7ICBEEtLET. 16.1LUETIE. CLILREBFADEIHEF— (PSK) ZFEHAL TONTAP91.3
ZRETCETFT,

CDRRAIICDWT

COFIEIEZ. ONTAP OY FA—STFIEZRTI DL S ITIBESINTVBRIHEEERE. SUSE Linux
Enterprise Server R X N TERITL X T,

FIE
1L UTOHDEEEFEN R LTV ktls-utils « openssl . € LT libopenssI /R MZA > X b+
—ILENTWVWB Ny T—2:
a. FEER Y % ktls-utils !
rpm -ga | grep ktls
ROBHBRRENE T
ktls-utils-0.10+33.9311d943-150700.1.5.x86 64

a. SSLN\whrr—oxmERLEY,

rpm -ga | grep ssl

30



HABERTLET,

libopenssl13-3.2.3-150700.3.20.x86_ 64
openssl-3-3.2.3-150700.3.20.x86_64
libopenssll 1-1.1.1w-150700.9.37.x86 64

2. MOEBEDELWT & EFESRL fetc/tishd.conf £,

cat /etc/tlshd.conf

HOBZERTLET,

[debug]

loglevel=0

tls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

3. U RATF LEEEBFICEEI T B LS ICEICL tishd £,

systemctl enable tlshd

4 F—EIUPRETINTVWBRZ L #FESEL tishd £ 7,

systemctl status tlshd
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HABERTLET,

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)

Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. ZfEF L TTLS PSKZ &AL L "nvme gen-tis-key' £ 9

a. R bzHERLET:

cat /etc/nvme/hostngn

ROBHDRTRENE T

ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

b. +—ZRELXT:

nvme gen-tls-key —--hmac=1 --identity=1 --subsysngn= ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd039%€ab67a95:subsystem.nvmel

ROHIDERRENE T

NVMeTLSkey-1:01:C50EsaGtuOp8nS5fGEIEUWjbBCtshmfoHx4XTgTJUmydf0gIj:

6. ONTAPO Y FO—5T. ONTAPH T X T LICTLS PSKZEEBML £ ¢,
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HABERTLET,

nvime subsystem host add -vserver vs iscsi tcp -subsystem nvmel -host
-ngn ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-
b2c04£444d33 -tls-configured-psk NVMeTLSkey-
1:01:C50EsaGtuOp8n5fGE9EUWjbBCtshmfoHx4XTgTJUmydf0gIj:

7. TLSPSKZRZA b A—RIF—U 2 TICHALE Y,

nvme check-tls-key --identity=1 --subsysngn=nqn.1992
-08.com.netapp:sn.a2d41235b78211efb57dd039%ab67a95:subsystem.nvmel
-—keydata=NVMeTLSkey
-1:01:C50EsaGtuOp8nbfGEIEuWjbBCtshmfoHx4XTgTJUmydf0gIj: —--insert

RDTLS F—HNRREINFTT,

Inserted TLS key 22152a’7e

@ PSKIFZRD K S ICRTRENE T NVMelR01 ERHT B/ “identity vITLS ANV R
140 7ILdUXLH 5, Identity viik. ONTAPHOHR— T 23HE—D/N—3>TY,

8. TLSPSKA'ELKIHEATNTWBR =R L 9,

cat /proc/keys | grep NVMe

HOBERTLET,
069f56bb I--Q--- 5 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33
ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
0YVLelmiOwnvDjXKBmrnIgGVpFIBDJtc4dhmQXE/36Sw=: 32

9. A LT-TLS PSKZ A L TONTAPH 7o X F LICIEHE L £ 9,

a. TLSPSK ##&sEL £,
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nvme connect -t tcp -w 192.168.111.80 -a 192.168.111.66 -n ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel
--tls key=0x069f56bb -tls

ROHODERRENE T

connecting to device: nvmel

a. list-subsys ZH&RIEL £ 9,
nvme list-subsys

HHBERTLET,

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0035-5910-804b-b2c04£444d33

\

+- nvmeO tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.80,src
~addr=192.168.111.80 live

10. #—4'yw RZEBIML. IEELIZONTAPH T X F LADTLSEHZHREL £,

nvme subsystem controller show -vserver slesl5 tls -subsystem slesl5
-instance
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HABERTLET,

(vserver nvme subsystem controller show)

Vserver Name: vs iscsi tcp

Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

nvmel

0040h

tcpnvme 1ifl 1
A400-12-181
ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

Transport Protocol:
Initiator Transport Address:
Host Identifier:
4c4c454400355910804bb2c04£444d33
Number of I/O Queues:
I/0 Queue Depths:
Admin Queue Depth:
Max I/0O Size in Bytes:
Keep-Alive Timeout (msec):
Subsystem UUID:
d039%eab67a95
Header Digest Enabled:
Data Digest Enabled:
Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:
Transport Service Identifier:
TLS Key Type:
TLS PSK Identity:

nvme-tcp
192.168.111.80

2

128, 128
32
1048576
5000

8bbfb403-1602-11£f0-ac2b-

false

false

sha-256

3072-bit
unidirectional
4420

configured
NVMelRO1l ngn.2014-

08.org.nvmexpress:uuid:4c4c4544-0035-5910-804b-b2c04£444d33

ngn.1992-

08.com.netapp:sn.a2d41235b78211efb57dd03%ab67a95:subsystem.nvmel

0YVLelmiOwnvDjXKBmrnIgGVpFIBDJItc4dhmQXE/36Sw=

TLS Cipher:

TLS-AES-128-GCM-SHA256

FlE11 : IR OB Z R 5
BEADREIZ 5 D £ Ao

SUSE Linux Enterprise Server 15 SP6 with ONTAP[a] (7
DNVMe-oF R X ~1#hK

NVMe over Fibre Channel (NVMe/FC) ®ZDMD k= > X7R— b EZETNVMe over



Fabrics (NVMe-oF) |&. IERFR—LAR—X 71X (ANA) %Z{&z 7=SUSE Linux
Enterprise Server 15 SP6 CTHR— F TN X T, NVMe-oFERIETIE. ANAIZISCSIERIES
K UOFCPIRIBOALUARILFNRICHE L. D—FRILANVMeT L F/INATEEINE
ER

SUSE Linux Enterprise Server 15 SP6 with ONTAPDNVMe-oF xR MR Tld. KDY R— EHFETE %
ER

*NVMe 574w P 2SCSINS T wP%BILARARNTEITLTWS, Tt xiE. SCSILUNEH®DSCSIT
NA R Zdm-multipathZ 58 E L« NVMeTILF /N ZER L THRX F TNVMe-oF R — L ZAR—X 7 /N1 R
ZERETET XY mpatho

* NVMe over TCP (NVMe/TCP) Y NVMe/FCH\HR—hENET, ZHickD. 12/ w7 —T DNetApp
7> 4> 'nvme-cli T« NVMe/FCENVMe/TCPDMH D HR—LAR—IADONTAPDFFMZERRT 5 C
EMTEET,

HR— b EINBZBEOFMICOVTIE. Z5HR L T ZT W Interoperability Matrix Tool"s

DIERE
* NVMetFa7. 1 2/\>Y REGEIDODHR— k
s —EDRHENQN%E A L 7ok d> fO—> (PDC) O AR—k
* NVMe/TCP®DTLS 1.3E2tDHR— ~

BEAN D HlIFR

* NVMe-oF 7O b J)LZEARA L7=SANT — MIRETR— TN TULEE Ao

* SUSE Linux Enterprise Server 15 SP678 X k DNVMe-oF Tld. NetApp sanlun ' 7RA RIA—F a0 U T 1 &
HR—bINFEEA, KDODIZ. TRTDONVMe-oF b TV RR— FHEDIZBENY F—JIZEFEFNTL
BNetrpp 7S A >V EFBETEEXYT “nvme-clio

NVMe/FC %%

NVMe / FCI&. Broadcom/Emulex FC7 & 7 & & fzldMarvell/Qlogic FC77 & 7R %A L T. SUSE Linux
Enterprise Server 15 SP6 with ONTAP#EREICERETET £ 95
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https://mysupport.netapp.com/matrix/

Broadcom / Emulex
Broadcom/Emulex FC7 A 72 BAICNVMe/FC% & E

FE
1L HBINBZT7AT2ETILEFALTVWS I 2EELET,

cat /sys/class/scsi_host/host*/modelname

7351

LPe32002 M2
LPe32002-M2

2. TRIZETIHEZRIELE T,

cat /sys/class/scsi host/host*/modeldesc

tH75)

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. W ENB/N\— 3 DEmulex Host Bus Adapter (HBA ; RA MNX TR TR) T7—LUTT7%
FRALTVWR e x2ERLEY,

cat /sys/class/scsi host/host*/fwrev

tH765)

14.2.673.40, sli-4:2:c
14.2.673.40, sli-4:2:c

4 HREN-—U3>DPpfc RS NZFERAL TV ZRELEF T,

cat /sys/module/lpfc/version

tHA5)

0:14.4.0.1



38

S AZVI—HR—hZRTRTIBZE=ZHERLET,

cat /sys/class/fc host/host*/port name

7351

0x10000090faelec88
0x10000090faelec89

6. 12T —FR—I DAV FAVTHBZ L EHRLEFT,

cat /sys/class/fc host/host*/port state

7651

Online

Online

7. NVMe/FCA Z2 T —RR— b DBBEMICHE>TED. =7V b R—bHEHEINZ e 2R LF
ER

cat /sys/class/scsi host/host*/nvme info

KOFTIE 1DDAZ T —RR— D ERICERS>TED, 220X —4w FLIFCEHREINTULE
ER



HHBERTLET,

NVME Initiator Enabled
XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250
NVME LPORT lpfcO WWPN x10000090faelec88 WWNN x20000090faelec88
DID x0al300 ONLINE
NVME RPORT WWPN x2070d039ea359%ed4a WWNN x206bd039ea359e4a DID
x0a0a05 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e3dfb8 Issue 0000000014e308db OutIO
fEffffffff££2923
abort 00000845 noxri 00000000 nondlp 00000063 gdepth 00000000
wgerr 00000003 err 00000000
FCP CMPL: xb 00000847 Err 00027f£33
NVME Initiator Enabled
XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250
NVME LPORT lpfcl WWPN x10000090faelec89 WWNN x20000090faelec89
DID x0al200 ONLINE
NVME RPORT WWPN x2071d039ea359%ed4a WWNN x206bd039ea359e4a DID
x0a0305 TARGET DISCSRVC
ONLINE
NVME Statistics
LS: Xmt 00000003ba Cmpl 00000003ba Abort 00000000
LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000
Total FCP Cmpl 0000000014e39f78 Issue 0000000014e2b832 OutIO
ffffffffffff18ba
abort 0000082d noxri 00000000 nondlp 00000028 gdepth 00000000
wgerr 00000007 err 00000000
FCP CMPL: xb 0000082d Err 000283bb

Marvell/QLogic

SUSE Linux Enterprise Server 15 SP61—RJLICEEFNT VB R T« TDOZE L1 qla2xxx F 51 /\
ICIE. RFOEBENTENTVET, CNHDEIEIE. ONTAPOHR— MIFAXRTT,
Marvell/QLogic7 4 72 FICNVMe/FCEEREL £ 95

FIE

1L HR=—bPEINTVWBTRTEIRZANET 77— LI T7DON=23 VHERITEINTWVWS e ZHERL
=



cat /sys/class/fc host/host*/symbolic name

tH 73651

QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k
QLE2742 FW:v9.14.01 DVR: v10.02.09.200-k

2. #HEEEL £ 9 gl2xnvmeenable /N T X —RIFNIHRESTNTUVET,

cat /sys/module/gla2xxx/parameters/gl2xnvmeenable

BEINBMEIF1ITY,

1MB D /0 A X%=B/MICTS (AT 3Y)

ONTAP |Z. BRIO> FO—35 T—RTRAT —REZET A X (MDTS) H' 8 THBHEMELF T, DFD. &
KIO BRY A XL 1MB £TICHD X9, Broadcom NVMe/FCREX MMZIMBDI/OU VTR M EFITT BIC
I&. lpfc DMfE "Ipfc_sg_seg cnt /NTA—R%Z T 7 4L MED 64 H'5 256 ICEEL 9,

()  coFEE. Qlogic NVMelFCHR MElF BRI NEE Ae

=2
1. "Ipfc_sg_seg_cnt /N X—R%E256ICEREL 95

cat /etc/modprobe.d/lpfc.conf
RDBD &K SBENNRTENET,
options lpfc lpfc sg seg cnt=256

2. AT > R%3ETL dracut -f. FAREUT—=rLET,
3. DIEN256TH 5 _ xR L “Ipfc_sg_seg_cnt £,

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

NVMet —E X DHRESR

SUSE Linux Enterprise Server 15 SP6LA# Tld. nvmefc-boot-connections.service' NVMe/FC/\w 7 —J &
¥N 37—k —E XX ‘nvmf-autoconnect.service’ 7' — b —E XH ‘nvme-cli' > X 7 L7 — MEFICEEIRIC

40



BMCHBDET, SRATLT—MHRETLES. T— b —EXDNBMICH>TVB L ZHER T IHEDD
D&Y,

FE
1. "B TH S Z & Z2mESE L nvmf-autoconnect.service &£ 9,

systemctl status nvmf-autoconnect.service

HOBERTLET,

nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme[2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

2. "B TH B Z & =HESE L nvmefc-boot-connections.service' & 9,

systemctl status nvmefc-boot-connections.service

41



HABERTLET,

nvmefc-boot-connections.service - Auto-connect to subsystems on FC-
NVME devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2024-05-25 14:55:00 IST; 1lmin
ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices
found during boot...

systemd[1l]: nvmefc-boot-connections.service: Succeeded.
systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices

found during boot.

NVMe/FC %#RE

NVMe/TCPIC I BEEHESIEREIXH D FH A KO DIC. NVMe/TCPE 7zlZ connect-all DAIBZFFHTRE
1T93Z T NVMe/TCPH TV AT LEX—LAR—AZEHTEZXYT “connecto

FIE

1. 42T —ZR— b R—FEINTUVLWBNYMe/TCP LIFDBHEOIR—S DT —XEZEETIF3 e x
FERL X9,

nvme discover -t tcp -w <host-traddr> -a <traddr>
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HABERTLET,

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipvé
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subtype: current discovery subsystem

treqg: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d03%a36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1



traddr: 192.168.211.66
eflags: none
sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.66
eflags: none

sectype: none

2. NVMe/TCPA Z> I —R2 X —4w FLIFOMID TR TOEAEHET. BEOQOITR—SODT—X%EEE
ICINBTE3 e xmERLET,

nvme discover -t tcp -w <host-traddr> -a <traddr>

HA5)

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.66
nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.67
nvme discover -t tcp -w 192.168.211.79 -a 192.168.211.66
nvme discover -t tcp -w 192.168.211.79 -a 192.168.211.67

3. #E1TLE9J nvme connect-all /—REATHR—FINTLWBITARTDONVMe/TCPA =T —4/
R—ry bLIFZXRE LAV R

nvme connect-all -t tcp -w <host-traddr> -a <traddr>

73651

nvme connect-all -t tcp -w 192.168.111.79 -a 192.168.111.66
nvme connect-all -t tcp -w 192.168.111.79 -a 192.168.111.67
nvme connect-all -t tcp -w 192.168.211.79 -a 192.168.211.66
nvme connect-all -t tcp -w 192.168.211.79 -a 192.168.211.67
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SUSE Linux Enterprise Server 15 SP6LARE Tld. NVMe/TCPRA L7 7 +DT 7 # )L b5%

@ BiE1T) . OY Y RFIF nvme connect-all " ANYY R (AF>ay -1) #ERT
25E1F. BEDA A L7 MAB nvme connect  ZFETREITINEIIHD FEA
‘ctrl-loss-tmoo F7=« NVMe/TCPIOY bO—STld. NABEHNKEELTHE 1 L

NVMe-oF Z#REEL £ ¢
SUSE Linux Enterprise Server 15 SP6 with ONTAP#&R TNVMe-oF Z1R5E T B ICIE. XDFIEZEITLF T,

FIE
1. H—RILAD NVMe TILFNXADBEMICHR>TWB I e E#ERLE T,

cat /sys/module/nvme core/parameters/multipath

HBEINZMEIF Y] TI,
2

2. RO O—FETILHONTAP NVMe R —LRAR—RICHIGELTWA e #ERLF T,

cat /sys/class/nvme-subsystem/nvme-subsys*/model

7351

NetApp ONTAP Controller
NetApp ONTAP Controller

3. ENENODONTAP NVMe /00> bO—ZDNVMe I/IOR) > —Z MR L £,

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

73651

round-robin

round-robin
4. ONTAPR—LAR—ZIADWKRRA D SRR INZ xR LE T,

nvme list -v
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HABERTLET,

Subsystem Subsystem—-NON
Controllers
nvme-subsys0 ngn.1992-

08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hcha p nvme0O, nvmel, nvme2, nvme3

Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp

traddr=192.168.111.66,trsvcid=4420,host traddr=192.168.111.79 nvme-

subsys0 nvmeOnl

nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.111.67,trsvcid=4420,host traddr=192.168.111.79 nvme-

subsys0 nvmeOnl

nvme2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFEFF tcp
traddr=192.168.211.66,trsvcid=4420,host traddr=192.168.211.79 nvme-

subsys0 nvmeOnl

nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.211.67,trsvcid=4420,host traddr=192.168.211.79 nvme-

subsys0 nvmeOnl

Device Generic NSID Usage Format
Controllers
/dev/nvmelOnl /dev/ngOnl 0x1 1.07 GB / 1.07 GB 4 KiB +

0B nvmeO, nvmel, nvme2, nvme3

5. 2NXZ20O> rO—SDRENIIveTHND. IELVWANART—RINHBEINTVWBREFHERELE T,

nvme list-subsys /dev/<subsystem name>



NVMe/FC

nvme list-subsys /dev/nvme2nl

HHBERTLET,

nvme-subsys2 - NQN=ngn.1992-
08.com.netapp:sn.06303c519d8411ecad468d039%ea36al06:subs
ystem.nvme
hostngn=ngn.2014-08.org.nvmexpress:uuid:4cd4cd4544-
0056-5410-8048-c6c04£425633

iopolicy=round-robin

\
+- nvmed fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210dd03%ea359%9e4a, host traddr=nn-0x2000f4c7aalcd7ab:pn-
0x2100f4c7aalcd7ab live optimized
+- nvme6 fc traddr=nn-0x208fd039%ea359%e4a:pn-
0x210ad03%ea359%e4a, host traddr=nn-0x2000f4c7aalcd7aa:pn-
0x2100f4c7aalcd7aa live optimized

NVMe/FC

nvme list-subsys



HHBERTLET,

nvme-subsysl - NQN=nqgn.1992-
08.com.netapp:sn.8b5ee9199ff411eead468d039%a36al06:subsystem.nvme

_tep 1

hostngn=ngn.2014-08.org.nvmexpress:uuid:4c4c4544-0035-5910-
804b-b2c04£444d33
iopolicy=round-robin

\

+- nvmed tcp
traddr=192.168.
c addr=192.168.
+- nvme3 tcp
traddr=192.168.
c_addr=192.168.
+- nvme2 tcp
traddr=192.168.
c_addr=192.168.
+- nvmel tcp
traddr=192.168.
c_addr=192.168.

XY NTYTTSTA T,
BLEY,

111.66,trsvcid=4420,host traddr=192.

111.79 live

211.66,trsvcid=4420,host traddr=192.

111.79 live

111.67,trsvcid=4420,host traddr=192.

111.79 live

211.67,trsvcid=4420,host traddr=192.

111.79 live

168.111.

168.211.

168.111

168.211.

79, sr

79, sr

.79, sr

79, sr

ONTAP ZR—LAR—IAFTNARAZEICIELWMELRRTRINTWVWBRZ %
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5] ( Column)

nvme netapp ontapdevices -o column

sxpaldl
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs 192 /vol/fcnvme vol 1 1 0/fcnvme ns 1

c6586535-da8a-40£fa-8c20-759ea0d69d33 20GB

JSON

nvme netapp ontapdevices -0 json

HAMERRLET
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs 192",
"Namespace Path":"/vol/fcnvme vol 1 1 0/fcnvme ns",
"NSID":1,

"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"20GB",

"LBA Data Size":4096,

"Namespace Size":262144

}

]

}

KRR O b O—> OYER

ONTAP 9 .11.1L4B&Ti&. SUSE Linux Enterprise Server 15 SP67k X b BD A #ir&H 1> rO—> (PDC)
ZERTE X9 NVMeth 72 X7 LOEMEF LIFHIRUIERRE O T R—2 D7 — 2N T 2 EE = BB
ICHRHE T 3ICIE. PDCHRETT,

FIE
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1. BEOIR—SDF—EZHMEETEET. 123 I —ZR— e 2—4vy FLIFOEAESDLENSEETE
PeEERLED,

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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HABERTLET,

Discovery Log Number of Records 8, Generation counter 18

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 4

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treqg: not specified

portid: 2

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d039%a36all6:discovery
traddr: 192.168.111.67

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem

treqg: not specified

portid: 3

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411ecad68d03%a36all6:discovery
traddr: 192.168.211.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp
adrfam: ipvé



subtype: current discovery subsystem

treqg: not specified

portid: 1

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff411eecad68d03%a36all6:discovery
traddr: 192.168.111.66

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 4

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1

traddr: 192.168.211.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: 2

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.67
eflags: none

sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem

treqg: not specified

portid: 3

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36all6:subsystem.nvme tcp
1
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traddr: 192.168.211.66
eflags: none
sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.8b5ee9199ff4lleecad68d039%a36allb:subsystem.nvme tcp
1

traddr: 192.168.111.66
eflags: none

sectype: none

2. BHEY T R T LOPDCZIER L £9,

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

tH5)

nvme discover -t tcp -w 192.168.111.79 -a 192.168.111.666 -p
3. ONTAPOY FO—ZH'5. PDCHMER SN ZREELE 9,

vserver nvme show-discovery-controller -instance -vserver <vserver name>
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HABERTLET,

vserver nvme show-discovery-controller -instance -vserver vs nvme79
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-c0a6-11ec-9731-d039%eal65abc Logical
Interface:

CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth:
32

Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaa5-d039eal65514

X aTHRAINREBSEDEY KTy S

SuSE Linux Enterprise Server 15 SP678 X k& O bO—Z /I T. NVMe/TCPH & UNVMe/FCHERTD L+
TIRA VN REBEED T R— b ENFE T, 12.1LF TIZONTAP 9. SUSE Linux Enterprise Server 15 SP6
/T\Z FEONTAPOY bO—STEF 2781 N\ RN R— TN FT,

YT a2 T7HERERETDICIE. FRAMFERIFOY FO—5% DH-HMAC-CHAP ¥ —, NVMeRX kF7:lZ
> bhO— —Z DONQN (\:{ﬂ:iigb\_nﬁbﬁ_mun.m/ 7[/‘/ F’é‘f‘ﬂ%"“bﬁﬁ_:ﬁ@f?—o ET%WL\DIE?%
. NVMe/RR R E 73O bO—SHAE7ICEERMITON-F—ZRR T INELRHD X,

CLIZIZIREISONT7 7 ILEFER LT, EXa7RBA VNV REBIZHRETETET, I XFLZEIC
R ZDHCHAPX —%ZI8E T 2MENLH BB EIE. config JSSONT 71 ILEFERATI2HRELHD XY,
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CLI OfEF
CLIZERLTEFX 27BN\ FFREEZREL T,

FIE
1. RZ ENONZEE L £ 75

cat /etc/nvme/hostngn

2. SUSE Linux Enterprise Server 15 SP677 X k DDHCHAPF—%Z 4R L £

IRV RENSA—=2DHE % RICTR L "gen-dhchap-key' £ 9,

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NQN to use for key transformation

ROFITIE. HMACHIICERE S N=S5 >4 LDHCHAPF — (SHA-512) BER TN E T,

nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-b46a-174ac235139%b
DHHC-

1:03:J2UJQf3 9f0pLnpF/ASDJRTYILKJRr5CougGpGdQSysPrLu6RW1 £G15VSibeDF1ln
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. ONTAPOY hO—5T. "X MEENML. WADDHCHAPF —%8EL X7,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256|sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. RIAME BARCWNAAO2BEDRMEARZE Y R—FLET, KX LT, ONTAPOY bO—3IC
EH L. FIRLUIGEBEEARICEDWVWTDHCHAPF —ZiEE L £ 7,
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nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

5. #83F9 % nvme connect authentication ARA MY FO—ZODHCHAPF—%MEEELTOVY
YRZEERITLEY,

a. 7R X FDHCHAP*—%#HEEL £ 9,

cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

I BABREDHAMZRLE T,

cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uUNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIRIO
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

DHHC-
1:03:3elnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIbBIR]O
Hg8wQtyelJCFSMkBQH3pTKGAYR1IOVI9gx00=:

b. 1> +rO—ZDDHCHAPF* —ZHERL £,

cat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret



58

1. WABREDHAIMZRLE T,

cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJibkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJiobkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITt3crX
eTUB8fCwGbPsEyz6CXxdQJiobkbndIzmkFU=:

DHHC-
1:03:WorVEV83eY053kV4Iel50pphbX5LAPhO3F8fgH3913t1rkSGDBITE3CcrX
eTUB8fCwGbPsEyz6CXxdQJiokbndIzmkFU=:

JSON 7 71JL

ONTAPIOY hO—SHEM TEMDNVMe T T X7 LR FERTE3HBEI1E. OYXVYRTI70L%E
nvme connect-all A TEF XY */etc/nvme/config.isons

JSONT 7 IILZERT BICIE. 772 a3 EFRBL -0Fd. TOMODEXA T a3 IZoWVWT
|&. nvme connect-all DY Za 7IR—JHEEBBLTLIEEL,

FliE
1. JSON 771 ILEZRELE T,



HHBERTLET,

cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3ZZfIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8jTgBF2UbNk3DK4w
fk2EptWpnal rpwG5CndpOgxpRxh9m4 1w=:"

by
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-
4d1b-be09-74362c0clafc",

"subsystems": [

{
"ngn":"ngqn.1992-
08.com.netapp:sn.48391d66cl0abllecaaa5d039ealb5514:subsystem. subs
ys_CLIENT116",

"ports": [
{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz : "
by
{
"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",
"trsvecid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
br
{

"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",

"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
}y
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"transport":"tcp",
"traddr":" 192.168.111.66 ",
"host traddr":" 192.168.111.79",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
}

@ EEOHTIE. (ISR L. 1&F dhchap key ICXIS “dhchap secret' L
‘dhchap ctrl key ‘dhchap_ctrl_secret &9,

2. configjson7 71 )L Z{FEFE L TONTAPO Y bO—ZICEHKL 95

nvme connect-all -J /etc/nvme/config.json
HAOflERTLET,

traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.66 is already connected
traddr=192.168.211.66 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.211.67 is already connected
traddr=192.168.111.67 is already connected
traddr=192.168.111.67 is already connected

8. BY T AFLDEIAY FAO—S5TDHCHAPY —Z Ly A ERICHR > TWBR e ZERLET,
a. RX FDHCHAPX — %R L £,



cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

tH 73651

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzZdQvU4ebZg9HOjIr6nOHEkxJg:
b. 3> FO—ZDODHCHAPF —%FEZEL £ 9,

cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

751

DHHC-

1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aG08viVZBAVLNLH4 z8CvKTpV
YxN6S5f0OAtaU3DNil2rieRMfdbg3704=:

Transport Layer Security D% E

Transport Layer Security (TLS) (&. NVMe-oF7/RX k X ONTAP7 L -1 DEIDONVMet&fiiz TV K'Y —I > R

TEFa7ICBESILLET, 16.1LUETIE. CLIEREBADHFHBEF— (PSK) Z#FEHL TONTAP91.3
EERETETET,

CDRRAIICDWVWT

COFIEIE. ONTAP I FA—STFIEZRITIB LS ICHEESTNTLSIHEZRE. SUSE Linux
Enterprise Server KX F TRITLE T,

FIE

1. JRDktls-utils. openssl. libopenssl/Nyw 7 —JHRAMIA YA M=ILEINTWVWR 2R LET,
a. rpm -ga | grep ktls

7351

ktls-utils-0.10+12.9c3923£7-150600.1.2.x86 64

b. rpm -ga | grep ssl
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2.

3.

4.

62

tH75)

openssl-3-3.1.4-150600.5.7.1.x86 64
libopenssll 1-1.1.1w-150600.5.3.1.x86 64
libopenss13-3.1.4-150600.5.7.1.x86 64

RDOFBEDELWT & ZHESR L fetc/tishd.conf £ 97,

cat /etc/tlshd.conf

HOBZERTLET,

[debug]

loglevel=0

tls=0

nl=0

[authenticate]

keyrings=.nvme
[authenticate.client]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>
[authenticate.server]
#x509.truststore= <pathname>
#x509.certificate= <pathname>
#x509.private key= <pathname>

2T LERERFICEE TS LS ICBRICL tishd £9,

systemctl enable tlshd

T—EUHNEITINTWVWBR e %mESEL tishd £,

systemctl status tlshd



HABERTLET,

tlshd.service - Handshake service for kernel TLS consumers
Loaded: loaded (/usr/lib/systemd/system/tlshd.service; enabled;
preset: disabled)
Active: active (running) since Wed 2024-08-21 15:46:53 IST; 4h
57min ago
Docs: man:tlshd(8)
Main PID: 961 (tlshd)
Tasks: 1
CPU: 46ms
CGroup: /system.slice/tlshd.service
L—961 /usr/sbin/tlshd
Aug 21 15:46:54 RX2530-M4-17-153 tlshd[961]: Built from ktls-utils
0.11-dev on Mar 21 2024 12:00:00

5. ZfEF L TTLS PSKZ &AL L "nvme gen-tis-key' £ 9

a. cat /etc/nvme/hostngn
paltl

ngn.2014-08.org.nvmexpress:uuid:eb8ecaz24-faff-1lea-8fee-3a68dd3b5c5f

b. nvme gen-tls-key --hmac=1 --identity=1 --subsysngn=ngn.1992
-08.com.netapp:sn.1d59%9a6b2416bllef9ed5d039%ab0acbhb3:subsystem.sleslb

HA51

NVMeTLSkey-1:01:dNcby017axByCko8Givz009zG1gHDXJCN6KLzvYoA+NpT1luD:

6. ONTAP 7L - T. TLSPSK %Z ONTAP # 7> X7 LICEML £,

vserver nvme subsystem host add -vserver slesl5 tls -subsystem sleslb
-host-ngn ngn.2014-08.org.nvmexpress:uuid:e58eca24-faff-1lea-8fee-
3a68dd3b5c5f -tls-configured-psk NVMeTLSkey-
1:01:dNcby017axByCko8Givz009zGlgHDXJCN6KLzvYoA+NpT1luD:

7. SUSE Linux Enterprise Server "X kT, TLSPSK ZRA ~ A—FIL F—UVJIZEBALE T,
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nvme check-tls-key --identity=1 --subsysngn =ngqn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
-—keydata=NVMeTLSkey

-1:01:dNcby017axByCko8Givz009zG1lgHDXJCN6KLzvYoA+NpTluD: --insert

tH75)

Inserted TLS key 22152a'e

@ PSKIITLSNAY R x40 7I)Ld) X LD Tidentity viy ZERAT 37%H. TNVMe1R01]
CRIRINE T, Identity viik. ONTAPH Y R— NI 23HE—D/N—2 3> T,

8. TLSPSKAEELKFEATNTWB =R LE 9,

cat /proc/keys | grep NVMe

s paltl
22152a7e I--Q-—-- 1 perm 3010000 0 0 psk NVMelRO1
ngn.2014-08.org.nvmexpress:uuid: £fa0c815-e28b-4bbl1-8d4c-7c6d5e610bfc
ngn.1992-

08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%eab0acb3:subsystem.slesl5
UoP9dEfvuCUzzpSO0DYxnshKDapZYmvAQO/RJJ8JAgmAo=: 32

9. SUSE Linux Enterprise Server R X kT, A TN/ TLS PSK ZfEH L T ONTAP 47 X7 LIZHER L
7,

a. nvme connect -t tcp -w 20.20.10.80 -a 20.20.10.14 -n ngn.1992-
08.com.netapp:sn.1d5%a6b2416bllef9%ed5d039%ab50acb3:subsystem.sleslb
--tls key=0x22152a7e --tls

7651

connecting to device: nvmel

b. nvme list-subsys
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tH75)

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.1ld59a6b2416bllef9%ed5d039%ab0acb3:subsystem.slesl5
hostngn=nqn.2014-08.org.nvmexpress:uuid: ffalc815-e28b-
4bbl-8d4c-7c6d5e610bfc
iopolicy=round-robin
\

+- nvmeO tcp
traddr=20.20.10.14, trsvcid=4420,host traddr=20.20.10.80,src addr=20.2
0.10.80 live

10. #—4"y FZBIL. IEELIONTAPHY 7S AT LAADTLSIEG R L £ 7,

nvime subsystem controller show -vserver slesl5 tls -subsystem slesl5 -instance
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HABERTLET,

(vserver nvme subsystem controller show)

Vserver Name:
Subsystem:
Controller ID:
Logical Interface:
Node:

Host NQN:

slesl5 tls
sleslb5

0040h
slesl5t ela 1
A900-17-174
ngn.2014-

08.org.nvmexpress:uuid: ffalc815-e28b-4bbl-8d4c-7c6d5e610bfc

Transport Protocol:

Initiator Transport Address:

Host Identifier:
ffal0c815e28b4bbl8d4c7c6d5e610bfc

Number of I/O Queues:

I/0 Queue Depths:

Admin Queue Depth:

Max I/0O Size in Bytes:

Keep-Alive Timeout (msec):

Vserver UUID:

d039%eab0acb3
Subsystem UUID:

d039%eab0ac83
Logical Interface UUID:

d039%eab0acb3

Header Digest Enabled:

Data Digest Enabled:

Authentication Hash Function:
Authentication Diffie-Hellman Group:
Authentication Mode:

Transport Service Identifier:

TLS Key Type:

TLS PSK Identity:

nvme-tcp

20.20.10.80

4

128, 128, 128, 128
32

1048576

5000

1d59%a6b2-416b-11lef-9ed5-

9b81e3c5-5037-11ef-8a90-

8185dcac-5035-11ef-8abb-

false
false

none
4420

configured
NVMelR0O1l ngn.2014-

08.org.nvmexpress:uuid: ffal0c815-e28b-4bbl1-8d4c-7c6d5e610bfc

ngn.1992-

08.com.netapp:sn.1d59%a6b2416bllef9%ed5d039%eab0acb3:subsystem.sleslb

UoP9dEfvuCUzzpS0DYxnshKDapZYmvAQO/RJIJ8JAgmAO=

TLS Cipher:

TLS-AES-128-GCM-SHA256

EEH D
BEADREIZ 5 0 £ Ao
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SUSE Linux Enterprise Server 15 SP5 with ONTAP[a] (7}
DNVMe-oF 7~ X 185

NVMe over Fibre Channel (NVMe/FC) X ZFDMD k5 > XR— kZZFLNVMe over
Fabrics (NVMe-oF) |&. IEITR—LRAR—ZXT7 Ut X (ANA) %{E X 7=SUSE Linux
Enterprise Server 15 SP5THR— kTN X T, NVMe-oFERIETIE. ANAIZISCSIERIES
K UFCPIRIEDALUATILF/NRICHEE L. A—FRILANVMeT L F/INRTREINZE
3_0

SUSE Linux Enterprise Server 15 SP5 with ONTAPDNVMe-oF xR MR Tld. KDY R— LA FBETE %
ER

* NVMe & SCSIOMABD ~Z T 1w I ZRURAMTRITTETEY, TDT®H. SCSILUNDIZEIFSCSI

mpath7 /N1 Z{Zdm-multipathZ FRETET £IH. NVMe<TILF /NI %ZFEA L THEX b EDNVMe-oF % —
LAR=ZATNAREHRET DD TEET,

* NVMe/FCIZHI X T. NVMe over TCP (NVMe/TCP) B R—bENET, NetApp TS0 > XA T+«
TICA VR M=)LLE T nvme-cli [/Vy T —2liE. NVMe/FCENVMe/TCPDMEA D f— LA R— R
DONTAPDFFHHAN TR REINE T,

PHR— M EINBBEOFFRICDOWVWTIE. BB L T 7T LV Interoperability Matrix Tool"s
DIE8E

*NVMettF* a7, 4 V/\> REBIED Y R— bk

* —EOBENQNZ A L /okigE 1> ~O—> (PDC) D R—k
EXX D HlIFR

* NVMe-oF 70 k )L ZEA L7cSANT — MMIRAEY R— b ThTULEE Ao

* ‘sanlun’'NVMe-oF EHR— b TN TLWEH A, ED7&H. SUSE Linux Enterprise Server 15 SP57K X
DNVMe-oF TIFRRA M A—FT 4 UT 4 DY R—rZFETETEFEA. IRXTDNVMe-oFERX T, 124
DNVMe-CLINY 7 —JIZ8FENTWVWABNetApp 7551 V& FERTEEXY,

NVMe/FC %= 5E

NVMe/FCl&. Broadcom/Emulex FC7 & & % 7zidMarvell/Qlogic FCT7 X 7R ICERETIT X9,
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https://mysupport.netapp.com/matrix/

Broadcom / Emulex
FE
1 WRINZTETRETILVEFERLTVWS e =B LED,

cat /sys/class/scsi _host/host*/modelname

B

LPe32002 M2
LPe32002-M2

2. TRIRETIHEZRZELF T,

cat /sys/class/scsi _host/host*/modeldesc

76

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. BTN B/N\— 3 > DEmulex Host Bus Adapter (HBA ; RA MNRTPHTR) T7—LITT7%
FRALTVWA I xRRALE T,

cat /sys/class/scsi_host/host*/fwrev

B

14.0.639.20, sli-4:2:c
14.0.639.20, sli-4:2:c

4 BEN—2a > DpfcRSANEFRALTVWR I EZREELET,

cat /sys/module/lpfc/version

H 6

0:14.2.0.13
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S AZVI—HR—hZRTRTIBZE=ZHERLET,

cat /sys/class/fc host/host*/port name

B

0x100000109b579d5e
0x100000109b579d5f

6. 1 ZSI—FR—bHFVFAOTHBZ e ZzHRLET,

cat /sys/class/fc host/host*/port state

A6

Online

Online

7. NVMe/FCA =2 T—RR— b HBMICHE>TED. Z—7 v b AR—bHREINZ e zHRLF
ER

cat /sys/class/scsi _host/host*/nvme info

B

ROFTIE 12DA =S IT—RR— DB ECHE>TED, 2204 —4 v FLIFTEHK SN TULE
XS

69



70

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC *ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

8. RZA+ZEUIT—FLZFT,

Marvell/QLogic

SUSE Linux Enterprise Server 15 SP5A—RILICEENTWVWE R T4 TDRE L 1 gla2xxx R Z 1 /\
ICIE. RHOBENZENTVET, CTNSDEIEIF. ONTAPOHR— MIFRBEIXTY,

Flig

1L HR=FEINTWVWBTRTEIRZANET 77— LI T T7DON=2 3 VHEITEIN TV e ZHERL
9,



cat /sys/class/fc host/host*/symbolic name

A6

QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k
QLE2742 FW:v9.12.01 DVR: v10.02.08.300-k

2. %R L £9 gl2xnvmeenable /N T X—RIFNIRESINTWVWE T,

cat /sys/module/qlaZ2xxx/parameters/gl2xnvmeenable
1

1MB D 110 1 X%=BMICTSD (A F>3ay)

ONTAP (Z. A OV FO—F T—R TRAT —FEET A X (MDTS) '8 THH I LHRELEFT, DFED. &
KO BXRY A X 1MB £TICHARD 9, Broadcom NVMe/FCAHR X MMIIMBDI/OY VTR b EFHITT BIC
I&. lpfc’ DFMfE “Ipfc_sg_seg cnt /NTA—R%ET T 4L MED 64 h'5 256 ICEEL £,

() coFIEE. Qogic NVMelFCHZ MZHBRAENEE Ae

FiE
1. "Ipfc_sg_seg_cnt /N X—R%256ICREL £

cat /etc/modprobe.d/lpfc.conf
ROBID &L S BBADKRTEINET T,
options lpfc lpfc sg seg cnt=256

2. O R%ZETL dracut -f. KA ZEUT—LLET,
3. DEN256TH 2 Z & =R L “Ipfc_sg_seg_cnt £,

cat /sys/module/lpfc/parameters/lpfc_sg seg cnt

NVMet —E X = B#ICT D

IZIF2DDNVMe/FCT— b —EZDEENTUVWE T, nvme-cli /Ny — (only) nvmefc-boot-
connections.service Y AT LREFISEEF TEELSICHE>TVWET, nvmt-
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autoconnect.service BEMICHE > TVWEHA. TDH. FETEMICTINELHD £T, nvmf-
autoconnect.service Y AT LEEHICEEIL £,

FIE

1. —BAWICLEFT nvmf-autoconnect.service -

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-
autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

2. RAbZEVT—FLZFT,

3. Y RF LD T — FIC ¥ “nvmefc-boot-connections.service WEITINTWB Z E ZHEE L nvmf-
autoconnect.service’ £ 9,

HAp
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# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot

Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1lmin
ago

Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)

Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)

Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during
boot. ..

nvme [2114]: traddr=nn-0x201700a098fd4cab:pn-0x201800a098fd4cab is
already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

NVMe/FC %57

NVMe/TCPDEREICIZ. ROFIEZERTET XTI,

FIE

1. 42T —ZR— b R—FEINTUVBNYVMe/TCP LIFDBHEOIR—S DT —XEZRETEF3 e x
REELET,
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nvme discover -t tcp -w <host-traddr> -a <traddr>

B

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18

=====Discovery Log Entry O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaab5d039%albb514:discovery traddr:
192.168.2.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039% albb5514:discovery traddr:
192.168.1.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 2

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clacllecaaa55d039% albb514:discovery traddr:
192.168.2.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 3

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039% al6b5514:discovery traddr:
192.168.1.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none



adrfam: ipvé

subtype: nvme subsystem treq: not specified portid: 0

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treq: not specified portid: 1

trsvecid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514 :subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.48391deo6clatllecaaa5d039%eal65514:subsystem. subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

2. NVMe/TCPA Z> I —R2 X —4w FLIFOMID TR TOEAESHET. BEOQOIR—SDOT—X%EEE
ICINBTE3 e xERELET,

nvme discover -t tcp -w <host-traddr> -a <traddr>

B

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

3. #E1TL £ 9 nvme connect-all /—REATHR—FINTLWBITARTDONVMe/TCPA = IT—4/
X—4yw bLIFZRRE LAYV R
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nvme connect-all -t tcp -w host-traddr -a traddr -1

<ctrl loss timeout in seconds>

H A5
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1

(D NetAppTld. ctrl-loss-tmo A /2 aV&EICRELZET -1 TNICKD. NZADEDN
1B EICNVMe/TCPA Z 2 T— 2 W EAARICEENZHITTET 2L SICABD FT,

NVMe-oF ZHRsEL £ 9
NVMe-oF DRRFEICIZ. ROFIEZFBTET XY,

FI@
1. H—=ILAD NVMe TILFNXADBEMICHR>TWB I e ZERLE T,

cat /sys/module/nvme core/parameters/multipath
Y

2. A2+ FA—FETI/ILHONTAP NVMe R — L AR—ZICRIH L TWB e 2R L £ 95
cat /sys/class/nvme-subsystem/nvme-subsys*/model

76

NetApp ONTAP Controller
NetApp ONTAP Controller

3. ZNENDOONTAP NVMe /0> bO—SDNVMe I/IO7RY) & —%#FESEL £,

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

B
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round-robin

round-robin

4. ONTAPR—LAR—ZADRIA MO SERBINZI e =ERLET,

nvme list -v

HA6
Subsystem Subsystem-NQON
Controllers
nvme-subsys0 ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir dhcha
o) nvmeO, nvmel, nvme2, nvme3
Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl
nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFE tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl
nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl
nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl
Device Generic NSID Usage Format
Controllers
/dev/nvmeOnl /dev/ng0Onl Ox1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3



5. BENZOIOY FO—SDORENIiveTHD. IELVANART—HAADNHESNTWVWBR e =#RERALE T,

nvme list-subsys /dev/<subsystem name>
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NVMe/FC
7361

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91,host traddr=nn-0x200000109b5739d5f :pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91l:pn-
0x208500a098dfdd91,host traddr=nn-0x200000109b5739d5e:pn-
0x100000109b579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109p579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098d£fdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109p579d5f live non-optimized

NVMe/FC
7351

# nvme list-subsys

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:e58eca24-faff-11lea-8fee-
3a68dd3b5chHfE

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420, host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 live
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live

LR RNTY T TS AT ONTAP Z— LAR—ATNA A EICIELWMERR RSN TWR Z E =
HWLEY,
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5] ( Column)

nvme netapp ontapdevices -o column

HB
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs CLIENT114
/vol/CLIENT114 vol 0 10/CLIENT114 nsl0 1 c6586535-da8a-

40£fa-8c20-759€a0d69d33 1.07GB

JSON

nvme netapp ontapdevices -o Jjson

HAR
{
"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",

"Vserver":"vs CLIENTI114",

"Namespace Path":"/vol/CLIENT114 vol 0 10/CLIENT114 nsl10",
"NSID":1,

"UUID":"c6586535-da8a-40fa-8c20-759ea0d69d33",
"Size":"1.07GB",

"LBA Data Size":4096,

"Namespace Size'":262144

}

]

}

KEEREE O cO— S DOER

ONTAP 9 .11.1L4B& Tix. SUSE Linux Enterprise Server 15 SP57x X b BD A& H 1> rO—> (PDC)
ZERTEE T, NVMe 7 X7 LADEBMEIFHBRD S F U A CRHOAI RS DT =R T 2EER
BEIMNICEE $ 31213, PDCHARETT,

FIE

1. BEOIR—DOT—2HIMERATIRET. 1 Z>IT—RR— b2 &—47y FLIFOMEAEDED SEIETSE
BEEMERLET,
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nvme discover -t <trtype> -w <host-traddr> -a <traddr>

81



82

HOBERLET,

Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treqg: not specified



portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n
one

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n
one

traddr: 192.168.2.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.unidir n
one

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleecab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420



subngn: ngn.1992-
08.com.netapp:sn.0501ldafl5ddalleecab68d039%eaa’a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.215

eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

2. BEY T RTFLDOPDCEIERR L £,

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

B

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. ONTAPO > rO—5H' 5. PDCHEREINI-C e Z#RERLF T,

vserver nvme show-discovery-controller -instance -vserver vserver name

B
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vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

‘123\:17@’(‘//\“‘/ I\D'L\DIE@t‘/ l\ ‘/7

ONTAP 9 12.1LAf#Tld. SUSE Linux Enterprise Server 15 SP575 X b X ONTAPO > FO—S D]
T. NVMe/TCPE LK UNVMe/FCIRRETE X 2 7R 1 N\ Y RN R— I FE T,

X aT7HBAERET DICIF. FHRAMFERIZOY bO—>% DH-HMAC-CHAP ¥—, NVMeRX FF7=(1Z
O FO—SONQNE BEBEDRE LR —7 Ly hEHAGHERLHDTYT, ET7%ESRIEETSIC
&« NVMeRX M EAFO> bO—SHAET7ICEEMITONF—%RR T 2UENHD £,

CLIF/IIREISONT 71 IILEFERA LT, EXa7RBRA VNV REBERETETET, YT XFTLILIC
B ZDHCHAPX —%#18E I 3N EBELH B/ E1E. config JSONT 71 ILEERATIHENH D 7,
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CLI OfEHR
Flig
1. R FNQNZEEL £9,

cat /etc/nvme/hostngn

2. SUSE Linux Enterprise Server 15 SP57" X k DDHCHAPF—% 4R L £,

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

. -s secret key in hexadecimal characters to be used to initialize
the host key

. -1 length of the resulting key in bytes

. -m HMAC function to use for key transformation

0 = none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

. -n host NON to use for key transformation

KOFTIE. HMACHBICERE S NT-F >4 LDHCHAP* — (SHA-512) &I E 9,

# nvme gen-dhchap-key -m 3 -n ngn.2014-
08.org.nvmexpress:uuid:d3ca725a- ac8d-4d88-bd46a-174ac235139%b

DHHC-
1:03:J200Q0f79f0pLnpF/ASDIRTYyILKIRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1n
1DEh3nVBel9nQ/LxreSBeH/bx/pU=:

3. ONTAPO> bO—5T. AR +EEML. MADDHCHAPE—%$8EL X9,

vserver nvme subsystem host add -vserver <svm name> -subsystem
<subsystem> -host-ngn <host ngn> -dhchap-host-secret
<authentication host secret> -dhchap-controller-secret
<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit]8192-bit}

4. KRR M E BABMERABOEEDORBIAARZ Y R—FLET, KX LT, ONTAPIY hO—3IC
L. BIRLSREARICE S VW TDHCHAPF —ZiBEL £ 95

nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>
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S. #R3F9 % nvme connect authentication ARX bV FO—ZODHCHAPF—%MEEEZL TV
VREERITLED,

a. ’/RX FDHCHAP* —ZHEEEL £ 9,

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

BARREDHIH

# cat /sys/class/nvme-subsystem/nvme-subsysl/nvme*/dhchap secret
DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10OVI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHgS
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6UNO/t3jbvhp7£]jyRIDIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR10OVI9gx00=:

b. 1> +bO—ZDDHCHAPF* —ZHERL £,

Scat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

WARAY T4 L—>3 > 06 :



90

# cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

JSON 7 71 JL

ZERATEF XY /etc/nvme/config.json ZBEL 7 71 )L nvme connect-all ONTAPOY bO—3
B TEBDONVMe 72 R 7 LZFERATE 2550V R,

JSONT 7LD ARV REFERA L TERTEE T, o ATV a VXA T a > DEAICDOWNT
l&. nvme connect-all DY Z a2 7ZILR—JSHEBEBLTLEIL,

FliE
1. JSON 771 ILEZRELE T,

# cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3z2z2fIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8)TgBF2UbNk3DK4AwEk2E
ptWpnalrpwG5CndpOgxpRxhOm4lw=:"

br

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039%9eal65514::subsystem.subsys C
LIENT116",

"ports": [



"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWaZ : "
by
{
"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-
1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWaZz : "
}

[NOTE]

In the preceding example, “dhchap key  corresponds to
‘dhchap secret’™ and “dhchap ctrl key  corresponds to
"dhchap ctrl secret'.

2. config json7 71 JLZ{FEFA L TONTAPO Y bO—ZICEKL £ 95
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nvme connect-all -J /etc/nvme/config.json

B

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

P N PN EREDNNDEDN RN RN

.117 is already connected

3. BY T ZFLDE DY FO—S5TDHCHAPY — o Ly hARABEMICHE > TWBR =R LET,

a. 'RX FDHCHAPF—ZHEZL £ 9,

# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

B

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzdQvU4debZg9HOjIr6nOHEkxJg::

b. > +,O—SDDHCHAPF —%mEZRL F9

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

AP

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6f0aGO8viVZBAVLNLH4 z8CvKTpV
YxN6S5fOAtaU3DNil2rieRMfdbg3704=:



BXRN DRl

SUSE Linux Enterprise Server 15 SP5 with ONTAP ') U — X (CISBEA DRI H D FH Ao

SUSE Linux Enterprise Server 15 SP4 with ONTAP[a] |}
DNVMe-oF R X ~ &K

NVMe over Fibre Channel (NVMe/FC) & DD k5> X7R— b ZZLNVMe over
Fabrics (NVMe-oF) I&. FERTR—LRAR—X 7Tt RX (ANA) %{&EZ 7=SUSE Linux
Enterprise Server (SLES) 15 SP4THR—rENF T, NVMe-oFIRIETIdE. ANA
I&iSCSIH K UFCPIRIEDALUAT ILF /N RICHE L. A—FRILANVMeY L F/INRATE
HEEINEI,

SUSE Linux Enterprise Server 15 SP4 with ONTAPDNVMe-oF 7K X MMERK TIE. XD R— MHFIBTE £
ED

* NVMe&SCSIDmAD S T4 v IR EBLRANTEITTEEX T, D7/, SCSILUNDIZEIESCSI

mpath7 /N1 X |Zdm-multipathZ 5RE T T £ IH. NVMeTILF /NI ZER L THRR F EONVMe-oF % —
LAR=RATNAAZRET B EHNTETEY,

* NVMe/FCIZHIN X T. NVMe over TCP (NVMe/TCP) HHR— bk ENE T, 1ZZEDNVMe-CLI/N Y T —T|C
EENBNetApp TS5 1 IClE. NVMe/FCENVMe/TCPEA D R— L ZAR—XDONTAPD S MANRT &
nxd,

HR—FTNBIBHEOFMICDOWVTIE. ZEB L T 2T LW interoperability Matrix Tool"s
DIEEE

*NVMetzx a7, 41N\ REBEFDYR— bk

c —EDRHENQNZ A L 7ok > crO—> (PDC) OHER—k
EX 1 D #lFRE

* NVMe-oF 70O k JJLZEA L7-SANT — MMIREH R— b ThTULEE Ao

* NVMe-oFidsanlunTIEHR— TN TWVWEH A, FD7&®. SUSE Linux Enterprise Server 15 SP57K X
DNVMe-oF TIIRA b A—FT 4 VT4 DY R—rZFATETEEA. TRXTDNVMe-oFERIXTId. 1FH
DNVMe-CLINN Y r—JIZEENTWVWABNetApp 75571 V%= FIBETEEX T,

NVMe/FC %%

NVMe/FCl&. Broadcom/Emulex FC7 A & F 7zidMarvell/Qlogic FCT7 X 7R ICERETIT £ 9,
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Broadcom / Emulex
FE
1 WRINZTETRETILVEFERLTVWS e =B LED,

cat /sys/class/scsi _host/host*/modelname

B

LPe32002 M2
LPe32002-M2

2. TRIRETIHEZRZELF T,

cat /sys/class/scsi _host/host*/modeldesc

76

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

3. BTN B/N\— 3 > DEmulex Host Bus Adapter (HBA ; RA MNRTPHTR) T7—LITT7%
FRALTVWA I xRRALE T,

cat /sys/class/scsi_host/host*/fwrev

B

12.8.351.47, sli-4:2:c
12.8.351.47, sli-4:2:c

4 BEN—2a > DpfcRSANEFRALTVWR I EZREELET,

cat /sys/module/lpfc/version

H 6

0:14.2.0.6
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S AZVI—HR—hZRTRTIBZE=ZHERLET,

cat /sys/class/fc host/host*/port name

B

0x100000109b579d5e
0x100000109b579d5f

6. 1 ZSI—FR—bHFVFAOTHBZ e ZzHRLET,

cat /sys/class/fc host/host*/port state

A6

Online

Online

7. NVMe/FCA =2 T—RR— b HBMICHE>TED. Z—7 v b AR—bHREINZ e zHRLF
ER

cat /sys/class/scsi _host/host*/nvme info

B

ROFTIE 12DA =S IT—RR— DB ECHE>TED, 2204 —4 v FLIFTEHK SN TULE
XS

95



96

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb046f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

8. RZA+ZEUIT—FLZFT,

Marvell/QLogic

SUSE Linux Enterprise Server 15 SPAA—RILICEENTVWBI R T4 TDORE L 1 gla2xxx R Z 1 /\
ICIE. RHOBENZENTVET, CTNSDEIEIF. ONTAPOHR— MIFRBEIXTY,

Flig

1L HR=FEINTWVWBTRTEIRZANET 77— LI T T7DON=2 3 VHEITEIN TV e ZHERL
9,



cat /sys/class/fc host/host*/symbolic name

A6

QLE2742 FW:v9.08.02 DVR:v10.02.07.800-k QLE2742 FW:v9.08.02
DVR:v10.02.07.800-k

2. #HEEEL £ 9 gl2xnvmeenable /N T X —RIFNIHRESTNTUVET,

cat /sys/module/glaZxxx/parameters/gl2xnvmeenable
1

1MB D 1I0 A X=BMICT S (FF>3Y)

ONTAP (F. A O>Y FO—F T—R TRAT—FELET A X (MDTS) '8 THHLHRELEFT. DFED. &
K10 BXRY 1 Xld 1 MB £TIC%A&D £9, Broadcom NVMe/FCHR X MMZIMBDI/OY) I TR b HRITT BIC
I&. lpfc DffE Ipfc_sg_seg_cnt /NTAXA—R%EFT T +)L MED 64 H'5 256 ICEEL T,

() coOFIEE Qogic NVMelFCHZ CIEBRASNEE A

=2}
1. "Ipfc_sg_seg_cnt /NT X—R%256ICFREL F95

cat /etc/modprobe.d/lpfc.conf
ROBID &K SBENNRRENET,
options lpfc lpfc sg seg cnt=256

2. AT Y R%FE1TL dracut -f. KX +EUIT—FLET,
3. DIEN256TH D L =R L “Ipfc_sg_seg_cnt £7,

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

NVMett —EXZBMICT S

ICIF2DDNVMe/FCT — b —EXDFENTUVWET, nvme-cli /Nw— (only) nvmefc-boot-
connections.service Y AT LAREBFICEKEIFH TEEELSICHE>TVWET, nvmf-
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autoconnect.service BEMICHE > TVWEHA. TDH. FETEMICTINELHD £T, nvmf-
autoconnect.service Y AT LEEHICEEIL £,

FIE

1. —BAWICLEFT nvmf-autoconnect.service -

# systemctl enable nvmf-autoconnect.service
Created symlink /etc/systemd/system/default.target.wants/nvmf-
autoconnect.service — /usr/lib/systemd/system/nvmf-autoconnect.service.

2. RAbZEVT—FLZFT,

3. Y RF LD T — FIC ¥ “nvmefc-boot-connections.service WEITINTWB Z E ZHEE L nvmf-
autoconnect.service’ £ 9,

HAp
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# systemctl status nvmf-autoconnect.service
nvmf-autoconnect.service - Connect NVMe-oF subsystems automatically
during boot
Loaded: loaded (/usr/lib/systemd/system/nvmf-autoconnect.service;
enabled; vendor preset: disabled)
Active: i1nactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin
ago
Process: 2108 ExecStartPre=/sbin/modprobe nvme-fabrics (code=exited,
status=0/SUCCESS)
Process: 2114 ExecStart=/usr/sbin/nvme connect-all (code=exited,
status=0/SUCCESS)
Main PID: 2114 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Connect NVMe-oF subsystems automatically during

boot...
nvme [2114]: traddr=nn-0x201700a098fd4cab6:pn-0x201800a098fd4ca6 is

already connected

systemd[1l]: nvmf-autoconnect.service: Deactivated successfully.
systemd[1l]: Finished Connect NVMe-oF subsystems automatically during
boot.

# systemctl status nvmefc-boot-connections.service
nvmefc-boot-connections.service - Auto-connect to subsystems on FC-NVME
devices found during boot

Loaded: loaded (/usr/lib/systemd/system/nvmefc-boot-
connections.service; enabled; vendor preset: enabled)

Active: inactive (dead) since Thu 2023-05-25 14:55:00 IST; 1llmin ago
Main PID: 1647 (code=exited, status=0/SUCCESS)

systemd[1l]: Starting Auto-connect to subsystems on FC-NVME devices found
during boot...

systemd[1]: nvmefc-boot-connections.service: Succeeded.

systemd[1l]: Finished Auto-connect to subsystems on FC-NVME devices found

during boot.

NVMe/FC %57

NVMe/TCPDEREICIZ. ROFIEZERTET XTI,

FIE

1. 42T —ZR— b R—FEINTUVBNYVMe/TCP LIFDBHEOIR—S DT —XEZRETEF3 e x
REELET,
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nvme discover -t tcp -w <host-traddr> -a <traddr>

B

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.31

Discovery Log Number of Records 8, Generation counter 18

=====Discovery Log Entry O====== trtype: tcp

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: O

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaab5d039%albb514:discovery traddr:
192.168.2.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 1

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clasbllecaaab5d039% albb5514:discovery traddr:
192.168.1.117

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 2

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clacllecaaa55d039% albb514:discovery traddr:
192.168.2.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none

adrfam: ipvé

subtype: current discovery subsystem treqg: not specified

portid: 3

trsvcid: 8009 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039% al6b5514:discovery traddr:
192.168.1.116

eflags: explicit discovery connections, duplicate discovery information
sectype: none
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adrfam: ipvé

subtype: nvme subsystem treq: not specified portid: 0

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.117 eflags: not specified sectype: none

=====Discovery Log Entry 5====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treq: not specified portid: 1

trsvecid: 4420 subngn: ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039eal65514 :subsystem.subsys CLIEN
T116

traddr: 192.168.1.117 eflags: not specified sectype: none

=====Discovery Log Entry 6====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 2

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.48391d66clabllecaaa5d039eal65514:subsystem.subsys CLIEN
T116

traddr: 192.168.2.116 eflags: not specified sectype: none

=====Discovery Log Entry 7====== trtype: tcp

adrfam: ipvé

subtype: nvme subsystem treqg: not specified portid: 3

trsvcid: 4420 subngn: ngn.1992-
08.com.netapp:sn.48391deo6clatllecaaa5d039%eal65514:subsystem. subsys CLIEN
T116

traddr: 192.168.1.116 eflags: not specified sectype: none

2. NVMe/TCPA Z> I —R2 X —4w FLIFOMID TR TOEAESHET. BEOQOIR—SDOT—X%EEE
ICINBTE3 e xERELET,

nvme discover -t tcp -w <host-traddr> -a <traddr>

B

# nvme discover -t tcp -w 192.168.1.4 -a 192.168.1.32
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.36
# nvme discover -t tcp -w 192.168.2.5 -a 192.168.2.37

3. #E1TL £ 9 nvme connect-all /—REATHR—FINTLWBITARTDONVMe/TCPA = IT—4/
X—4yw bLIFZRRE LAYV R
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nvme connect-all -t tcp -w host-traddr -a traddr -1

<ctrl loss timeout in seconds>

H A5
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.31 -1 -1
# nvme connect-all -t tcp -w 192.168.1.4 -a 192.168.1.32 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.36 -1 -1
# nvme connect-all -t tcp -w 192.168.2.5 -a 192.168.1.37 -1 -1

(D NetAppTld. ctrl-loss-tmo A /2 aV&EICRELZET -1 TNICKD. NZADEDN
1B EICNVMe/TCPA Z 2 T— 2 W EAARICEENZHITTET 2L SICABD FT,

NVMe-oF ZHRsEL £ 9
NVMe-oF DRRFEICIZ. ROFIEZFBTET XY,

FI@
1. H—=ILAD NVMe TILFNXADBEMICHR>TWB I e ZERLE T,

cat /sys/module/nvme core/parameters/multipath
Y

2. A2+ FA—FETI/ILHONTAP NVMe R — L AR—ZICRIH L TWB e 2R L £ 95
cat /sys/class/nvme-subsystem/nvme-subsys*/model

76

NetApp ONTAP Controller
NetApp ONTAP Controller

3. ZNENDOONTAP NVMe /0> bO—SDNVMe I/IO7RY) & —%#FESEL £,

cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

B
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round-robin

round-robin

4. ONTAPR—LAR—ZADRIA MO SERBINZI e =ERLET,

nvme list -v

HA6
Subsystem Subsystem-NQON
Controllers
nvme-subsys0 ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir dhcha
o) nvme(O, nvmel, nvme2, nvme3
Device SN MN
FR TxPort Asdress Subsystem Namespaces
nvme0 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl
nvmel 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFFE tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 nvme-subsys0
nvmeOnl
nvme?2 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl
nvme3 81LGgBUgsI3EAAAAAAAE NetApp ONTAP Controller FFFFFFFF tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 nvme-subsys0
nvmeOnl
Device Generic NSID Usage Format
Controllers
/dev/nvmeOnl /dev/ng0Onl Ox1 1.07 GB / 1.07 GB 4 KiB + 0 B

nvme(O, nvmel, nvme2, nvme3
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S. ENZADAY bO—FDORENIIveTHD. IELVWANART—RZANHRESINTVWDR e =ERLET,

nvme list-subsys /dev/<subsystem name>

NVMe/FC

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ea8e8300a098dfdd91:subsystem.nvme 145
1

\

+- nvme2 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208200a098dfdd91,host traddr=nn-0x200000109b5739d5f :pn-
0x100000109b579d5f live optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91l:pn-
0x208500a098dfdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109p579d5e live optimized

+- nvmed fc traddr=nn-0x208100a098dfdd9l:pn-
0x208400a098d£fdd91, host traddr=nn-0x200000109b579d5e:pn-
0x100000109p579d5e live non-optimized

+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-
0x208300a098d£fdd91, host traddr=nn-0x200000109b579d5f:pn-
0x100000109p579d5f live non-optimized

NVMe/FC

# nvme list-subsys

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d
hchap
hostngn=ngn.2014-08.org.nvmexpress:uuid:eb8ecaz24-faff-1lea-8fee-
3a68dd3b5chHf

iopolicy=round-robin

+- nvmeO tcp
traddr=192.168.2.214, trsvcid=4420,host traddr=192.168.2.14 live
+- nvmel tcp
traddr=192.168.2.215, trsvcid=4420,host traddr=192.168.2.14 live
+- nvme2 tcp
traddr=192.168.1.214, trsvcid=4420,host traddr=192.168.1.14 live
+- nvme3 tcp
traddr=192.168.1.215, trsvcid=4420,host traddr=192.168.1.14 live
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6. XY NPV T TSTA2T. ONTAP R—LAR—ZATNA A EICIELWMERRTINTWVWBRZ %M
BLE,

5] ( Column)

nvme netapp ontapdevices -o column

B
Device Vserver Namespace Path
NSID UUID Size
/dev/nvmeOnl vs CLIENT114
/vol/CLIENT114 vol O 10/CLIENT114 nslO0 1 c6586535-daBa-

40fa-8c20-759ea0d69d33 1.07GB

JSON

nvme netapp ontapdevices -o json

B

"ONTAPdevices": [
{
"Device":"/dev/nvmeOnl",
"Vserver":"vs CLIENTI114",
"Namespace Path":"/vol/CLIENT114 vol 0 10/CLIENT114 nsl0",
"NSID":1,
"UUID":"c6586535-da8a-40fa-8c20-75%9ea0d69d33",
"Size":"1.07GB",
"LBA Data Size":4096,
"Namespace Size":262144

KEHIRH Y bO— 5 DERL
ONTAP 9 .11. 14 Tl&. SUSE Linux Enterprise Server 15 SP47R X k DK E I bO—> (PDC)

ZERLTE X 9o NVMet T2 X7 LOEME/IZHIRDOS F U F EREBAIR—I DT — RN T 2EEZ
BHERIICIRIE T 3ICIE. PDCHHETT,
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FIE

1. BEOIR—SOF—EZHMERAARET. 12T —2R— b2 —4 v FLIFOEASHEN SEETE
xR LED,

nvme discover -t <trtype> -w <host-traddr> -a <traddr>
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HOBERLET,

Discovery Log Number of Records 16, Generation counter 14

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.1.215

eflags: explicit discovery connections, duplicate discovery
information

sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem

treq: not specified

portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:discovery
traddr: 192.168.2.215

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: current discovery subsystem
treqg: not specified

107



portid: O

trsvcid: 8009

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa7a232:discovery
traddr: 192.168.2.214

eflags: explicit discovery connections, duplicate discovery
information sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n

one
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.unidir n

one
traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa77a232:subsystem.unidir n

one
traddr: 192.168.2.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.unidir n
one

traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleecab68d039%eaa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvecid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%caa’7a232:subsystem.subsys C
LIENT114

traddr: 192.168.1.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420
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subngn: nqgn.1992-
08.com.netapp:sn.0501ldafl5ddalleecab68d039%eaa’a232:subsystem.subsys C

LIENT114
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%eaa’7a232:subsystem.subsys C

LIENT114
traddr: 192.168.2.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.1.214
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.1.215
eflags: none

sectype: none
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trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’7a232:subsystem.unidir d

hchap
traddr: 192.168.2.215
eflags: none

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treq: not specified

portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.0501dafl5ddalleeab68d039%aa’a232:subsystem.unidir d

hchap
traddr: 192.168.2.214
eflags: none

sectype: none

2. BEY T RTFLDOPDCEIERR L £,

nvme discover -t <trtype> -w <host-traddr> -a <traddr> -p

B

nvme discover -t tcp -w 192.168.1.16 -a 192.168.1.116 -p

3. ONTAPO > rO—5H' 5. PDCHEREINI-C e Z#RERLF T,

vserver nvme show-discovery-controller -instance -vserver vserver name

B

1M



vserver nvme show-discovery-controller -instance -vserver vs nvmel75
Vserver Name: vs CLIENT116 Controller ID: 00COh

Discovery Subsystem NQN: ngn.1992-
08.com.netapp:sn.48391d66cl0a6llecaaa5d039%9eal65514:discovery Logical
Interface UUID: d23cbbla-cl0a6-11ec-9731-d03%eal65abc Logical Interface:
CLIENT116 1if 4a 1

Node: A400-14-124

Host NQN: ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1lb-be09-
74362c0clafc

Transport Protocol: nvme-tcp

Initiator Transport Address: 192.168.1.16

Host Identifier: 59de25be738348f08a79df4bce9573f3 Admin Queue Depth: 32
Header Digest Enabled: false Data Digest Enabled: false

Vserver UUID: 48391d66-cOa6-llec-aaab-d039%eal6b514

CXaTBRA NV RREADEY Ty T

ONTAP 9 12.1LAf#Tld. SUSE Linux Enterprise Server 15 SP475 X bk X ONTAPO > FO—S D]
T. NVMe/TCPH K UNVMe/FCRRATEF 2 77481 YN\ REREEN Y R— b ENE T,

X aT7HBAERET DICIF. FHRAMFERIZOY bO—>% DH-HMAC-CHAP ¥—, NVMeRX FF7=(1Z
O FO—SONQNEBEBENRE LR —I Ly b EHEAEDLEHDTY, ET7EFRIT BIC
&« NVMeRX M EAFO> bO—SHAET7ICEEMITONF—%RR T 2UENHD £,

CLIF/IIREISONT 71 IILEFERA LT, EXa7RBRA VNV REBERETETET, YT XFTLILIC
BB ZDHCHAPX —%IEE T 2MENH DB EIE. config JSSONT 71 ILEFEHTZ2HREHLHD X7,
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CLI®
FIE

£

1. RZ ENONZEEL £ 75

cat

/etc/nvme/hostngn

2. SUSE Linux Enterprise Server 15 SP47R X ks DDHCHAPF—% 4R L £,

[+]

nvime gen-dhchap-key -s optional secret -1 key length {32]48|64} -m
HMAC function {0]1]2]3} -n host ngn

-s secret key in hexadecimal characters to be used to initialize
host key

-1 length of the resulting key in bytes

-m HMAC function to use for key transformation

none, 1- SHA-256, 2 = SHA-384, 3=SHA-512

-n host NON to use for key transformation

KDFITIE. HMACHBICERTE S N/-5 >4 LDHCHAP*+ — (SHA-512) iER TN F .

# nvme gen-dhchap-key -m 3 -n ngn.2014-08.org.nvmexpress:uuid:d3ca725a-
ac8d-4d88-b46a-174ac235139%
DHHC-
1:03:J20J0f79f0pLnpF/ASDIRTYILKIRr5CougGpGdQSysPrLubRW1fG15VSjbeDF1nlDE
h3nVBel9nQ/LxreSBeH/bx/pU=:

1. ONTAPOY FO—5T. KX FZEBML. WHDDHCHAPF —%3EEL £ 9,

vserver nvme subsystem host add -vserver <svm name> -subsystem

<subsystem> -host-ngn <host ngn> -dhchap-host-secret

<authentication host secret> -dhchap-controller-secret

<authentication controller secret> -dhchap-hash-function {sha-
256 |sha-512} -dhchap-group {none|2048-bit|3072-bit|4096-bit|6144-
bit|8192-bit}

2 K2 M BAEERAROBEAOTEAREY R— FLET, KX LT, ONTAPIY FO—5IC
5 L BIR Lo RAEA TS E S W CDHCHAP ¥ — #35%E L £ 9

113



nvme connect -t tcp -w <host-traddr> -a <tr-addr> -n <host ngn> -S
<authentication host secret> -C <authentication controller secret>

3. #3F9 % nvme connect authentication KX ¥ Y bFO—SODHCHAPX—%#MEEL TV
YRZEERITLEY,

a. 7R X FDHCHAP*—%#HEEL £ 9,

$cat /sys/class/nvme-subsystem/<nvme-subsysX>/nvme*/dhchap secret

BRRERED R

SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsysl/nvme*/dhchap secret

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7£fjyRIDIRJOHGSE
wQtyelJCFSMkBQH3pTKGAYR1OVIgx00=":

DHHC-
1:03:JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7£fjyRIDIRJOHGSE
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDIRJOHGSE
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

DHHC-
1:03:3JelnQCmjJLUKD62mpYbzlpuw00Iws86NBI6uNO/t3jbvhp7fjyRIDIRJOHGS
wQtyelJCFSMkBQH3pTKGAYR10VI9gx00=:

b. > +,O—SDDHCHAP* —%mERL £ 9

Scat /sys/class/nvme-subsystem/<nvme-
subsysX>/nvme*/dhchap ctrl secret

WARAY T4 L—>a>OEHA :
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SR650-14-114:~ # cat /sys/class/nvme-subsystem/nvme-
subsys6/nvme*/dhchap ctrl secret

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

DHHC-
1:03:WorVEV83eYO053kV4Iel50pphbX5LAphO3F8fgH3913t1rkSGDBITt3crXeTUBSE
CwGbPsEyz6CXxdQJibkbn4IzmkFU=:

JSON 7 71 JL

ZERATEF XY /etc/nvme/config.json ZBEL 7 71 )L nvme connect-all ONTAPOY bO—3
B TEBDONVMe 72 R 7 LZFERATE 2550V R,

JSONT 7LD ARV REFERA L TERTEE T, o ATV a VXA T a > DEAICDOWNT
l&. nvme connect-all DY Z a2 7ZILR—JSHEBEBLTLEIL,

FliE
1. JSON 771 ILEZRELE T,

# cat /etc/nvme/config.json
[
{

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",

"hostid":"3ael0b42-21af-48ce-a40b-cfb5bad81839",

"dhchap key":"DHHC-
1:03:Cu3z2z2fIz1WM1gZFnCMgpAgn/T6EVOcIFHez215U+Pow8)TgBF2UbNk3DK4AwEk2E
ptWpnalrpwG5CndpOgxpRxhOm4lw=:"

br

"hostngn":"ngn.2014-08.org.nvmexpress:uuid:12372496-59c4-4d1b-
be09-74362c0clafc",
"subsystems": [
{

"ngn":"ngn.1992-
08.com.netapp:sn.4839%91d66clabllecaaa5d039%9eal65514::subsystem.subsys C
LIENT116",

"ports": [

115



116

"transport":"tcp",
"traddr":"192.168.1.117",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWAZ :

by
{

"transport":"tcp",
"traddr":"192.168.1.116",
"host traddr":"192.168.1.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgsSYKUBRSONuOVPx5HEwAZ :

s
{

"transport":"tcp",
"traddr":"192.168.2.117",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uulrCpGsDYU6ZHZVRUVgSYKUBRSONuOVPx5HEwWAZ :

by
{

"transport":"tcp",
"traddr":"192.168.2.116",
"host traddr":"192.168.2.16",
"trsvcid":"4420",
"dhchap ctrl key":"DHHC-

1:01:0h58bcT/uul0rCpGsDYU6ZHZVRUVgsYKUBRSONuOVPx5HEwWAZ :

}

[NOTE]
In the preceding example,

“dhchap key ™ corresponds to

‘dhchap secret’™ and “dhchap ctrl key  corresponds to

"dhchap ctrl secret'.

2. config json7 71 JLZ{FEFA L TONTAPO Y bO—ZICEKL £ 95



nvme connect-all -J /etc/nvme/config.json

B

traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.
traddr=192.168.

.116 is already connected
.116 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.117 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.116 is already connected
.117 is already connected

P N PN EREDNNDEDN RN RN

.117 is already connected

3. BY T ZFLDE DY FO—S5TDHCHAPY — o Ly hARABEMICHE > TWBR =R LET,

a. 'RX FDHCHAPF—ZHEZL £ 9,

# cat /sys/class/nvme-subsystem/nvme-subsys0/nvme0/dhchap secret

B

DHHC-1:01:NunEWY7AZ1XgxITGheByarwzdQvU4debZg9HOjIr6nOHEkxJg::

b. > +,O—SDDHCHAPF —%mEZRL F9

# cat /sys/class/nvme-subsystem/nvme-
subsys0/nvme0/dhchap ctrl secret

AP

DHHC-
1:03:2YJinsxa2v3+m8gqCiTnmgBZoH6mIT6G/6£0aG08viVZB4VLNLH4z8CvK7pVYxN
6S5fOAtaU3DNil2rieRMfdbg3704=:
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BXRN DRl

SUSE Linux Enterprise Server 15 SP4 with ONTAP ) ) — X ([CIZBEA DB H D FH Ao

ONTAP %18 L 7= SUSE Linux Enterprise Server 15 SP3 F
NVMe-oF 7K X &R

SUSE Linux Enterprise Server 15 SP3 with ANA (Asymmetric Namespace Access) T
i&. NVMe over Fabrics £ 7zIdNVMe-oF (NVMe/FCE LU ZDMD F 5> RKR— b2 &
) BR—bFEINFT, ANAIINVMe-oFIRIBICHITDALUAICHEE L. REEH—=
JLANVMe VY IILFNRATEEESNTVWE T, COFIEZEAT S . SUSE Linux
Enterprise Server 15 SP35 &K T'ONTAPEDANAZ X —/7w b L TERL T, H—=%
JLANVMe< L F /XX TNVMe-oF £ BRIICT D EMTET £,

HR—EINTWVIERDFHICDOWLWTIE. ZBER L T ET W interoperability Matrix Tool"s

DHERE

* SUSE Linux Enterprise Server 15 SP3l&. NVMe/FCE LU ZDMD F SV RR—hEHR—FLTUVE
ED

* sanlun ICHTEL TWEEA. TD7=%. SUSE Linux Enterprise Server 15 SP3Tl&. Linux Host
Utilites TNVMe-oF ' 7 R— kTN £ Ao NVMe-oF DIZZENDNVMe-CLI/Nw r —JIZEEFNTL
BNetApp 7S50 V% FIATEE T, TRTDONVMe-oFEENHR— SN TWVBRELRHD T,

* NVMe&SCSIOBAD ST 4 v I ZRULRRAFTRITTETET, B ThiE. BBERIC—REIICEA
TNB3RAMERTHZEBESNTUVET, ZD7H. SCSINHZEIFSCSILUNZEBEEHDICEEL
‘dm-multipath’ Tmpath7 /N1 X ZBHETE £ IH. NVMeT IILF /N %EEA L THRX ~TNVMe-oF ¥ ILF
INZATNA ZZHEBETEET,

BEXN D HIIFR
NVMe-oF 7Ok JJ)LZERA L7SANT — FMIIRETR— TN TULEE Ao

A—XILHD NVMe TILFINRZBMCLEFT
SUSE Linux Enterprise Server 15 SP37: £ MSUSE Linux Enterprise Server’i X k Tld. 71—FJLANVMe~

IWFINZADTTICT 7AILETEMCE>TVWET, F0RSH. CZTITEBMDREIIHNEDHD FHA, YR
— FEINTVBEBEOFERICDOVLWTIE. ZBR L T T WV Interoperability Matrix Tool"s

NVMe-oF 1 Z> T —X/)\wi—
HR—EINTVBIERDOFHICDOWLWTIE. ZBER L T ZT WWinteroperability Matrix Tool"s

1. KEHH—2)L Envme-cli MU/ 7 — I HSUSE Linux Enterprise Server 15 SP3 MUK X M A >V X b —
ILENTWBZ xR LET,

ll
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# uname -r
5.3.18-59.5-default

# rpm -galgrep nvme-cli
nvme-cli-1.13-3.3.1.x86 64

FED nvme-cli MU Ny —2IClE. RODBDOHBEENTWVWETD,

° *NVMe/FC BEIEHR V) T b * - R—LAR—IADEB LB ZINZADU X R T ENFIHZEPER
kD)7 — hRIZ NVMe/FC BEhiEs: (BN THE !

# rpom -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmefc-connect. target
/usr/lib/systemd/system/nvmefc-connect@.service

o *IBiE udev IL—JL *-FTLWudev L—JLT. NVMe WILFNXZXASO Y ROEYO—RNSVHDOT
74 )L~ ONTAP All ONTAP R— L RAR—XAZFERT 3,

# rpom -gl nvme-cli-1.13-3.3.1.x86 64

/etc/nvme

/etc/nvme/hostid

/etc/nvme/hostngn
/usr/lib/systemd/system/nvmefc-boot-connections.service
/usr/lib/systemd/system/nvmf-autoconnect.service
/usr/lib/systemd/system/nvmf-connect.target
/usr/lib/systemd/system/nvmf-connect@.service
/usr/lib/udev/rules.d/70-nvmf-autoconnect.rules
/usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# cat /usr/lib/udev/rules.d/71-nvmf-iopolicy-netapp.rules

# Enable round-robin for NetApp ONTAP and NetApp E-Series
ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp
ONTAP Controller", ATTR{iopolicy}="round-robin"

ACTION=="add", SUBSYSTEM=="nvme-subsystem", ATTR{model}=="NetApp E-
Series", ATTR{iopolicy}="round-robin"

° *ONTAP TNARBARY 7w T TS5 14>2 *-ONTAP Z— LAR—IABHUMIBTESZ L5112, BIFED
XY STV TTSITADREEINFE LT
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2. 7RZX b @ /etc/nvme/hostngn’ T hostngn XF5ZFEEZ L. ONTAP 7L 1 DXILT 24T AT LD
hostngn XFEF EBYNIC—L TWBA e xEELET, fl:

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid:3ca559e1-5588-4fc4-b7d6-5ccfb0b9f054
::> vserver nvme subsystem host show -vserver vs fcnvme 145
Vserver Subsystem Host NON
vs _nvme 145 nvme 145 1 ngn.2014-08.org.nvmexpress:uuid:c7/b07bl6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 2 ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 3 ngn.2014-08.org.nvmexpress:uuid:c/b07blé6-a22e-
4la6-alfd-cf8262c8713f

nvme 145 4 ngn.2014-08.org.nvmexpress:uuid:c7/b07bleo-a22e-
4la6-alfd-cf8262c8713f

nvme 145 5 ngn.2014-08.org.nvmexpress:uuid:c7b07bl6-a22e-
4la6-alfd-cf8262c8713f
5 entries were displayed.

RAMTEALTWVWS FC 7R TRICHEL T, ROFIEZEITLE T,

NVMe/FC % &7
Broadcom / Emulex

1L RINZTRTRET 77— LT TON—23VhRioTWB I e 2R LET, !

# cat /sys/class/scsi host/host*/modelname

LPe32002-M2

LPe32002-M2

# cat /sys/class/scsi host/host*/modeldesc

Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
# cat /sys/class/scsi host/host*/fwrev

12.8.340.8, sli-4:2:c

12.8.840.8, sli-4:2:c

cHFLWIpfc RZAN (AVRy I RETT MRy ZOMEA) ICIE Ipfc_enable_fc4_type 77 # L b
M IICERETNTWET LD > T Yetc/modprobe.d/ipfc.conf TZ NZEARMICERELHRLTH
'initrd' ZB{ER TE £ Jlpfcnvme DY R—KMI' T I AL TITICBAMICER>TVWET
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# cat /sys/module/lpfc/parameters/lpfc _enable fc4 type
3

cBIEORA T4 TRy I X pfc RSA4/NIE. NVMe /FCICHIGLcRFIDN—3 0T, D
e, IpfcO0B RSANZA VA M—=ILTIHEIEHD EFE A,

# cat /sys/module/lpfc/version
0:12.8.0.10

2. AZI—FR—bDBELTVB I ZRHRLE T,

# cat /sys/class/fc _host/host*/port name
0x100000109p579d5e

0x100000109b579d5¢f

# cat /sys/class/fc_host/host*/port state
Online

Online

3. NVMe/FCHA Zo IT—RR— bW BEMICHR->TVWBR . Z—F v b R—bEHARRINTVWDEZ . &L
VIRTOR—EHBEL TVWBRZEZERLE T, +XROFITIE. 1= IT—RKR— DM DEFERIC
BoTHD. 22042 —4 v FLIFCEFH SN TULE T,
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098d£fdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x100000109b579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098d£fdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

4. RAbzVT—-bLET,

1IMB /O B X%=BMICTS (AT 3Y)

ONTAP (& Identify I~ FO—5F—4%IC MDT (MAX Data EImxtr 1 X) 8 #HRELFEFT, 2FH. /KO
B3R XIIREA 1 MB THIFTNUXERD £H A, 7272 L. Broadcom NVMe/FCR X kICH 1 X1MBDI/OEK
HFITTBICIE. Ipfc/NT X —42 % “Ipfc_sg_seg_cnt' T 7 # )L MEDGAH 5256 £ TEXPTHRENDHD £7,
ROFIEZFERALTEITLED,

1. ZhZNd T modprobe Ipfc.conf 1 7 7 JLICE 256 ZEML £ 9,
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# cat /etc/modprobe.d/lpfc.conf
options lpfc lpfc sg seg cnt=256

2. OTv Y R%ZEFTL dracut -f. KA LEUT—FLET,
3. BiitEg. X9 3 sysfs [BEX AL T, ERORENBAHINTVWS I e x2EELET,

# cat /sys/module/lpfc/parameters/lpfc sg seg cnt
256

CMNT. Broadcom NVMe/FC 7R X k& ONTAP X—LZAR—XATFT/NA XIZ1MB D /0 BXREZXETE D &
SICHEDET,
Marvell/QLogic

#1 L L\SUSE Linux Enterprise Server 15 SP3 MUA—RILICEENTWE A T+ TDRE b L 1 gla2xxx *
SANIKCIF RFIOT7 Yy TR M) —LEENBERAINTVET, CNS5DEEIE. ONTAPDHR— MR

RTYo

1L HR=—PENTVWB TR TIIRZANET 77— LI TON—I 3 VHAEITINTVWB I R L &
To RICHIZRLET,

# cat /sys/class/fc _host/host*/symbolic name
QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k
QLE2742 FW:v9.06.02 DVR:v10.02.00.106-k

2. Marvell 7 7ADNVMe/FC 1 = T—RE L THBETES LS5 T gl2xnvmeenable | HE&EINT
WBZezMRLET,

# cat /sys/module/gla2xxx /parameters/gl2xnvmeenable 1

NVMe/FC %= 55E

NVMe/FC EIZEA D, NVMe/FC IZBEHEGEREEZBA TULWEtHA. THICEKD. Linux NVMe/FC 7R k
ICIERD 2 DOKREZRFRAHD £9,

o * NZAHMEE L0 BEBEESIZITHONAR L * NVMe/TCP |3, NAZIY% 10 BT 7 AL D T
Ctrl-loss -TTMO | R4/ Y —%#BZ TEELIE-NIICEFNICEER IR CIETEFEE A

* * R OEEEICBEERIATHONAR L * RX b DOEEIFFIC NVMe/FC NEEIMICERENZCEHH
DEE A

BALTIREHSCITIE. T2 F—N—ARY FOBRITHRE300 U LICRE T Z3HENHD &
Jo Ctrl_loss _TMOZA Y —DEZAZT< T2, BHATHEZERETET I, FHIIXDEED T,

FIE
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1. HR—F TN TULS NVMe/FCLIF DIEEOIR—JSFT—2%E A ZS T—HAR— MHRAADT-HE S H
HESRLE Y,

# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.51
Discovery Log Number of Records 10, Generation counter 119

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem

treg: not specified

portid: 0

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bb4dfllebbaded039%ealbSabec:subsystem.nvme 118 tcp
1

traddr: 192.168.2.56

sectype: none

trtype: tcp

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e%bb4dfllebbaded039%al6Sabec:subsystem.nvme 118 tcp
1

traddr: 192.168.1.51
sectype: none

trtype: tcp

adrfam: ipvé

subtype: nvme subsystem
treqg: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-
08.com.netapp:sn.56e362e9bb4fllebbaded039%al6babc:subsystem.nvme 118 tcp
2

traddr: 192.168.2.56
sectype: none

2. D NVMe/FC A =2 T —2 22—y~ LIFOAYAR T 74 IHDBREOITR—S T — 2 Z ERICEIS TS
MR LET, I
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# nvme discover -t tcp -w 192.168.1.8 -a 192.168.1.52
# nvme discover -t tcp -w 192.168.2.9 -a 192.168.2.56
# nvme discover -t tcp -w 192.168.2.9 -a 192.168.2.57

3. #E{TL £ nvme connect-all /—RREITHR—FZINBZIIRTDONYMe/FCA ZSIT—HRR—4y
RLIFICR L TEITT2OIY VN, REFBEHNREWC CZHELTLET W etrl loss tmo ¥1Y—H
SHITHERE (B0 Y. HSRETETFEY) -1 1800) connect-allFiZ. /NRIBEHIEE LB EICRE
MEEITINSLDICLET, Fl:

# nvme connect-all -t tcp -w 192.168.1.8 -a 192.168.1.51 -1 1800
# nvme connect-all -t tcp -w 192.168.1.8 -a 192.168.1.52 -1 1800
# nvme connect-all -t tcp -w 192.168.2.9 -a 192.168.2.56 -1 1800
# nvme connect-all -t tcp -w 192.168.2.9 -a 192.168.2.57 -1 1800

NVMe-oF #1&3F L £ 9
1. RXOFT VIRV R%EAICLT. BH—RILAD NVMe RILFNADERRICEICIE > TWBA 5 HE
=

Elt,\

# cat /sys/module/nvme core/parameters/multipath
Y

2. & ONTAP #— L ZXR— X DiEY]7% NVMe-oF 2 ( I NetApp ONTAP Controller | ICEREI N T
model | X Tloadbalancing iopolicy 1 ' TS 7> ROE V] ICREINTWVERY) NARIAMIELLKR
MENTWBZ e ZBELET,

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

3. ONTAP Z—LZAR—ZADFRAMIELL RMENTWS e =R LET, fl:
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# nvme list
Node SN Model Namespace

Usage Format FW Rev
85.90 GB / 85.90 GB 4 KiB + 0 B BB EE BB BE
BIDA :

# nvme list
Node SN Model Namespace

85.90 GB / 85.90 GB 4 KiB + 0 B 1T 1T

4 BENZ2DAY FO—ZDRENS 1 T T, BUYRANART—RATHZ e =HEBLET, Il :

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=nqgn.1992-
08.com.netapp:sn.04ba0732530911a8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live non-
optimized

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live non-
optimized

+- nvmed fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live optimized
+- nvmeb6 fc traddr=nn-0x208100a098dfdd91:pn-0x208300a098dfddol

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

RlDA :
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#nvme list-subsys /dev/nvmeOnl

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:sn.37ba7d9%cbfballeba35dd039%eal65514:subsystem.nvme 114 tcp

1

\

+- nvmeO tcp traddr=192.168.2.36 trsvcid=4420 host traddr=192.168.1.4

live optimized

+- nvmel tcp traddr=192.168.1.31 trsvcid=4420 host traddr=192.168.1.4

live optimized

+- nvmelO tcp traddr=192.168.2.37 trsvcid=4420 host traddr=192.168.1.4

live non-optimized

+- nvmell tcp traddr=192.

live non-optimized

+- nvme20 tcp traddr=192.

live optimized

+- nvme2l tcp traddr=192.

live optimized

+- nvme30 tcp traddr=192.

live non-optimized

+- nvme3l tcp traddr=192.

live non-optimized

168.

168.

168.

168.

168.

.32

.36

.31

.37

.32

trsvcid=4420

trsvcid=4420

trsvcid=4420

trsvcid=4420

trsvecid=4420

5. Xy b TPV TSTAUIZONTAP Z—LAR—ZAFNA A EIC

LEd. A

host traddr=192.

host traddr=192.

host traddr=192.

host traddr=192.

host traddr=192.

168.

168.

168.

168.

168.

BYIRENRRTIINTUVS Z & 2 HER
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# nvme netapp ontapdevices -o column
Device Vserver Namespace Path

NSID UUID Size

1 23766b68-e261-444e-b378-2e84dbeleb5el 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 O/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 40096,
"Namespace Size" : 20971520
}
]
}
Blof



# nvme netapp ontapdevices -o column

Device Vserver Namespace Path

/dev/nvmeOnl vs tcp 114 /vol/tcpnvme 114 1 0 1/tcpnvme 114 ns
NSID UUID Size

1 abaee036-el12f-4b07-8e79-4d38a9165686 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
"Device" : "/dev/nvmeOnl",
"Vserver" : "vs tcp 114",
"Namespace Path" : "/vol/tcpnvme 114 1 0 1/tcpnvme 114 ns",
"NSID" : 1,
"UUID" : "abaee036-el2f-4b07-8e79-4d38a9165686",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520
}
]
}
BRI DI

BAROERBIEH D £ Ao

ONTAP %12 L 7= SUSE Linux Enterprise Server 15 SP2 F
NVMe/FC 7R X b &R

NVMe/FCl&. SUSE Linux Enterprise Server 15 SP2 CONTAP 9 6A ETHR—FEh
TWX Y, SUSE Linux Enterprise Server 15 SP27RX FTld. BIL 7 7/ NF v RILA
ZOI—RTRATRR—FENLTINVMe/FChS 74w EFCPRS 70w I DA%
ERITTEET, Y R—bFINBFCTR 7RI bO-FD—&EICDOWVWTIF. ZE5RBL
T < 72 &L\ "Hardware Universe" o

HHR— b INBBREN—2aVORFD X MMIDOWTIE. BB L TL 2T LW interoperability Matrix
Tool",

129


https://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/matrix/
https://mysupport.netapp.com/matrix/

®

EERN DR
NVMe-oF 701 k JJL &M L .SAN T — hZBRIESR— FShTLEE Ao

CDFIETHATIHEBHREEZFEAL T, BELLICERESINTVWBRITTURISAT U 5B
A% T Z"Cloud Volumes ONTAP"ONTAP 555 Amazon FSX"E ¥,

SUSE Linux Enterprise Server 15 SP2 CNVMe/FCEEZNIZ T 3

1. #£238 E 1 3 SUSE Linux Enterprise Server 15 SP2 MUA—RILN—2 3 ICT v T L—RLE T,
2. 21474 7D nvme-CLI N\ —2%T7 v FIL—RLET,

ZDRA T4 T D nvme-CLI /Ny —J Tl
FNTUVWET, CDOIL—ILTIE. NVMe TILFNZATOSO Y ROEYO—RNS>I 2T, ONTAP
Z—=LAR=ZRFADRY 8Ty T TSTA4 0 BMIHED 9,

# rpm -galgrep nvme-cli

nvme-cli-1.10-2

.38.x86_64

NVMe/FC BENEH X2 1) 7 k. ONTAP udev JIL—ILH'E

3. SUSE Linux Enterprise Server 15 SP27R X kT, DR X FNQNXF5 % f#EZE L /etc/nvme/hostngn
. ONTAPZ L1 DOXGT 2 T AT LDERAX RNONXFESNE—RT B e =R L £ T, Fl:

# cat /etc/nvme/hostngn

ngn.2014-08.0rg

.nvmexpress

::> vserver nvme subsystem

Vserver Subsystem Host NON

ruuid:

host

3cab59el1-5588-4fc4-b7d6-5cctb0b9£054

show -vserver vs fcnvme 145

vs_ fcnvme 145
nvme 145 1

ngn.2014-08.0rg.

nvme 145 2

ngn.2014-08.0rg.

nvme 145 3

ngn.2014-08.0rg.

nvme 145 4

ngn.2014-08.0rg.

nvme 145 5
ngn.2014-08.0rg

nvmexpress

nvmexpress

nvmexpress

nvmexpress

.nNvmexpress

5 entries were displayed.

4. RZ2bzEVT—FLED
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ruuid:

ruuid:

ruuid:

ruuid:

ruuid:

c7b07bl6-az22e-41lab-alfd-c£8262c8713f

c7b07bl6-a22e-41lab-alfd-c£8262c8713f

c7b07bl6-az22e-41la6b-alfd-c£8262c8713f

c7b07bl6-az22e-41lab-alfd-c£8262c8713f

c7b07bl6-a22e-41lab-alfd-c£8262c8713f
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Broadcom FC 74 74 % NVMelFC BICERELF T

1L HR—FEINTVE TR T RZFERLTVWE L ZHRLET, TR—FEINTVWE TR TZDORED
A MZDOWTIE. ZER L TL 2T Winteroperability Matrix Tool"s

# cat /sys/class/scsi host/host*/modelname
LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. R INDB Broadcom Ipfc 77 —L I T T ERATATAVRYIARSANDN—=2 3 U EFERLTL
BleEMRLED,

# cat /sys/class/scsi_host/host*/fwrev
12.6.240.40, sli-4:2:c
12.6.240.40, sli-4:2:c

# cat /sys/module/lpfc/version
0:12.8.0.2

3. Ipfc_enable_fc4_type W 3 ICRREINTWVWBR CZRHRLET

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4 AZOT—RKR—bHBELTVE L ZRRBLE TS

# cat /sys/class/fc host/host*/port name
0x100000109b579d5e
0x100000109p579d5¢f

# cat /sys/class/fc_host/host*/port state
Online
Online

5. NVMe/FC A Z T —RR— bHABEMIBR>THD RITHT. 4—47 v b LIF Z58H TSI 3 C L =HEER
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L&,

# cat /sys/class/scsi host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 IO 5894 ELS 250

NVME LPORT 1lpfcO WWPN x100000109b579d5e WWNN x200000109b579d5e DID
x011c00 ONLINE

NVME RPORT WWPN x208400a098dfdd91 WWNN x208100a098dfdd91 DID x011503
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208500a098dfdd91 WWNN x208100a098dfdd91 DID x010003
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e49 Cmpl 0000000e49 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003ceb594f Issue 000000003ce65dbe OutIO
fffffffffffb04e6f

abort 00000bd2 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 000014f4 Err 00012abd

NVME Initiator Enabled

XRI Dist 1lpfcl Total 6144 IO 5894 ELS 250

NVME LPORT lpfcl WWPN x1000001090579d5f WWNN x200000109b579d5f DID
x011b00 ONLINE

NVME RPORT WWPN x208300a098dfdd91 WWNN x208100a098dfdd91 DID x010c03
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x208200a098dfdd91 WWNN x208100a098dfdd91 DID x012a03
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 0000000e50 Cmpl 0000000e50 Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 000000003c9859ca Issue 000000003c93515e OutIO
fffffffffffaf794

abort 00000b73 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr
00000000 err 00000000

FCP CMPL: xb 0000159d Err 000135c3

NVMe/FC % #&:F

1. BUF D NVMe/FC REZMIRL T ZTE L,

# cat /sys/module/nvme core/parameters/multipath
Y
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# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy

round-robin

2. R=LAR—ZAPMER SN zHRLEF T,

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmelnl 814vWBNRwfBGAAAAAAAB NetApp ONTAP Controller 1 85.90 GB /
85.90 GB 4 KiB + 0 B FFFFFFFF

3. ANANZADRT—RA%=MEZRLET,

# nvme list-subsys /dev/nvmelnl

nvme-subsysl - NQN=ngn.1992-
08.com.netapp:sn.04ba0732530911ca8e8300a098dfdd91:subsystem.nvme 145 1
\

+- nvme2 fc traddr=nn-0x208100a098dfdd91:pn-0x208200a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live
inaccessible

+- nvme3 fc traddr=nn-0x208100a098dfdd91:pn-0x208500a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live
inaccessible

+- nvmed fc traddr=nn-0x208100a098dfdd91:pn-0x208400a098dfdd9l

host traddr=nn-0x200000109b579d5e:pn-0x100000109b579d5e live optimized
+- nvme6 fc traddr=nn-0x208100a098dfdd9l:pn-0x208300a098dfdd9l

host traddr=nn-0x200000109b579d5f:pn-0x100000109b579d5f live optimized

4. ONTAP TNA ZRBAXRY N7 TS50 4 =R LET,
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# nvme netapp ontapdevices -o column
Device Vserver Namespace Path NSID UUID Size

/dev/nvmelnl vserver fcnvme 145 /vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns
1 23766b68-e261-444e-b378-2e84dbelebel 85.90GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : |
{
"Device" : "/dev/nvmelnl",
"Vserver" : "vserver fcnvme 145",
"Namespace Path" : "/vol/fcnvme 145 vol 1 0 0/fcnvme 145 ns",
"NSID" : 1,
"UUID" : "23766b68-e261-444e-b378-2e84dbelebel",
"Size" : "85.90GB",
"LBA Data Size" : 409¢,
"Namespace Size" : 20971520
y
]
}
BRI DR
BRI DOEEILH D FHE Ao

Broadcom NVMe/FC @ 1MB I/0 Hf XZ=B&ICL £

ONTAP (&, BB O bO—F T—R THRAT —FEET A X (MDTS) N8 THBHIELHREL XTI, DFD. &
KO BRY 1 XIE1MB £TICHRD £FJ, Broadcom NVMe/FCRX MMZIMBDI/O) VY TR M EFITY 3
I&. lpfc’ DMfE “Ipfc_sg_seg cnt /NTAXA—R%ET T 4L MED 64 h'5 256 ICEEL £,

()  coFEE. Qlogic NVMelFCHR MClF BRI NEE Ae

Flg
1. "Ipfc_sg_seg_cnt /NS X —R%256ICREL £ T,

cat /etc/modprobe.d/lpfc.conf

ROBIDE S BHADNRTENE T
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options lpfc lpfc sg seg cnt=256

2. AT Y R%FE1TL dracut -f. KX +cEUIT—FLET,
3. DEH256TH 3 & =R L "Ipfc_sg_seg_cnt £ 9,

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Ipfc FHO0
NVMe/FCAH®DLPFCR A N%=HRELE T,

FIE

1. ZEREL Y 1pfc log verbose NVMe/FCANRY b OJIZEEERT D7D R A NEREIFXDWT
nHTd,

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2.

Tm

ZRELS. ZRTLET dracut-£f ANV FZERITL. RAMZUT—FLET,
REZHR LTI,

?45

# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771

SUSE Linux Enterprise Server 15 SP1 ¥ ONTAP @©
NVMe/FC 7R X ~i&RAK

NVMe over Fibre Channel (NVMe/FC) [&. SUSE Linux Enterprise Server 15 SP15 &
UONTAPZREITIBRAMIA—7 Y P LTHRETETXT,

ONTAP 9.6LUB&Tld. RD/N— 3 > DSUSE Linux Enterprise Server CTNVMe/FCH 7 R— kS 95
» SUSE Linux Enterprise Server 15 SP1
SUSE Linux Enterprise Server 15 SP17RX M. BIL 7 7ANF v RILAZSIT—R TR TRR— bz N

LTNVMe/FChZS 74w EFCPrZ 74w DEAAZEETTETET, T R—MEINBFCT7E TR0
vhO—ZD—EICDOWVWTIE. 2B LTLEE LV "Hardware Universe" o
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HR— b INBZBREN—2aVDORFD) X MIDOWTIE. BB L TL 2T W interoperability Matrix
Tool"s

* NVMe/FC Z2# D EEERH X 2 1) 7 . nvme-CLI /X4 —JIC&FNTWVWE T, SUSE Linux
Enterprise Server 15 SP1Tld. 1T 4 7DRERL AIpfcRSANZFEHETEET,

BXX0 D 1IBR
NVMe-oF 7O b )L EFERA LSANT — MMIIREYR— IR TV EE Ao

SUSE Linux Enterprise Server 15 SP1 TDNVMe/FCOE1L,

1. #3521 3 SUSE Linux Enterprise Server 15 SP2 MUA—RILAD T v FF L — R
2. #BEENB nvme-CLIMU N— 3 Ic7 v I L—RLET,

bzl

Z DNVMe-CLI/N w7 —JIZIENVMe/FCEEEHR X 7 ) 7 EHMZETES ENTULS /=&, Broadcomh'iz
9 2 9NENVMe/FCEBESRT X 2 1) 7 k% SUSE Linux Enterprise Server 15 SP17RX MM YR =)L
BREBIIHDFEFFA. CD/INYT—ICIE. ONTAP D udev L—IILBHEEFNTVET, CDIL—JILT
. NVMe RILFNATOZOYROEYO—RNT YOI, ONTAP TNNARBAXRY N TV T TS
TAODEMMIHRDET,

# rpom -ga | grep nvme-cli
nvme-cli-1.8.1-6.9.1.x86 64

3. SUSE Linux Enterprise Server 15 SP17/R X b T. DHERX FNQNXF5Z SR L /etc/nvme/hostngn
« ONTAPZ7 LA OXIST 2T XTLDKRA SNQNXFESN e —HIT B =R LET, H:

# cat /etc/nvme/hostngn
ngn.2014-08.org.nvmexpress:uuid: 75953f3b-77fe-4e03-bf3c-09d5al56fbcd

*> vserver nvme subsystem host show -vserver vs nvme 10
Vserver Subsystem Host NON

sles 117 nvme ss 10 0
ngn.2014-08.org.nvmexpress:uuid: 75953f3b-77fe-4e03-bf3c-09d5al56fbcd

4. RZbzEVT—rLED

Broadcom FC 74 74 % NVMelFC BICERELF T

1L HR=—FINTVWE TR TRZZFERALTVWR 2R LET, YR—FEINTWVWE TR FEZDRED )
A MZDOWTIE. Z8R L TLZT Winteroperability Matrix Tool"s
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# cat /sys/class/scsi_host/host*/modelname
LPe32002-M2
LPe32002-M2

# cat /sys/class/scsi _host/host*/modeldesc
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter
Emulex LightPulse LPe32002-M2 2-Port 32Gb Fibre Channel Adapter

2. #3523 N3 Broadcom lpfc 77— LTI T ERATA TAVRYIARTANDODN=3 = FRLTW
B2cEMERLETD,

# cat /sys/class/scsi host/host*/fwrev
12.4.243.17, sil-4.2.c
12.4.243.17, sil-4.2.c

# cat /sys/module/lpfc/version
0:12.6.0.0

3. Ipfc_enable_fc4_type W' 3 ICRRESTNTWVWR CEZRHRLET

# cat /sys/module/lpfc/parameters/lpfc enable fc4 type
3

4 1 ZOI—RR—EHEELTUVWB L ZHRLE Y,

# cat /sys/class/fc _host/host*/port name
0x10000090faelecol
0x10000090faelec62

# cat /sys/class/fc host/host*/port state
Online

Online

5. NVMe/FC 1 = T —AKR— b BEMIHR-oTHED. EITHT. ¥—4 v M LIF 258/ TET 3 2 & SR
LF¥9,
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# cat /sys/class/scsi_host/host*/nvme info

NVME Initiator Enabled

XRI Dist 1lpfcO Total 6144 NVME 2947 SCSI 2977 ELS 250

NVME LPORT 1lpfcO WWPN x10000090faelec6l WWNN x20000090faelec6l DID
x012000 ONLINE

NVME RPORT WWPN x202d00a098c80£f09 WWNN x202c00a098c80£f09 DID x010201
TARGET DISCSRVC ONLINE

NVME RPORT WWPN x203100a098c80£f09 WWNN x202c00a098c80£09 DID x010601
TARGET DISCSRVC ONLINE

NVME Statistics

NVMe/FC % #&:F

1. LIF D NVMe/FC SREZ R L T EELY,

# cat /sys/module/nvme core/parameters/multipath
Y

# cat /sys/class/nvme-subsystem/nvme-subsys*/model
NetApp ONTAP Controller
NetApp ONTAP Controller

# cat /sys/class/nvme-subsystem/nvme-subsys*/iopolicy
round-robin

round-robin

2. R—LAR=ZADMER SN 2R L T,

# nvme list
Node SN Model Namespace Usage Format FW Rev

/dev/nvmeOnl 80BADBKnB/JvAAAAAAAC NetApp ONTAP Controller 1 53.69 GB /
53.69 GB 4 KiB + 0 B FFFFFFFF

3. ANANZADRT—R2A%=MERLET,
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# nvme list-subsys/dev/nvmeOnl

Nvme-subsysf0 - NQN=nqgn.1992-
08.com.netapp:sn.341541339b9511e8a9%0500a098c80£09:subsystem.sles 117 nvm
e ss 10 0

\

+- nvmeO fc traddr=nn-0x202c00a098c80f09:pn-0x202d00a098c80f09

host traddr=nn-0x20000090faelec61l:pn-0x10000090faelec6l live optimized
+- nvmel fc traddr=nn-0x207300a098dfdd91:pn-0x207600a098dfddo1l

host traddr=nn-0x200000109b1c1204:pn-0x100000109b1c1204 live
inaccessible

+- nvme2 fc traddr=nn-0x207300a098dfdd91:pn-0x207500a098dfddo1l

host traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live optimized
+- nvme3 fc traddr=nn-0x207300a098dfdd91:pn-0x207700a098dfdd91 host
traddr=nn-0x200000109b1c1205:pn-0x100000109b1c1205 live inaccessible

4. ONTAP TNARAXRY TV T IS4 %R LET,

# nvme netapp ontapdevices -o column

Device Vserver Namespace Path NSID UuUID Size
/dev/nvmeOnl vs_nvme 10 /vol/sles 117 vol 10 0/sles 117 ns 10 O
1 55baf453-£629-4al18-9364-boaece3f50dad 53.69GB

# nvme netapp ontapdevices -o json

{

"ONTAPdevices" : [
{
Device" : "/dev/nvmeOnl",
"Vserver" : "vs nvme 10",
"Namespace Path" : "/vol/sles 117 vol 10 0/sles 117 ns 10 O",
"NSID" : 1,
"UUID" : "55baf453-£629-4a18-9364-b6aee3f50dad",
"Size" : "53.69GB",
"LBA Data Size" : 4096,
"Namespace Size" : 13107200
}
]
BIA D REIRE

BAOBRBIEH D £ Ao
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Broadcom NVMe/FC @ 1MB I/0 1 X ZBHICLF T

ONTAP |&, HROY FO—5 F—4 TRAT— %Y 1 X (MDTS) H 8 THBLMELET, 2D, &
KO BXRY 1 Xld 1 MB £TIC%AD £9, Broadcom NVMe/FCRZ MMZIMBDI/OY) VTR b HRITE BIC
I&. lpfc OffE “Ipfc_sg_seg_cnt /NTAXA—R%ETFT T 4L MED 64 H'5 256 ICEEL T,

@ CDOFIEIX. Qlogic NVMe/FCR R MMZIFBRIN EH Ao

FE
1. "Ipfc_sg_seg_cnt /NT X —R%256ICREL F95

cat /etc/modprobe.d/lpfc.conf

ROPID K S BHADRREINE T,

options lpfc lpfc sg seg cnt=256

2. OV R%R1TL dracut -f. "X +ZEJ)T—rLET,
3. DIEN256TH S L =R L “Ipfc_sg_seg_cnt £7,

cat /sys/module/lpfc/parameters/lpfc sg seg cnt

Ipfc FHOY
NVMe/FCAH®DLPFCR A N%=REL £,

FIE

1. ZBREL T 1pfc log verbose NVMe/FCANRY b OJIIEEERT D7D D R A NEREIFTXDWT
nmMT9,

#define LOG NVME 0x00100000 /* NVME general events. */

#define LOG NVME DISC 0x00200000 /* NVME Discovery/Connect events. */
#define LOG NVME ABTS 0x00400000 /* NVME ABTS events. */

#define LOG NVME IOERR 0x00800000 /* NVME IO Error events. */

2. 4

Tm

ZRELS. ZRTLET dracut-£f ANV FZERITL. RAMZUT—-FLET,
S REZHRLET,

kg
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# cat /etc/modprobe.d/lpfc.conf options lpfc lpfc log verbose=0xf00083

# cat /sys/module/lpfc/parameters/lpfc log verbose 15728771
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