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Locally attached drives

f

00000 ———Jl...

RAID Group

REF2oDTOES 3>y

EDMEMBEIA—HF T IR IV ZRERIRT37-HIC. ONTAP Select EIE'Y — )L Td S ONTAP Deploy

ICL2 T BBETEZRA ML= =I5 RET s A7 EEFNICTOEY 3 =>4 3N T ONTAP Select

VM ICHESiSNE T, COMIBIL. TIHEY b7y 7RSIV X ML —JBMUBEDRITHICEEFNICITHON
9, ONTAP Select / — RN HART O—ETH3HE. RET«+ AVIFBEBMNICO—AILIA L —2 T —
WEES—R L= F—ILICEIDETENE T,

ONTAP Select Id. BB ELZEHRR ML —JZBT A XDREBT+ X7ICHEIL. Ehenh 16TB ZEBX
BWEDICLET, ONTAP Select / — R HART D—ETH BHBEIE. BITFAF/ —RIZDHCeH 2

KORET « AOPMEREN. S 5S—Shic7J U5 —bRTERINZO-ALTLYIREIS5—-TFLy
T RICEIDHTENE T,

7= ZIE. ONTAP Select Tld. 31TBDT—H A LT E/IEZLUN ZED Y TR A TEET (VM DE
ABDIR—RE, YRATLTARIVBELVIL— T XD T7AOES I ZVITEDIR—R) , TDE.
4~7.75TB DRIET ¢ AUVDMER TN, WY ONTAP O— AL L w IR EZIS—TFL v I RICEDYTS
nEJ,

ONTAP Select VM ICREZ BT 5 L. 1 XDEGS VMDK BMER SN B ZehtdH b &
To FMICOVWTIE. ZBRLTLKIETVW" A ML —UBEDILE" FAS Y X TLEITER

() 0. RALTIUS— BT IORES VMDK ZERETSE £, ONTAP Select TH. N5
D VMDK ICXT7cH'B RAIDO DR b5 T= AT 27D, EVMDK DIANTDIR—I%Z
Z O A XICBIHRG < RRICHEATE F 75

{&*8 NVRAM

NetApp FAS & X T LICId. ERED. FERM IS a XEUZBEHLEHEEN— R TH I8

NVRAM PCl A—RHAEIDFITENTWE Lo COA—REFERTZE. 95347 MDA NNV I %
T CICHESE TS HEED ONTAP I E S NS e, EZFAHFNT A—IVADKBICAELE S, £/ B
BENT—27Ov I BEDI N —I AT 7ICBET . TAT—JCENZ 7O 2 X5Ya
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—IIBRETDEDHTETET,

JETA T4V RATLICITER. COXA TOREDBD[FIFoNTVEEA. TDH. D NVRAM 71
— R O#EENMRIBIL TN T, ONTAP Select Y RT LT — b T4 RV EON—TFT 14> aVICEEBINTEFL
feo DD AVREVADY AT LMRET « AT DEBIIFHFEICEETY, k. CoHmdPO—hIL
B b L=V CTIHESMICENcF v 2 2% mAYERAD OY bO-SZH BT H3EATHH
DEJ,

NVRAM (FIRBE D VMDK ICECBE TN E . NVRAM ZHBE D VMDK IC9E]9 % . ONTAP Select VM &
VNVMe RS 1 /\%fEAL TNVRAMVMDK C@ETEEELSICHED £F9, £7/. ONTAP Select VM Tl
ESX6.5 L BEMDHBZ/N\N—RITT7N—a3 > 13 2 EHATINERDHD EFT,

T—H/NZADEA © NVRAM £ RAID O +O—7

SRATLADZRELEETAAEBEROT—ENIEE3 . REELENT- NVRAM X T LN—FT0> 3>
E RAID O O—ZDBEDEEL LS HHD £,

ONTAP Select VM ADEFAAENRIZ. VM D NVRAM N—F 4> a>raNRELTWVWET, RELLL 1YV
Tld. CTD/IX—T 1> 3 >IF ONTAP Select Y XA T LT« XY DFD ONTAP Select VM ICIEHi T 7=
VMDK RICHD ET, ¥BELAVTIE. BBOIAEVRILEZ—T Y T3 IARTOTOY IVEE R
IS, SNHOEXRIFO—AILORAID O bO—ZICFvyvadnFEzd, T EZAAFOERGEDR
A MIREINEX T,

CORSETYENICIE. ZY T30V VIFRAID O bO—5SFvwialldhhb. T4RIICTSwvad
NZ20OZFELTVWET, REMICIEZ. 7OV 2B ARI—T—ET A RINDTRAT—I%151KT 3
NVRAM ICH D %7,

ZEINTOVZIERAD OY FO—Z0O—HILF v v aIlBEFNICRHINS-0H. NVRAM /N—

TA42AVADEFTIAAHIBFNICEF vy a3 WEBEIANL AT PICEPNIC TSy adnE

To COMUIEE. NVRAM ORRBEN ONTAP T—4 T 4 A ZICEHNICT S v adNB B EERILAEWT
K12V T2 DDMIBICEEMITHRL. RITSNBZEAIIVIBBEEHLRBD XTI,

RORNZ, EFTAATHERINS IO XX %ZRLET, CZTlE. ¥EBLAYVY (RAD O FO—FF v v
AT RAUTRINB) CRELAY (VM D NVRAM £ TF—HRET 4 XTI TRINB) DEVHERT
TNTVED,

NVRAMVMDK ETCEEIN/7Ov2I3AO—AIDRAD OA> hrO—SF vy allFvy
SATNETH Fv S aBHIE VM OBRERS T ORET R BHLFA. ¥

() FLLOZETSNETOVIETATHEML. NVRAM (FZO—HBICBE £ A. CHICK.
N = NP —IENA Y RSATV B ESASBERGEENET ALy FIIREVE
IHhs7OED3a=Z>JEhTUVEER) o

* ONTAP Select VM ADE FiAH *
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Physical Server

* RAID Controller Cache > Physical Disk
- "-‘
ONTAP Select
Ca Write commitment ——» NVRAM Destaging
E I:do! |[oo ||[001]
I 'IU'D: 1
E NVRAM Virtual Disk Data Virtual Disk

NVRAM N—FT 1 >3 >id. EAOD VMDK ICHEIETNE T, €D VMDK . ESX N\—2 3>

@ 6.5 I TEEAAAEDR WNVME RS A NZERAL THERENE T, COEEIF. VI hUT
RAID ZfEF L7 ONTAP Select D1 Y X b—I)LTRHEETY, RAD AV FO-FF vy
AICEKB XY MMIBD FH Ao

O—AJIEFEINL—2EIT0Y 7 627 RAID H—E X

VI hRJT7RADIE. ONTAPY 7 b 7RAEVvIRNTREINS RAID HRILL
1Y TYo FAS R E DREFRE ONTAP FSw b 7 #—LA®D RAID L1V &[G C#EE
IRHLET, RADLAVIERSAINUFT5tEEEITL. ONTAP Select / — RAD
BLRORSAITEEICNT ZFRETRMBLET,

ONTAP Select (Cl&. /\—FD 7 RAID 88 C IEBHRE<. VI I 7 RAD A7 aYbHEEINATL
F9, N—FIJT7RAD IO bO—FIE. FHTEAHWVEGEE. ONTAPSelect = RE—ILT#—LT 77
RAETATA4/N\N—RIVITICBATRHERLE.. HEDRETIFLEE LLBVWEELRHD £, VI LTI
7 RAID Tld. COLIBRBRBOIHRREBDLDIC. FHAUBELBEALT 7> 3 VAR INCERDIRIETY
7 hUx7 RAID ZBMICT BICIE. ROBISEFELTLIETL,

* Premium E7z1& Premium XL S AW BHBREBICERATET X,

*ONTAP IL— b T A4 RV ET—HRFT 4 AU TlE. SSD F7ld NVMe ( Premium XL St > IADHE)
RSATDHNHR—EhET,

* ONTAP Select VM 77— rNX—F 4 > a VRBICHDOS AT LT 1« RIDBRETT,

e AMDT 4 RXY (SSD £7lENVMe R 51 7) ZBRL T YRTLTARIDT—RRX ST Z1ERK
L%xd (NVRAM. Boot/CF A—FK. A7X2>7. BLUVILF/ —REY 7Yy TOXT 1 I—
&_) o

° X:E*
CH—ERTARVEVRT LT AVIBEAILEKRTERINTUVWET,

e H—ERXT 1 XTI, ONTAP Select VM A TR ENS VMDK T, 75 RZUVT, T—hRY
DT EIFRIBERAZWIEYS B7DICFERATNE T,
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c H—EXF 1 XY KA D SREE—OYIETF XY MHLTY—ER /SR FLYEF 1 R
) ICYEBEMICRBINE T, TOMET 4 R7ICIEDAS F—E X R PASENTVWRRELRHD £
¥ ONTAP Deploy l&. 275 XK DMEAEHZ ONTAP Select VM FBICC NS DY —E X5 1 X7 %1
ML ET,

* ONTAP Select VAT LT A RV EEHDOT—FA N7 E-I3EHOYIBR S JICHEITB I LIETE
Ft Ao

* N—RJx7 RAD IFELETNTULEH A

O—AIILEHEIASL—AETOY 7 77 RAID 1858

Y7 o7 RAD #EAT3HB8IE. N—RIT7RAD O> FO—5HABWVWI EHABENTIN. X TF
LICEEED RAID OV FO—S8H3BE1F. ROBHICKSHBEHLHD £9,

*N—RTJTZ7RAD O +bAO—F%ZEMILT. T4 XD RXFTL (JBOD) TEFERHTITZLSIC
TRBENHBDET, COXBEIFEE. RADIYFO—FDBIOS TITS5 A TEET

s Ffld. N—RYIT7RAD OYFO—5HMNSASHBA E— RICHES>TVLWBARERHDXT, fc zld.
—ERD BIOS RETIE. RAID ICHMIRZA T FTAHCI ] E—RAFAIINTED., Ch%zEIRTS L JBOD £
—RZBPICTEXT, CNICEDNZARIL=DBMICED, MEBERSAITHNERIAMLEEEL &L SICERH
SNEJ,.

aA>bO—5THR=—FINZRSATORAIBICE > T, B0 bO—SHRBICHDZBEDLHD F
9o SASHBA E— R Tid. EE6Gb/ U ED 10 O bO—F (SASHBA) MY R—rINTWBZ %
BERL TSV, =20 Ry b7y IHHRET ZDIERE 12Gbps T

fO//N—Ro 7 RAID O hO—FE— RFPERIEITR—FINTVWEEA, T xIE —Zo3> bO—
SlF. TARIDNZARIN—%ZEHWICENCT B3 RAIDO DHR—rZHITLTVETH, EFx LBV
BAEC DML HD £Fd, T R—EINZYEBET XIDH 1 X (SSD DH) | 200GB~16TB T H

@ BEIEEIE. ONTAP Select VM TEHTINTWB RS T%#EBIFL. "X MED RS THER
STHERINEVWLSICTIHNELRHDET,

ONTAP Select DRIET« RV E¥PIBT 1+ XD

N—RJx7RAD I O—S%EAT3EMTIEZ. RAID OV FO—JIC&>TYET 1« VDO EMEN
RHEINE T, ONTAP Select [ZIE. ONTAP BEEENT—XT7 I UTF—hEZRETES 1 DU LED VMDK
PRREINET, CNS5DVMDK IERADOFXTARSAIEYSENET, ONTAPY 7 U7 RAID D
FERISTTRTIERER., N DON—RIT T T7LRILTOMEEEDI-OICHRNTHZHTT, IHIC. VX T
LT« RUIERAINS VMDK (3. 2—HT—XDOEMICFERINS VMDK LRILT—2 X M TICERRESN
353-0

V7 k17 RAID R T 3384, ONTAP Deploy I&. NVMe AO—EDRIE T« X~ (VMDK) r#)iE
T4 ATDraw TNATAIvE>S (RDM) % ONTAP Select ICIB L £3, F7=. NVMe AD/NX R )L
— 5 I\ R 7% DirectPath 10 F/\1 A b ICIBEL £ 9,

ROETIF. COBEFRZEFHFLCHAL. $5IC. ONTAP Select VM REBCTER SN BRET + R & 21—
T—RORMICERSNBMET « RIDEWVWZRLET,

* ONTAP Select ¥V 7 b7 = 77 RAID: {R185 + X2 £ RDM* DEF
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ONTAP Select with Software RAID

ONTAP Select
Software

Hypervisor

Host Bus
Adapter

SRATFLT4 XY (VMDK) &, BLC¥IEBET XV LOELCT—2IANT7RICHD 9§, &8 NVRAM T+
271C1E. BETHAEDEVWXT 4 PTHHETY, LIzH>T. NVMe T—X X L7 SSD %41 FDF—
RAARNTOHIDYR—EINET,
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VM system disks =~ ONTAP Select managed

ONTAP Select - B
software —r

Passthrough

= OR
Hypervisor { Storage pooy | | JEb _ DirectPath /O
N - devices
Host bus
adapter

\ 4 VYV VvV
By b bl e

SRTLT4RY (VMDK) & RILYET 4 RV LEOREILCT—2XNT7RICHD £, 1RE NVRAM 7«
271CIE. BERTHMAMOEWAT 4 THRETY, LIEcH>T. NVMe T—RX L7 SSD 214 TDFT—
RARTDHIDHR—EENET, NVMe RS54 T2 T—RIERTZESIE. NT+—<I X LEDEADS
SRTLT4RXTH NVMe TNA RICTBIHELRHD T, AlINVMe BNV X T LT 4 XZISELTWS
MDiE. Intel Optane 1— K TY,

@ RED ) —XTIE. ONTAP Select ¥ RT LT« RV ZEEDT—R X b7 £ I3ERDY)
BRrRSATICHEITBILIFTETEEA

BT —AT 4 R7IE IMRERIL— b N—FTa>3> (REZA4F) 2 DDR—F1XDON—FT1> 3>
WS 3 DDEBRICHEIETN. ONTAP Select VM AIC 2 DDFT—A T+« ATDMERENET, 2T/ —
ROSRBZEHARTD /) —ROXROREICTRTELDIC. /N\—T« >3 >IF Root DataData (RD2) X*—<
EERALET,

PIENUTFa RSA4T7%#RLET, DPIFTaF7INITA RSAT T, SIFARTRSAT T,

C VI —RIUSREABORDD T4 RIN—F4>3=Z>T*
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s

€

p1 |02 |o2|os|os|os|o7|os]le |oells |®
A_data/plex0/rg1 g
]

c

( E
A_data/plex0/rg0 |1 py | 02 |03 |04 |05 |06 |07 Jos |2 |oells |,
]

s

A_root/plex0 (| BT |62 |03 | o4 [ o5 |06 [o7 [os [+ [o8)fs | *

cTWIF/—KRIFZXAZ (HART) ORDD 7«4 RIN—Fq4>a3=_>J*

A data/plex || 02 [ 02| 03 | 04 05 | 05 | 07 | e | P

-
D1 | D2 D3 | D4 | D5 | D6 |07 (D8 |P W}‘

[ B_data/plex0

MmO o M s
m O = - Domon

§
S

P
p1 (D2 | D3 | D4 | D5 | D6 | D7 | DB | P N}

= = O
o B R |

ansva DIDSFIWtS

|s
) |

A root/plex0 8_root/plexl 8_root/plexd A_root/plext

w]
!Bﬂdalefple:l D1 |02 |D3|D4|D5|D6(D7|D8|P N]
.

{UIU‘WI’W‘][UIU{LBP
|

ONTAP V7 k7 RAID I3, RAID #1172 LTRAID4. RAID-DP. & RAID-TEC ZHR—kL
TWEd, TNbBlE. FAS TSV R ITA4—LEAFF 7S5y b 74— LTEAINS RADEBHREFBIL T,
JL— O3 =>4 ONTAP Select Tlx. RAID 4 £ RAID-DP O&ANHR—bENFEdT, T—XT7T)
#'— kIC RAID-TEC ZfEA 3 3158, 24 DR#E|IZ RAID-DP IC#4 D 3, ONTAP Select HA I, &/ —R
DEBREMD / —RICLTV T — 9322 T7— Ry oo 07—FT0F v EERBLET, DFEDH. &/ —
Rig. L—bN—Fq0>a>e. EOET7DIL—rN—FTo>a>DAE—%2KRINTIVERHBDET, T—
BT RVIIIIN—EN=TFT1> a3 D1 2HB7=0. RINT—2T 1 A7EUE ONTAP Select / — RH'HA
RT7D—EPHESMIE>TEREDET,

UGN —RUSREDFZE. INTOT—EIN—T1>aryzERLTO-AIL (FI/T17) T—42H
BENE T, HARTD—ETHSD/—RTIE. 1207 —FN—FT4>a>zFERLTED/ —FOO—
AL (TOT47) T—2HEMEIN. 2 DBDT—EN—T142a>EFERLTHAETDT7 9717 7—
AMIS—D 2 TENET,

INAZ)L— (DirectPath10) F/\-1 X vs.RDM (raw F/\1 X< v /)

VMware ESX Tld. NVMe 7«4 X% Raw T/N1 A v e LTHR—FLTLWEtH A, ONTAP Select T
NVMe 7« XV % BEEFIE T 3I1CId. ESX TNVMe RSA THNRZIL—FNARELTERESTNTWLDH
BAHDEFT, NVMe TNA RAENZARIL—FTNA R LTHRET SICIE. H—/\BIOS THR— MHHRET
HD. DXATLEBEEDES D, ESX KA MDY T—MDBREBIZRBZZCITTFELTLIETL, T5IC.
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ESX KRR CHT=DDERINZAZIL—FT /N1 XL 16 TY, 7=72L. ONTAP Deploy TlEZih' 14 IZHIFR

TNTWEY, TDONTAP Select / —RHT=DDLERIZF14ETT, DED. IRTD NVMe 1B T. B2
ZRERMICL TERICEWVWIOPS BEE (IOPS/TB) AERBELEFT, £lee ARL—CBEDKRKETVWNAI/NT +
—I IV ABEDRDS5NZHEIE. KBRED ONTAP Select VM. & X T LT« XY HD Intel Optane 71—

R, T—2XL—CHORTD SSD RS T %##RLET,

@ NVMe D/NT # =X > RAZ&RARICFIETHTICIE. ONTAP Select VM D1 X2 KE< T3
RS LET,

INZAZIL—FT/NA XL RDM ICIE. TBICEVWHHD £29, RDM IERITHDO VM T v EY I TEE T, /N
Z2ZI—=FNARCIFVM D) T— b HRETT, DFED. NVMe RS TOKBEPRENE (KRS1TD
1Bi) AOFIE Tld. ONTAPSelect VM % 1) T— r§23RBHHD X T, RS1TORBEBENLE (K>
1 7 DEN) fIBIE. ONTAP Deploy DT —2U 7O—ICLk > TERITEINE T, ONTAP Deploy I, > F L
J—RUSZHZDONTAP Select ) T— b B LUV HART DI AINA—N—] TTAINYI=ERBLE
9, 1275 L. SSDT—AX2 RS T%FEHRATSD (ONTAP Select D T— kT A ILA—N—IFFE) &
NVMe T—2 RS54 J%{ERATS (ONTAPSelect D) T— T A ILA—N—DRE) OEWIEETD
REHRHD 7,

YIBTF 4« RO RETcRoDTOES 3 =2y

EDMEMBEIA—HFITIIRY IV %R T 37-8. ONTAP Deploy IFIEESNIT—2 R LT (B>
ATLT1RY) o RTL (RE) T4 A0ZBFWNCTOEDS 3 Z>FJ L. #115% ONTAP Select

VM ICEREL 9, COMIEIE. ONTAP Select VWM BT — hTE B ELDICT B0, #HEY 7w FBIC
BFMICEITEINE T, RODMIIN—FTa>a=>F3n. IL— b7 U5 — D EFMNICEBERINE

9, ONTAP Select / — KRB HARTD—ETHZHE. T—EN—Ta>a>idO—AILAL—TF—)L
EIS—XPL=U7—I)LICEFNICEIDYETENE T, COEDYTIX. VT RARXEMNIBER ML -8
IALE DA TEENICITTHhNE T,

ONTAP Select VM DF — R T 4 RV IZEBE R 23WIBT « A7 ICEAEMITENTWS =S, MIBT 1 XU %
ZLLTIBREERTAEN T A—XVAUEELE T,

W=7 )5 =D RAD JIL—F24 FE. FERAIERT 4 AVDEICL>TERD E

C) 9, B RAID JIL—F &1 Fid. ONTAP Deploy Ic& 2 TEIRENE T, /—RIC+9AE
T4 AUVHEDYHTESNTUVSIHEIE RAID-DP MEARAIN. £5 THWISEEIE RAID4 JL—
TV — DBMER TN E T,

Y7 k717 RAID ZfEA L T ONTAP Select VM ICAEZEBINT 3548, BEEZEIYIEBRSA oA
MBRRSATHEZRBITINELRHD £, FHICOVWTIF. 2BBLTLLKIETVW" I L —UBREDL5E

o

FAS X T LiX° AFF S X2 TF L [ERkIC. BIFD RAID ZIL—FICEBMTE3DIE. BEHNHREULEOR ST
TDHTT, BENATVWRSA JIE, @YY A XICABRINET, FTILLWRAID JIL—FE2ERT 358
&, 7OV = 2EONT =T ZADBMET LAWK SIZ. FILWRAID JI)L—7 041 XHEEZED RAID
IIN—TDHA X E—HBITI2HELRHDET,

ONTAP SelectT + 7 =X I6d 2ESXT 1+ AV LBELE T,

ONTAP Select T« X ZICIZBE. NETxy WS IRILHMFIFSENET T+ X2 UUID I, *RD ONTAP O
I RZFERALTEIETEEY,
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<system name>::> disk show NET-1.1
Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -
Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

ESXi /LT, MOAX Y REANLT. BEDYIET « X~ (naa.unique-id T:&HI) @ LED X Bt
BENTEXT,

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

V777 RAID FARICEHRO RS TEENRELIHE

BRICE>TIE. BHEORSA T TRKICEENREE T ZIRANMRETZ DB ET, P XTLOEE
& 77— b RADREE. BEDNRELIR A TORCL>TERDET,

1 DD RAID-TEC4 7T UH—KlE. 1 DDFT 4 XAIVEZE, RAID-DP 7 UF—KkEZ2 D071 RVEZE.
1DDRAID4 7I VT —FE3 20T 4« RVEENRELTHELETZZEITHD FHA,

BET 1 XTDEN RAID 214 TTHR-—FENTLBEZEDRABLDBDBR L. ART T4 RIHMERF
BEAERIE. BRETOEINBINICHRBRINE T, ART T RIZEATEIRWVGEE. 77U -
id ART T RAIDEMENBETT I/ L— FREDT—2ZRMHLFT,

BET« RT7OEHN. RAD XA T THR-FENBEEORAEZEATWVWAIHEE. O—NILTL Y IR
BENRELILENY—TEN. VIVTF—FETIL—ROREICHEDET, T—XIF. HAN—FF—D 2
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BEHOTL v I XD SRMENE T, DED. /=R 1D IO ERIF. IF5XKA>Z—03%7 bR—b ele
(isCSl) =ML, /— R 2IIYENICEEBETNTVS T 1 RVICEEINE T, 2 DBDTL v I RICHIE
ENRETBE. POV MIEENRELILEY—I N, T—EDMERATERIARDET,

BYRT—RIS—U VI BRTRIEDIC. BENRELEZTL v IR HIBRL TEBERT 2HELHD
£9, £loo 72T VT —bFDTIL—RIZDBDBIINFT4 RAIVEENRETD . IL—FTHUHY
—rHTFIL—RINBZEICEELTLEETL, ONTAP Select IF. JL— b /F—%/57—4 (RDD) /X—
T4V AF—TIEFEALT. SYMEBRSATZIL—bbN—FT0>23>8 2207 —F/N\—FT1>3

VICDEILET, DD 1 2ULEDTA RV %KSe. OA—ANIIL— T UF—rPUE—FIL—F

TV —rDOAE—DIEH. O—AHIT—RT7I7VT5— R UE—FTFT—RT7J V5= r0IE—RY. &
BOT7I)r—MIEELNRINEREMEDLHD £9,

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {y|n}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy
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C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447.1GB (normal)
10 entries were displayed..
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1DEISERORSATIEERXTAMERIFYIaL—bd3ICIE. storage disk fail
-disk NET-x.y -immediate ANV RFZEEITLEFIT AT LICARTHHZH5EE. 7T
Dy—rOBBEIBBINET. BBEORXT—FXIF. AXVRZEHL THEETEX

@ 9, storage aggregate showo X alL—FINKEZEDHZ RZ1 TZHIBRT BICI3.
ONTAP Deploy ZfFH L 9, ONTAPTIE. RS THLTIY—ITNTLET,
Brokeno R T4 JIFEMICIZHKIBL THS5J. ONTAP Deploy ZfEFRA L THWEMTE £
T MIBLIEIRILEZHEET BICIE. ONTAP Select CLI TXOIAX Y FZ AL FT,

set advanced
disk unfail -disk NET-x.y —-spare true
disk show -broken

REDODINY FOHNIETHEIUENR DD T,

{*8 NVRAM

NetApp FAS & X F LllId. fEFR & DHIE NVRAM PCl H— RAED TSN TWVWELTze COH—RIF. &
ZFAANT =XV ADKIEBICEALETEITBERME TS v aXE)EEBELI-EHEHA—R T, JNik. 7
AT DTA NV I ETICHERETETSHEE%X ONTAP ICH5 93 e TERIRSNE T, £ BE
SNT—27OVvIEBEBEDA ML= AT 7ICB#HTE. TAT—JEENZ 7O EZ RV a—
IRETAEHTEETD,

AFTATAVATLICITBRE. COX1 TOKBELPEDFITENTVERFA, CD7H. NVRAM A—FK
DIEBENMRABIL TN T, ONTAP Select VAT LT — b T4 RV LON—Fo o aViCBBBESINTEF £ LT
FDD. AVREAVADY AT LRET 4« AV DBREIFIEEICEETT,

VSAN 5 K UONTT 7 L 1 DR

RFENAS (VNAS) IRIETlE. fRESAN (VSAN) LEDONTAP Selecty 5 XX, —&
DHCI&EGE. MIFTLAEA TOT—RANTHHR—bENFET, TNESDOEHRD
HERr 2231427313 T—2AMT7OMEBEEMZREL F T,

EBROBED VMware THR— SN2 ZEHRNEHTHD . FDHEH VMware HCL IZIBEHINTLS
MNEBEHRHD X,

VNAS 7—FT7 U F v

VNAS ¥ WS &FRE. DAS ZEARALABVWIARTOEY F 7Yy I TEREINE T, YILF./—FK ONTAP
Select 75 XA2DIHE. CHUlldF. FLC HART®D 2 DD ONTAP Select / — KA1 DDTF—R X L7 (
VSAN T—R A NT7%E8L) #HEITZ7—FT7I0FvHEEFNET, /—RiFZ. BLEHBENIIFT7LAHS
MEDT—RANTFICAVAN=ILTBZEHTEET, Znickb. 7L 1l Storage Efficiency h'E E
L. ONTAP Select HA X7 2D LA R FRBEBNHIE SN E T, ONTAP Select WNAS V) 2 —> 3>
D7 —FTIFvId. O—HJLRAID O> rO—S%EHT 2 DAS O ONTAP Select D 7 —F 7 F v L IE
BICKCBTWVWET, DFED. & ONTAP Select / — RICIEF HAN— rF—DF—RDIE—H'5| SH S REF
INE 9, ONTAP O Storage Efficiency R —&. /—RFEHEICEAINE T, €D7H. 7LAHD
Storage Efficiency # @3 ##HBL X T, TNICLD. mHD ONTAP Select / —RDTF—& 1t v ~C
BRATE30EMNHZ7HTT,

HA X7 D& ONTAP Select / — R TRIZRDAFFT 7 LA ZFRIBZEHTETET, . MIFR ML
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— T ONTAP Select MetroCluster SDS Z 9 %155 D—MRMZERKR TY,

ONTAP Select / — R ZCICRIZDATIT 7 L1 2ERAT 3HBEI1E. 2 DD 7 L1 H ONTAP Select VM L [a]
BRONT A —I VA RHIET B EHIEERICEETY,

VWNAS 7—FFUF v, N—RYUT7RAID > +FO—5%EH L7-O0—75JL DAS DL

VNAS 7—F 72U F vid. DAS Y RAID OV FO—F &RV —NDT7—F T F v EREBIICK BT

WET, EB55DFEH. ONTAP Select 3T —R AT AR—X%ZEHELF T, TDT—HXALTAR—X
& VMDK [CE|E . TS5 D VMDK IEREERD ONTAP 7 —X 77 V5 — b %ZHp L £9, ONTAP Deploy
. VS5 RAPERB LUR ML —UBMOMIEBARIC, VMDK AEYIARY 1 ISR ESIN. ELWIL v IR

CEhYTENTWVWEZE (HARTDHEE) #HEELET,

vNAS . RAID O> bO—S#EHD DAS ICIF. 2 DOKRZFHREWVWSEHD £, RHEREDELIEZ. VNAS
ICIERAID O FO—SHREBELHEWVWEWVS T ETT, VNAS (F. ERBEAB3NFITT7LAHA. RAID O> O
—S#E DAS MRt 27 — 2 DAKME CTHEEMZHA TVWA T ZRHRELTVWET, 2 DEDEWL
&« NVRAM ONT #—<I >V RICBERLET,

VvNAS NVRAM

ONTAP Select NVRAM (& VMDK T9, D& D. ONTAP Select id. 7Ov o7 RL XIBERRET /N1 X (
VMDK) ED/NA F7 RLXIEEABEAR—X (EERDNVRAM) #TIal—bLFT, L.
NVRAM D/NT #—< > AH. ONTAP Select / — RLED/NT +—<I >V RICIEZTHOHTEETI,

N—RJT7RAD I +bO—Z%FHALIEDAS Y c 7y FDBE. N—ROx7RAD I O—5F
v aldEELEDONVRAM X vy a LTHEEELE T, NVRAM VMDK ADITARTDEFIAAITIEAIC
RAID O bO—5F v VP allRAMEINBTZHTT,

VWNAS 7—F T U F vy DIHE. ONTAP Deploy |E. Single Instance Data Logging (SIDL) W5 J— k35|
¥W=zEALT. ONTAP Select / — FZBEMICHRELEXT. CDT— FEIBAEESNTUVRIEE.
ONTAP Select [ NVRAM Z/NA /XA L. T—ERAO—REZT—2T7 V5 —MNIBHEEZIAAE

9o NVRAM (F. EFAMLBICL>TEEINTOVIDT RLAZEHRT ZHICOAMERINE T,
COHEED X w ME. NVRAMAD 1 DDEFAHE NVRAM DT X7 —JHDHS 1 DDEFAA T,
“BEOETAHZEBMTEB LTI, COMEEIX WNAS TOHBEMTY, RAD I bO—FF vy an
DO—AINEZIAATOLATVIEAIDHDTHLIBVWTEHTT,

SIDL #8EiZ. ONTAP Select D3 N T®D Storage Efficiency #8e & ISEIEMENH D £H Ao SIDL #EEIZ. K
DAR Y REFERLTTZ I VS =R LARILTEMNCTETET,

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

SIDLMEEZ A TICT B L. EFAANT—IVRICHELFT, PIIVT5G—FROITARTOR) 2—LD
Storage Efficiency 1) & —% IR TEMIC LR T. SIDLEBEZBEBMICT S EIFAIEETT,.

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)
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vNAS{EFRREEDONTAP Select./ — RDEE

ONTAP Select . EEXA ML —YEDTILF/ — K ONTAP Select 75 X2 %EHR—ML£J, ONTAP
Deploy Tld. #E#® ONTAP Select / —RHAEFE LI ZZAZICBL TLWARWLWHAET D, EL ESX KX MMIEHD
ESX /—RZHBETETFJ, COMEAIF. WASKRIE (HBTF7—4X+7) TOABMTY, DAS XL —
CERFEALTVBIGE. KRR EIZELRD ONTAP Select 1 Y XAV A HFERATACIFTEEFHA.
5D YRAYANELN—RTIT 7 RAID I rO—5THETB71=HTT,

ONTAP Deploy I« YILF ./ — R VNAS 7 5 X ZDOHIEREARIZ. RILERX M EDRIL Y S A E2H5EHD
ONTAP Select 1 Y X Z Y AW EBEINHWVWELSICLET, XOKIE. 2 DDKRIAMETRETS. 220D 4
J—=RISAZDELVEAFIZRLTWET,

* RILF/—RVNAS V5 X2 DHIHAEA *

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

BA. ONTAP Select / —RIFTRAMETRITTEEX T, TNICKD. FBEYIRBREPC Y R— MIRADE
BHAREL. BLISRZICHDED ONTAP Select / — RH. EBRrHR3ELCHKR MEHETZAEEED
HOET, FYRTYTTIE. VMDIET7 T4 =T 4 IL—ILEFHTER L. VMware H'. BIL HART D

;_— R7ZIFTHL. BLISRED ./ — RETOYIEN LD BENICEIETALDICT A e aHELE

(D)  #774=F1L—ILTl. ESXH5Z2TDRS NEMB>TLWBLENBD ET,

ONTAP Select VM DIET7 7 4 Z 5T 1 IL—=ILZERR T B HEICDOVWTIE. ROFIEZBEL T IV, ONTAP
Select 7S5 A RICHEHD HARTHEENTUVBIREIE. ISAFADIANTD/ —REZZDIL—ILICEDS
MEBARBHD 9,
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Gatting Startad  Summary uunn:ur] Configure | Permissions Hosts VMs Datastores

“
w Senices

viphere DRS

v5phere Availability
- VEAN

Ganeral

Disk Managemant

Fauit Domains & Siretched
Chester

Heaith and Performance
iSC5I Targets
ISCSI Initiator Groups
Confinuration Assist
Updates

« Configuration
Ganeral
Licensing
Vibware EVC
VMHost Groups

VM Overrides

Host Options
Profiles
V0 Filters

VMHost Rules

M

Tyes

Networks  Update Manager

Thig lestis emply

Mo VM/Hest rule selected

Emakiad

Canllists
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

TOWTNHDIEHT. FL ONTAP Select 7 5 XX D 2 DL E®D ONTAP Select / — RH[E L ESX 7R X b
HICBRONBBENHD £,

* VMware vSphere ® 5 > R&IPRICE D DRS H7A& L. £/l DRS EINICHE > TLVER L,

* VMware HA LB £ 7= (ZBIBEH B L 7= VM BITHEBLEINZ T, DRSDIET7 74 =T« J)L—ILHN
1A TN3,

ONTAP Deploy I&. ONTAP Select VM DIZFRDO 7O 7 V7« T RERIFITVEHA. L. VT XXDE
FAIBICE D, ROKSHBHR—FINTULARVERED ONTAP Deploy A ICRBRETNE T,

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 CINTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

X kL= BREDHLR

ONTAP Deploy I&. ONTAP Select 7 5 XA ZRDE/ —RICA ML —2%EML. 510
O REMETRIOICERTEEY,

ONTAP Deploy D X kL —BMEREIE. BIETOX ML —JHIBRIH—DAETHD. ONTAP Select
VM EZERZEETSCIETEEFEA. RORIC. A NL—UBMU ' —RERBTS M+ 74V %R
LEY,
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask  255.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

» Node

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

CCTlE. REZHRIBIBOEBLERFEZCH LTI, BIFOT MY ANAR-IDEEE BIFD
BELFROBEDEE) ICHIGLTWVWAHRENRDHD XY, /—RFHRSAEVRATNBEZBRAZ I LICH
BZARL—UBMLEIZRBLET, RUICTABBREDHLVWS ALY RZA VA M—IILLTELLEND
DEJ,

BXZD ONTAP Select 77 U4 — MIBEXEBMT 3BEIE. FILLWANL—JTF =)L (57—2X87) ICEE
FEDXRL—=F=ILERBEONT =X 7AT 7M1 ILDRETY, AFF ICBTeN—VFUTa (75
wahBH) E&BhICA YA M—)LEINT- ONTAP Select / — RiZ. SSDUANDZ FL—%EMT ST
CIETEFEFHA. DAS EATFIFTR L= DBEDTR—FEINTULEHAS

O—AIEGEA ML =% AT LICEBMUTHEAZO—AIL (DAS) R bL—UF—=)LICT 2561
RAID ZIL—7E LT LUN ZEINTIER T A2HELHD £9, FAS VAT LEERKIC. FILLWAR—X%[F
CL7I VT —RCEBMT35BE81E. FILWLWRAID JIL—FD/NT #—<I > ZAHTTD RAID FIL—FEIFIEFEL
ICBRBESICTEIMRELRHD £, 7/ US— b EFRICERTIBEIE. FTILLRAID JIIL—FICRID LA
TIOMEBLTHEDLEFVEEAD. FILWTFIUTS—DPNT =TIV RICEZZEZEXTDICEBEL THL
MBHRHD XT,

T—RARTPOEFHY A INESX THR—FEINBIRAT—RXANT7HAIEZBIRVHED, FILLZAR
— I VXTI LTEILT—2ARTICEBIMTE XY, ONTAP Select "1 VA h—=JLENTWVWBT—
RARTICIE. T—R2ANTIIVRTY FZEWIENMTE. ONTAP Select / — ROMIBICIIEEL £H
Ao

ONTAP Select / — RHA HARTD—ERTH BHEIE. THICVWK OO DREEZEEBTIHNELNHD £,

HARTTlE. &/ —RIZN— b F—DT7—ROIS—AE—DBRATNET, /—FR1ICAR—IAEENT
3B /R 1OIRTDT—ED/—R2ICLFVTF—rENBLSIC. AEDAR—RE/N— T
—/—R2ICEBMTIZUBENHDET, 2FD. /—R1DBEZEMLIERELT/—R2ICEBMETHN
TmBEIE. /—R2TEEBHINT., 778X TEIHTETEFA, /—R2ICAR—IPEMETNZD
. HAARYEDBIC/ — R 1 DT — 2% RLRIIRETB/-HTI,

INTAF—=IVRCDVWTCTETBICEEBITBIMREDNHD T, /—R1DOTF—2IE. /—R 2ICEHNICL T
T—hEhET, COH. /—R1DFHLVLWAR—R (F—HRXLT) ONTA—I VAP, /—R20D
FLOWAR=R (T—RART) ONTA#—IVRAE—BLTWVWBRHRELRHD FT, DFED. MAD/ —RIC
AR—RAZEMLTH., RSA47572/0°R RAD JIL—FHA I ERZ->TWDE, NTA—I > XICHE
BENELZEENLHDFT, THUd. N—brF—/—RICT—R2OIE—%2FEFT3-DICFERAINS
RAID SyncMirror SLEENEE T,

HARTZDOBEAD/ —RTA—YNRT7 I LXATEZBREZBRTICIF. /—RFTLIZ1 D G52 D0EZ

RITITHIHLEDNHDET, BXALL—TVEMAET, @AD/ — FICEMDAR—IADBBBERDET, &/
— FTHRELGEFHFRAR—XIF. /—F 1 THRELBIAR—RE/ —R 2 THREBRAR—ADEFTTI,
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FEAEYy b7V T TlE. 220/ —FRHEHBDH. B/ —RIIEZAR=—ZIANIOTBDT—FALTHN2D2HD %
9o ONTAP Deploy 1&2 /—RIZRAZER L. &/ —RIEFT—F2XA L7 1H5 10TB DRAR—XZFH
L &9, ONTAP Deploy I, &/ —RIC5TBDT7 I T4 TAR—IA%EZHRELEX T,

RORIE. /—F I TRIE—I ML —CDEBIMEEDRERZRLTWLWET, ONTAP Select I&5| EHiEF &
J—RTHELCEDA ML= (15TB) ZFEBLET, 7=7EL. /—F1ICIE. /—FK 2 (5TB) &b 770
T4 THBRIANL—Y (10TB) BHDOEFT, mMAD/—KRiF. E/—KHH5—FD/—ROF—2DIE—
HRANTB0. RR2ICFRESNE T, T—FAMT1ICIETHBICEZTZIR—ZINZ->THED, 7—2 X

K7 23T RTEZIIR—IADEETT,

*RERD  1EDOX ML —UEMEFROEIDETEESRE "

ONTAP Select —_— ONTAP Select
Node 1 Node 2
HA Pair

Node 1/Aggregate 1
10TB Node 2/Aggregate 1

5TB

Sync Mirror for Node 2
5TB

Sync Mirror for Node 1
10TB

Free Space in Datastore 1

1578 Free Space in Datastore 1

S : ! 15TB
EEee e
Datastore 1 Datastore 2 Datastore 2 Dataslore 1
Total Capacity 30TB ~ Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TE

J—RATESBICAML—UBIMLIBERITTRE. T—HRALT 1 DERDDEZIIAR—RET—HART 2
D—EHIMERAINE T (BEDLERZFEA) - FRIIOXA ML —JBMMIETIE. T—42 X7 1125 >TL
3 15TB DZEZAR—AMMERAINE T, XOKIEZ. 2 DBDRA ML —JENMLEOERZRLTVWET,
DREET., /—R1ICIE50TB D7 I T4 T T—EADEETICHD. /—R2IC2IITD S5TBHHD £,

CRERD I/ —F1IXNTBE2DODXML—VEMREROBIDETELEETRE

ONTAP Select ; : ! ONTAP Select
Node 1 2 Node 2
HA Pair

— =T Node 2/Aggregate 1
s 578
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AREBNMWEBETERINS VMDK DRAY A XIF 16TB TTo 75 XA AERNIBTERTE S VMDK DRX
H A XIE5| EHE 8TB TYo ONTAP Deploy Tld. #ak (> I I/ —RISZRRZEFLIERILF/—RIS
2R) BLUVEBMTRREICGL T, BYLYT A XD VMDK BMERRENE T, 7=72L. & VMDK DBRAT A
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ZlE 77 A2EBAEDIZEIE 8TB. X L —UEBMAIEDIZEIE 16TB TY,

Y 7 b 7RAID%Z R L 7-ONTAP SelectO B E DIL5E

AML—CEMUVs Y —REFERTDE. V7 7 RAID ZfEH LT, ONTAP Select / — ROEETIC
HIREEEPTENTEET, COTrH—RTId. FEHTIEELR DAS SDD RS54 JDOAMNRTR I N,
ONTAP Select VM ICRDM £ L TR wEY I TEET,

RESAEVRAE1TBHEATEY I LIFITEFIN. VI U7 RAD 2FERT3581F. BEEYIE
BIC 1TB BAITEY T EIETEF FtHA. FAS FHIZAFF 7L AICT 1 AV ZEBMT 358 ERHEIC. 1
BIORETEMTEZ A ML —YORNBEIE. FHEDEBERICL>TRED XTI,

HART7T/—R1ICRML—=C%BMT3ICIE. /—ROHART (/=K 2) THRILBOD RS T%1ME
BATEZIRNERHDEFT, O—HILRSATEVE— LT XAIOMAD. /—R1TO1EDA L=
BIMMEBTERSINET, 2FED. VE—FRSATZ2EFEBLT. /—F1OHFLLWIAML—UH/—R2
ICLTUr— 3N, RESNDZZCHESRINE T, O—HIILTERABRERINL—J% / — R 2 1580
TBICIE MAD/ —RT. BIOX ML—U8IN0EEETL. BIBRERO RSA I % ERATIZIHNENHD
353-0

ONTAP Select Id. FILWRSHA TZBEDRSA T LREILIL—b. T—4. T—EN—F10>avIlNN—F
423=Z>JLES, N—=FTao>azZ > 0Bk, HLLWT7I VTS — FOERR. £E3BE077 U5 —~
DIRREFICEITINE T FSTARIDIL—ENX—FT 4> a>ASATHA X BFET 1« RV DEEDIL
— =T3P RE—HBITBELSIRESNE T, LI >T. 220RILCT—E2N—F0> 3y

A XDEFNZENICDOWVWT, T4 RIVDEFHABRENBIL—MN—FT0 a3 X%EF|W\WE%R 2 TE|o7:

EEEETEZET, L—bN—F0>a YA MSATH A XIERIET, MV S R4ty b7y TEICRD K
SICEHEINE T, BERIL—EIR—IADEF (VT —RISIAEZDHEEIZ68GB. HARTDIFE
13 136GB) . BRH¥IDT A RAIVEDBSARTRSATEN) T4 RSAT%25|W=ETEDXY, JL— kN
—T42aVALIATHARE. PATLICEMEINZIIARTORSA T T—EICRBZ LS ICHIFINE

3_0

HLWFZ I U —h%ERT 258, BRERR/NRT1THIZ. RAID X1 7. LU ONTAP Select / — K
HHARTDO—EHESMMIL>TERD £,

BEOT7IVT— MR ML —CZEMT 2581 SOICERINEIEDDHD £, RAID JIL—THEE
BARBISGZEL TULRWERIE. BIFO RAD JIL—TICR AT ZEMTEX I, BIFD RAID JI)L—FICX
EY RILZENMT 3BEDWERD FAS & AFF DX TS0 74 AN THERATN. FILLWIAEZY RILIC
Ty b ARy FNTEZRNBRBEEBDFT, oo BIFO RAID JIIL—TITEMTESDIF. T—2 /N
—Ta42aYOYAIPECHENUALED R SATRIFTY, AIRLIEEL SIS T—EN=FT1>a>DHA
ZiF. FSATOYEBY A ICIZRBDE T, BMI 3T —2N—T1>a hBFEON-T1>a>vEDK
TWEE. LUK A TI3BYBY A XISRBEINE T, 2D HILLWERSATOREICIIFERINE
WERDHTERD 9

MLOWESATZERL T BIFEO7I )7 —hO—HE LTH LW RAD JIL—T%ZERT 5 HTEX
To CDHBE. RAD JIL—TDH A XIFBIEFED RAID JIL—TDH A XLRALTHZIVERDHD X9,

Storage Efficiency O 7R— ~

ONTAP Select Tl&. FAS 7L 1% AFF 77L 1 & IZIX[R U Storage Efficiency & 7> 3
UHRHINZF T,

F—ILTSvaVSANE-ILGAE ISy a7 L1 %=ERAT 30NTAP Select (RZENAS (VNAS) IBiE
. SSDUANDEEESHA ML — (DAS) #{FEH T BONTAP Select DRI F TS5 U F 4 RIS HEBHLH
h%d,
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SSDRZA THREHEDDASA L =P TFLI T LAY ZBBHNIE. FL WA VR ~— )L TAFFICElfz/N—
VFHUTa REBRICEICED T,

g¢uﬁtm—v+u;«ﬁ%%%é\m®4>54>SE%%ﬁ4>zh—»ﬁtaﬁmtﬁ%uaoi
AT EONE— VBT

* RUa—LA 251 VERER

* RV a—LNy oI5y REEHR

CTETTA TS VIER

CAVISAYT=RAVNI 3y

CTIVT— YT VEER

CTIVT— b NY O T Ty REERR

ONTAP Select TF 7 #JL kDT AR T®D Storage Efficiency R o —DEMICHE->TWVWB I EZEERT S IC
IE FLLKIERRLTZR ) 2a—LATROIAY Y RERITLE T,

<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule -
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

9.6LUBEN S5 ONTAP Select = 7w FJ L — R 93551, Premium> 1> X% DDAS SSD
AL —2ICONTAP Select Z11 Y A b= )L Z3HENHD I, 7. ONTAP DeployZ {EFH
@ L7 5 XADHEI1 >R ~—JLEIC, Storage EfficiencyZ BMICT 3 *F T v IRy I R %S
VICTRIREAHD F9, URBIDEED BTN TORWGEEICAFF ICBFN—VF T4 D
RAKONTAP 7y 7 L—RZBMICTBICIE. T—b5IBEFHTERL. /—REUTD
—hIBIREAHD F T, FHMICOWVWTIE. TI7ZALTR—MIBBEVWEHLELTET L,

ONTAP Select M Storage Efficiencyz& i€

MDRIC ATATEATEV TR T7 5142V RICK L. EHATIEE% Storage Efficiencyt 7> 3>, 7
T TEM. £LIET T AL~ TEIEHHERE S TU S Storage Efficiencyd 7> a3 > &RL %9,
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ONTAP Select D#4aE DAS DAS vNAS (TRTOS1tY>
SSD (FLX7LZ%EflE HDD (IRTODSAtY X)

LI T LXLAMA) )
1S540 EO%e o (F7AILHK) o:ARYa—LBMNTI— o:ARYa—LBEMNTI—
HHERL HHERL
R)a—LAYSAYVE o (FT7HILE) EATETEEA HR— RN
EHERR
KDAYSAVENE ( o RYa—LBATI— o:R)a—LBMTI— HR— %R
—REHE) HHERL HHERL
BKDA>VZSAVERE (7 o (F7=#ILE) ol RYa—LEBEMNTI— HR—ERRHN
RT T+ TEHE) HHEME
N o959 RIEHE HR— MR o iR —LBMTI— o:R)a—LBHITI—
HHERL HHEME
EfER v AN AN o:R)a—LEBfTI—
HHERL
ASA4T—2aAVIN o (FT7HILE) o R a—LBEMTI— HR— RS
goay HHEME
i DYAS/AE-" D & 'l sl = { AR [=dAN HR— RN
FOVF—r1YS54Y o (FT7HILE) ZaaL HR— RN
EEHERR
RUa—LNvIT35T7 o (F7#4ILE) o ARYa—LBMTI— o:RYa—LBEMNTI—
v REEBER HHEME HHEME
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(D) NnEth. COTVE—T1RIE BBERSNBU>SIO—NLO P 7KL XEERT S
ESICHRESIN. BIDIPT7RLRICEETZCCIETEEFHA. CORY FT—UR—FT
& v YRTL—L (7. 500~9. 000MTU) %ERTIHENHD £T,

HA 1 >&2—23%%7 & (e0f)

NetApp FAS 7L T i1&. BEREDON—RD T 7% FERALTONTAP V522D HARTZEITIEHREPDODED L £

9o 7cf2L. Software-Defined IRIETIEZ DEDHERS (InfiniBand 7 /31 XX iWARP 7 /N1 278 ) HMER
SNV EDZVTD. BIDEERE YMURBERDET, WD DA T arhiEssnELih 1>

A—2%20 bDEGXICEE T 5 ONTAP OEHRE-I/-HICiF. COKEEY J D7 TCIZal—hrd3
RERHDELTe CDF. ONTAP Select 7 5 XARZANTIE. HAA U RX—%T bDIEE (EFIZN—F
T T T7HhNEM) A OS ICHAAEFEN. 71— Ry MHEEAXAAZILE LTERINE T,

% ONTAP Select / —RICHA A > A —O% T hR—F eOf BNRESINE T, CDR—KMIE. HAM>&Z—1
FORDRY NT—=D AV R—T A X%ZRAML. XD 2 DOFEMEEZIRELF T,

* HARTZBETNVRAM ORBZ I 5—U VT LFT

*HARTZETHAZT—2ZABHRERY FT—IN—bE— Xy E—D%ERETS
1 —H %y ;N7 v FRIC Remote Direct Memory Access (RDMA) 7L —L%ZLAVItg3Z T, HA

AVEA—=AXI S EZ T4V 013 B—DRY bT—I A2 =T A XZFERALTIDRY hT—TR—-k
ZREALEXT,

RSMKR— bk (ele) DFZECREKRIC. COYEBR—FHRA TN TVWERY FT—T1 >
@ 2—7T x4 2XH. ONTAP CLI % System Manager TIZZERBINFEFH A, DD, CD1 YV

A—=—TIAADIP 7RLAIEETES. R—FOREHEBETETEFHA CORYNT—7

R—FrTlE. ¥ >ART7L—L (7. 500~9. 000MTU) %ZERTIHNELHD £,

ONTAP Select DRNERH K UNZERY kT —2
ONTAP Select DRRERFR Y kT —2T ENEBR Y BT — 20 DY,

ONTAP Select ODRERRY kT —2

TIWF/—RN—2 3> DBRICOIAFEET DHES ONTAP Select 2w T —21F. 75X R@E. HAT Y
R—O%T b, FAHL U5 —> 3 >D&Y—E X% ONTAP Select 7 S AR ICIBLEF T, CORY hT—
JICIE. ROR—bPEARA—T A ARG ENTULET,

**elc. e0do *VSRARARZYRNT—JLIFZRARLTWVWETY

**ele, *RSMLIFZRIAMLTWVWET

**elfo *HAAMYH—AXRI B LIFZRAMLET
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CDRY RT—=ODRIL—Ty heLAT>ld. ONTAP Select 7 S RADINT #—<I A EMHEEE%®
RETBLETIFEICEETT, V5 REZDEFaUT1EHER L. DATLAVRZ—T A4 A 2DRY +D
—ORSTavIDSDBMTBICIE. XY RT—ODDBNINRETT, TD=H. CORY LT—21F
ONTAP Select 7 Z A XFRICT ZIHENHD 7,

Select DWHF Y FT—ZiE, TTUT—aY k571 v IPERLST 1 v IR,
() Select 095288574 v IMADFS5 T4 v S ICERT 5T LIFTEEt Ao ONTAP O
PIES VLAN Ild. #50) VM ¥ 2 2 BRETE F Ao

REBRY b —0ZBBTERy bT—I N7y I, ERHD VLAN 27 E LAV 2 Xy T —0 TUE
SNBBERDD FT. ZDRDHICIF. ROVWTNHDIEEZITVE T,

* VLAN R (G ER— T IIL— T2 RNEFRE NIC (eOc~e0f) (VST E—R) ICBhYTS

C TWITARNI—=LDRA vy TFHIRMHETZ. OED ST v IZICHERINEWVWRA T+ 7 VLAN Z{E
B33 (VLANID ZLDR—rFIL—F. DFED ESTE—RZZDHYT)

WINDZEH. REBRY FT—T 53T 4 v IICXY B VLAN 2F > 1F ONTAP Select VM DAEBTRIT
cNnEd,

ESX Standard & & U'538 vSwitch DAL HR— b ENE T, MMDREBIA v F» ESX KR b
() mBoEmE@EYA—FINTOELA, BTy FT—SERSIBHNTLELBENBD &
Fo NATRT7AT7 T4 —ILIFHR—FETNTULEEA,

ONTAP Select 7 5 A ZNTIE. REBLS T4 v I ENEBES T v oD R—rTIL—FeEN3REL
AV2XYNDT—0ATOz U b EFERALTHBINE T, CN5DHR— M IL—IC vSwitch Z@YICE|

DYUTBRIEN BICUVTRAE, HAAMVRZ =AU b, SS—L V5= 0Z Y —EXRZRETIR
Ry N —UTIFIERBICEETYT, CNBHDRY NT—IR—FADRY NT—IFFEBHNFT+DEBIHE.
FERDODNTA—<XVADMETL. V5 RAF/—RODLRERICHEZETZMLHD £, LA ->T. 4

J—R. 6 /=K. BLUV8/—FRDI XX TIE. WEE ONTAP Select v k7 —2|Z 10Gb #FHHNE

T. 1GbNIC (FHR—brTNFEEA. FFELAERY FT—2IZDWTIE. ONTAP Select 75 X ZADT
—2O70—%zHRL THEIEDEEMEICITIFELBVW0H. THENMES THREIEHD £t A

2/—RUSRATIF. 4/ —RISIARKER 2 DD 10Gb R— cDKHDIC. 4 DD 1Gb R— k£ 7=
112D 10Gb R— hEFEHETEXT, H—/NZ4 DD 10Gb NIC H— REZEETETHVBIETIE. REExR
w kD —2BIC10GbNIC I— K% 2D, AEEONTAP % kD —2ZHBIC1Gb NIC % 2 DfEHETE £,

RERY hT—ODREEE b ST a—FTa 27
RIVF/—RISREDRABRY bT—=013. Xy b T—0EGRF v h—HEEZEAL TRIETEEY, C

DOBEIZ. DAY RERETLTLWBDeploy CLINSMUE T ENTEFET, network
connectivity-check start AY¥YRERTLET

ROARY FZ2RTLTTRAMOENZRTLEY,

network connectivity-check show --run-id X (X is a number)

ZDY—ILiE. YILF/—RK Select 75 XRZTOREERY FT—IDEZTINSa—FT4 > TICOAERL
9, COV—ILIE. OVFI/—RI522 (WASKEREZSE) OLSTILSa—F1 >4 . ONTAP
Deploy h*5 ONTAP Select ND¥Efe. 7 F 17 > MUDEHGOBBED S TINLa—T4 »JICIIER LA
WTL7ETLY,
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07 ZARER T« — K (ONTAP Deploy GUI IZfF/&) ICIE. RILF/ —RIOZAZDIEMFFICHERTES
A3 VOFIEELT. ARy FT—I0F v hA—DIEFEFNTVWET, YILF/—K IS XA TIEZRERF
v ND—IODRETREADKREVED. VFRAEFERT—I7 T7O—TIDRATY T%#RTITdE. 77 X2E
BRALIBDRINEA T EL £9,

ONTAP Deploy 2.10 LAP# T3, WERY FT—J THERAINS MTU B X%Z 7. 500~9. 000 (CERETE
F9, Flow FYMNIT—VERF v A—EFEALT. MTUYCX%E 7. 500~9. 000 DEFETT ALY
Z2CLHTTET, 774N MO MTUEIE. REFRY bT—0 1y FOMBICKREINE T, VXLAN Y
DXy N T—=IF—N—LAHRBICEEITZHEIE. COT 74 MEZKLD/NSWMEICEST R ZHEH
HOFI,

ONTAP Select AFERy kT —2

ONTAP Select AEBRY kT—21d. VS RRAICKBIRTDT T MND Y RBEENETZ-H. >>J)L
J—=RERILF/—ROBMADBRICEELE T, CORY FT—2ICIE. REBRY FT7—0D &S HELWL
ZIL—=Ty FEHIEHD FHAD. NT+—<T > XORED ONTAP Select DERE L SRES N B AREMED B B
7=, BIEEIZVZA4 7> b ONTAPVM ORICHRY FT—=OR MLV IDRELBVLSITEET 34
BEAHDFT,

REBEZT a4 v ERERRIC. AEBRZ T4 v 2Id vSwitch L1V (VST) BLUANLBR1vF

@ LY (EST) THIMMITTEFZET, F/-. VGT &MENZ 7Ot XT. ONTAP Select VM
BEDPNEBRS T w12 T[T T28HTEET, 2B8BLTKETVW'T—E 5T
AV EBEBEN STy DR #BBLTLIET L,

RDIIC. ONTAP Select DRERR Y kT =T ENEBRY T =T DEREVETRLE T,

*RERY NT—=T ARy RT = DIA v I )T LR

Bz REBRy k=2 A&y bD—2
*y hD—=oH%—ER SRR T—RER

HA/IC 2 A3

RAID SyncMirror (RSM) (SnapMirror & SnapVault)
vy N —U DB WAE Bo
JL—LHY14X (MTU) 7. 500~9. 000 1. 500 (F7#JLF)

9. 000 (HR—bHR)

IP7RLZDEIDHT BHETER I1—-HEHR
DHCPDHR— k RIS (AIAY-4
NIC F—3 >4

BUWNT A=Y RET =L bLZ Y RCBBERHHBEMESEZABRY hT—T CHEBRY T —
TICHERT B1eOHIC. MEBXRY hT—OT7RT2DF—I 07 =R LET, B—D 106b U VI ZERT S
2/ —RUSREBHEDPYR—bENET, ciZL. 2y FT7 Y FTIE. ONTAP Select 75 X Z DRERH Y
FO—D ARy FT—TODEATNIC F—I VI EATBEIEERA NI T AL LTHELT
WE 7o

MAC 7 R L XDAER

FARTOD ONTAP Select Zy T —2UR—FZEIDYHTSNT=MAC 7 RL X, HBOEBEAI—FT1 )T+
ICK>TEHBMNICERINE T, COA—FTaUTFqld. Ry NPy TEBD Sy b7 +—LERHOUI (
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Organizationally Unique Identifier) Z{ERAL T. FAS X TLEDBMED BV CE#HRLET, ZDE
D/ —FDEARICELCT7 RLAMR>TEIDHTENBRWVELSIC. TD7 RLZXDIE—7h ONTAP Select
4> ZL—=JLVM (ONTAP Deploy) ORET—EZR—RIFEINET, Xy bT—TUR—MIEIDHT
SBNT-MAC 7 RLAZEEBENEETZ_LIETETHEEA,

YR—bENBZRY FT— T

BEAN—ROTT7EERL. NTA—IVALTHEEEZRELTDILSICRY LD
—JZRELET,

HF—N\RVA—F. BBERICTEIEFLZ—IHDHBD. BIROBAIVEETHAICZBELTVWET, 20
7o, YEBHY—NZBATIEICIE. 2y FT—UBREZRAE T 2RICERTEZF 72 arnsHHo %

To FEAEDTAETATAVATLTIENICICOWT T XTI EFMBEREAAEINTED. FELRIL—

Ty COZBEBEAEDEOHRNS, OVTIR—METILTFR—bbDA T gV EERTEET, U

IZ. VMware ESXT®D25Gb/# & &K T40Gb/NICT R T ZDHR— bHEaFENE T,

ONTAP Select VM /N7 #—<I > RISEBON— R Iz 7ORMICEEEASNS 0. B3ED NIC Z3&EIR
LTVMADRIL—TY hEEHDE. TFREADNT #—IVAERENBI-—HITIIRYIV DAL
LEJ. 4 DD 10GbNIC F7=1E 2 DDEZENIC (25/40Gb/ #) #FERTDIE. NANTH—X 2V AELRY
FO—OLA7 I ERETEET, cH. Y R—FINZIBEEDPVDODHBDET, 2/ —RITXED
HalE. 4x1Gb R—rF7/IE1x10Gb R— DY R—FSINFET, VT —RISIXEDFERIE. 2
x 1Gb R— kDY R—bTNET,

v hT =T DER/MER E HERFER
TSRO AZIEDIVWT, YR—bENBZ1—H 2y MRV DODBD FT,

ISRABZYA X =RNEHF IR

VTGN —RITRAR 1GbEx2 10GbEx2

2/ —ROSRAET: 1GbEx4 X /=1 10GbEx1 10GbEx%2

|ZMetroCluster SDS

4/6/8/—KRUTRZ 10GbEx2 10GbEx4, F7-1325/40GbEx2

EBOYEBRA v F2ERT By bT—I1EM

TRBN—FU T 7 2EATE 358 ROMICTIVILFRA Y FERZHELE T, Chid. ¥ERAC
VT DEENSDREZRILTBHTT,
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Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

VMware vSphere vSwitch®D:&E
2NIC &% & 4NIC #F D ONTAP Select vSwitch & O— KNSV VTR o —,

ONTAP Select Tld. 1Z2% vSwitch #K & 98X vSwitch B OMAZFEHETE 9, 98 vSwitch IF. U >
TN —2 a3 DBRER (LACP) #HR—tLET, UVIT7IUFr—avid. EROYIETR S

SR OBIHIREENT B -OICERINZLBEOR Y FT—I1ETT, LACP IR H —|KiFE LR WEEE
FORINLTT. RYRNT—OIVRRAYMDOA—F>FORILE LT, YPBRY N T—OR—bDFIL
—TZ 1 DOBBF v RILICEEOHBZT=HICEBLET, ONTAP Select l&. D> o755 —o 3> g )L—
7 (LAG) Y LTHRESNIAR—FIIL—TEEETEXY, 725 L. LAGEREZEBTZ1=0IC. L

DOYNRER— b ZBMA Ty IIVD (M52 Y) R—bhe L TERTRZCEHRELE T, TDOLSHIBA.
1Z# vSwitch ¥ 98X vSwitch DX 75971 XIFR LTI,

CDtUarTIE. 2NIC #8E L 4NIC B TER I 2% BN H S vSwitch B O— RNS > VTR
O—ICDWTEHRAL X9,

ONTAP Select TIER T3 R— b IIL—TZRET DBRICIE. RDRIA TSV T 1 RIRSBERHD X
o R—rTIL—TLRITOO—RNZ > VFR) T —IFE. T Route Based on Originating Virtual Port ID
1 T9, VMware TlF. ESXi KR MIEFHINI=ZXA v FR— T STP % Portfast ICFRET D Z & ZHELE
LTWET,

IARTOD vSwitch B TlE. DELLEH 2 DDOYEBRY hTD—0TFHTH2% 1 DDNIC F—LICErH B0
EHQHDEFT, ONTAP Select Tld. 2 /—KRIZXAZRAIC1 DD 10Gb U VoD R—bENFET, 777

L XY 7w FTlE NICT7IVTF—=2 3 2 FRALTN— RV 7ORREZHERTIZICZRIA NS
SOF4 R LTHELET,
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vSphere 4 —/\Tld. NIC F—LET7IUF—> 3> OERERE LTEARAL. BHOYEBRY hT—07
RTRZ%Z N DORBBF Y RIICEFELHBET. XY M IT—TJDERZIARTOAY/N—R— ETHEL
9, BEERAIF. WEXAM v FOHR— DB THNIC F—LEERTESCTI, O—RNSVY
VORI —=TzAINA—=N—RIZ—IENIC F—LICEZFEBERATE. NICF—LIEZT7YTAM)—LD
21y FERERELEEA. COHEE. RUS—ETIOMNT VRS T v IICDOAHBRAINET,

B R— M F vy xJILIEZ. ONTAP Select TldHHR— kN FEFHA. LACP MILF v RILIZD
@ B vSwitch THR—rINFTH. LACPLAG ZEHATB L. LAG XU N—RTAREELE
HPEHDEITINDZBELHD £,

SN/ =R IS RZDEGE. ONTAP Deploy (&, NEERY FT—DICR— T IL—TZ2ERT3L5IC
ONTAP Select VM #5RE L. BILR—F I —TFEIIBBIZELTISRAE )/ —ROBEEB NS T vy
ICRIDR— b TIN—T2FERTZELIICEKELET, VUL /—RITREADIBEIT. BERBOYIER—
e, POT14TT7RTRELTHAER— T IL—FITEBIMTEE T,

NILF/—RIZZXZDHE. ONTAP Deploy (. REB=RY bT—2RIC1 DFIF2 DOR—KTIL—TF
EEAL. ARy bT—URIC1 DFIF 2 DDR— T IL—TE2ERT 3L S5I2F ONTAP Select VM %
BRLET. V5RE2BLV/—REBEEBIS 70 v oid. MBS 70 v eBLR—bTIL—T%FERT3
CEH, AT OTHDR—MIIIN—THFERITZCDHTEET, VS XREBELV/ —REBEENSTTr Y
3. REENS 74 v RILAR—RTIIL—TFEHBETET EHA.

EEEF o138 vSwitch B X UE/ — R D 4 DOYIER— +

TIWF/—RISREZDE /) —RICIF. 4 DOR—bITIL—THEDYUTBZEHTEET, FR—rJIL
—IIE. ROBKICTRTESIC. 1 DDTIT 4 TBYIBR—bE 3 DDREAVNAYIBR—rHHD F
ER

* &/ —RIC 4 DOYIER— b % Z 1= vSwitch *

Hypervisor
sarvices

ESX - Fa“ﬂvef
Standard Priority
vSwitch Order

VIMNICS VIMNICE VIMMNICT

WVIMNICS Controller A

AZNA) XA BDR—FDIEFIFEETT . RORKRIC. 4 DDR— T IL—FIZEH2YEER— ~ D5
BfERLE T,

C Ry N7 — 2 ORIVER LB ¢
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R=bTI—=TF S4EB 1. SaR2 ER 1 ER2

TIOT47 vmnicO vmnic1 vmnic2 vmnic3
222 NA1 1. vmnic1 vmnicO vmnic3 vmnic2
22 INA2 vmnic2 vmnic3 vmnicO vmnic1
22> IN13 vmnic3 vmnic2 vmnic1 vmnicO

RDEIE. vCenter GUI 'S DNEBR Y T —UR—ETIL—TDERE ( ONTAP-External $ & T ONTAP-
External2) ZRLTWET, 7T 4 TRBRTEATRIE. BRBZRX Y NIT—TA—RH5DHDTY, ZDFK
ETlE. vmnic4 & vmnic 5 [ZEILYIE NIC EDFT a7 ILAR— K THD. vmnic6 & vmnic 7 I£5]D NIC £
DEBFEDTF2TILR—ETT (COFITIE. vmnic 0~3 IZFFEALTUVWEEA) « RZUNATETEDIEF
IIEBEO 7 T AILA—N—%RMHE L. RERY FT—TIDR—MIRBICHEDFT, XZVN1T)IMDA
HAR—rDIEFDH. 2 DONBR—FJIL—THETRERICANE DD £7,

* /N\— bk 1 : ONTAP Select NEPR— LT IL—TFDERTE *

S ONTAP Exdswrsl (a8 Sestesgs
Py opertaes.
S Ty
TiafTe shoagersy

JN— b2 : ONTAP SelectN\&iR— ~ )L — T DERE
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ropertes
Securty fetech
Traffic shagang
Faonmey' or ey
"f Swmimide
Acive adapies
il o
Stancly’ adaptess
ot
et
Al eneicd Ly
Unaised adaplers

0K ¥
B3I EZELT. XOKLSICEIDHTET,
ONTAP - 4\E ONTAP-External2
TOT«4 TR TR vmnich TOT«4TT7RTAE L vmnic7
R INA TR TR . vmnic7. vmnicd. vmnic6 2B INA TATAR . vmnic5. vmnicB. vmnic4

KOEIE. AERY b T —OR— T IL—FDHE ( ONTAP-Internal & £ T ONTAP-Internal2 ) Z;RLTW
9, 7974787 FTRF. ERZRZYNTI—TOH—RKH5DHDTYT, COFRETIE. vmnicd &
vmnic 5 [ZEI CYIE ASIC EDFT a7 ILAR— R THD. vmnic 6 & vmnic 7 IEBID ASIC LORIRDT 27 )L
R—bTTo AZVNATEATEDIEFIIEEBED 7 T IILA—N—%RHEL. ALY FT—TDR— ki
RRICBEDET, REZYNA) A OATR— DIEFRSH. 2 DOWER— LI IL—TETRRICANED
h%d,

* % 188 : ONTAP Select R R— b T IL—TERE *
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Clowmsa iz ’

o oz

i axkagers
W ol
Slancdry adaplirs O ST O A oo 2
W etk
i mach
lm!h
Uenried acigher s

Satect it and standy adietey. Curing wiadoves, Stardby aZanters avivite i e order specsied asow

[ [ omen |

* % 2% . ONTAP Select RERR— cF)IL—TF *

S 0

Lodd Bakaneng Dm Fota s on angnbng el pad

Propertes
Seculy Network (ihow dilechon [ Ot L 2 o0
Tiafi shoprg S —
ST

[——

[l neride

ek
Sty bagtEr s
ik
Wl it T
W i
Iiruriind st s

Selert it ind standly adictirs Dumng 4 v, stindly adioters ativith i Gl Gpdcsied ibom

Lok || coma |

RBY3EZERBLT. ROKIICEIDETE Y,
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ONTAP - REB ONTAPAER2

FOT4 T TR TR vmnicd TOT4TT7RFR I vmnic6
A NNA TR TR L vmnic6. vmnic5. vmnic7 A INA TR TR L vmnicd. vmnic7. vmnic5

EEF-IEPE vSwitch BLUE/ —RIZ2 DDYER—

2D0D@ER (25/40GB) NIC 29 3%&IE. 10Gb 74 742 % 4 DERAT 2 C BERMICIFIZIZRE

CTYe 2 D0DMETR T REZITZERTRHETH. 4 DOR—bIIN—TZ2FERTIHENHDET, R
— I —TOEDETIIERDEED T,

R—rIN—F SEB1 (eda. eOb HEE1 (eldc. ele AEF2 (e0d. e0f) AEF2 (edg)
) )

TIOF4 T vmnicO vmnicO vmnic1 vmnic1
2ZINA vmnic1 vmnic1 vmnic0 vmnic0O
* /J—RZiZ2D20DE®E (25/40GB) ¥3ER— k%1% Z 7= vSwitch *
Gl . vae:'_\a'lsor
services

Port groups

ESX -
Standard

vSwitch

VMNIC1

VMNIC2

Controller A

2 DDYBER— b (10Gb WUF) ZEATB35EIE. BR— N IIWN—TFITIT4TTVETRERZVNAT
ATEHPHEICRTICKESNTVEIHBEDHD XF. AEERY bT—T1E YILF/—F ONTAP Select 7
SRARDIHFELE T, P 2TIN/—RISRADIFEIE. ANBR—bTIN—TFTREDTRIT2Z2T T
1 JELTRETEXT,

ROBNZRY vSwitch DB TIE. 2 DDR— R FIL—THTILF ./ — K ONTAP Select 7 5 X ZDAERE &
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UNEBDBEEY—EXEZNIBLE T, RERY kT—2D VMNIC I ZZDR— T IL—FD—EBTHDH. X
RUNAE—RTEBEINTWVWE O, ABRY FT—21F3%y FT—VFERICARSERY fDO—00
VMNIC ZFHTE XY, DN, NEXRY FT—IDFETI, 2 DDR—rIIL—TETT7IT71T L
22 NADVMNIC ZREICTB I EId. =y FT—2IDFELLEFIC ONTAP Select VM ZBYNIC 7 =)L A
—N—FBHICEETT,

* & /)—RIC2DDYIER—F+ (10Gb UTF) %z 7= vSwitch *

Hypervisor
services

vnics
Port groups
ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A
LACP %= {EH L 7= 8 vSwitch

98 vSwitch Z R CTHER T 3581%. 2y b7 —VBH%EZE51t T 37-0IC LACP ZfERATE X9 (=7
LRXNTSOTF4 RATIEHBDEFEA) o HR— TN ZHE—D LACP #EH TIE. $RTD VMNIC % 1 DD
LAGICECORMENBDET, 7Y TV IDYIEBIA v FIE. F¥RILKRADITRTDR—KLT7.
500~9. 000 ® MTU ZH7R— b TBIREHLHD F£9, ONTAP Select DRZBRY b —0 ENEBR Y KT —
JIE. R—=rTIL—=FLRILTHETIHNELRHDFT, AEBRY MT—TFI—T0>T7INAEV (DS
7=) VLAN ZERTIMNELHD 9, ARy bT—2IE VST, EST. £/IXVGT 2 EHTEX Y,

RIC. LACP Z{EH L 7=9 8% vSwitch DEREFZRLET,

* LACP KD LAG 7O/NF+ *
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

* LACP W"EZN72 38 vSwitch Z £ 258K — b 7L — TR *
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(O ONTAP-Btemal Settings =[0fx]
|Route based on IP hash -
|Link status only -~
[ves 2
[ves =
Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name . 1 Move L
Active Uplinks —Dl
ONTAP-LAG e Do |
Standby Uplinks
Unused Uplinks
dvlUplinkl
oK Cancel

* LACP "B 8K vSwitch Z RS Z2NEPAR— b J )L —THEAL *
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- |0} x|
v —Poliges -
[ Policles Teaming and Failover
Sacurity e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
VLAN ! ity " 5
Network Failover Detection: |Link status only -
st b Notify Switches: |Yes -]
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
Name ' _
Active Uplinks v |
ONTAP-LAG e
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel

LACP Tl 7y 7R FU—LR1 v FH— MEK— b F v 2L L LTRET BUENBD &
(D) v. S vswich TCOWMEBDICT B, LACP ZHEMIC LK — FF v RILANEEIC
BTN TV I =ML TSIET L,

YIBZ A v F DB

DUTNAAYTFELIUVOVILFRA Y FORFBICEDLSTYTA M) —LDOYBRER A v
FHERDFEM.

RERXA Y FLAVHO OSBRI Ay FADERFEZRET BEICIE. TRBRANBETT, 7y TFRKY
—LDOYPER Yy FT—JL AV TH., LIV 2VLAN ZERLEDBEICE>T. REBIZRAX T Trvi%
NBT—RY—EXDSDHRIT BVENDHD XTI,

YIEXAwFR—bMI bSUIR—FPELTHERITZIHVENHD I, ONTAP Select AR~ Z T 1w
3. 2 D0AEDOVWITNHTERDOLAV2RY FT—JICDBETETE T, 1 DDAHZEIE. ONTAP VLAN &
JRIEZREBR—bE 1 DDR— R IIL—TTHERTZHETT. 51 D20HEIE. VST E—RTRLDR
—rJIIL—TEEER— b e0a ICEIDYTEHETY, £7c. ONTAPSelect DU —X&, o>V —
RIBENDTILTF / — RIS L T, T—2KR—b% e0b KTV e0clelg ICEID U TEIRENHD £7,
NS T v IDERDODLAV 2Ry NT—DICRBETNTWVWBIBERIE. 7Yy TV IDYEBIA v FR
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— k@ VLAN B EFRIENTLWB VLAN D X MZEEFNTVLWBIRELRHD £,

ONTAP Select ODRERRY FT—O ST 0w IICiE. V> 2O0—AILDIP 7RLATERINZRE T >

R—=T A ADMERINE T, COIPT7RLRAGIL—FTaoriInagWnwicdH, 9732/ —REORE~S
TA4vII3BE—DLAV 2Ry b=V %ZRBATIVENHD £9, ONTAP Select 75 XX/ —REDIL—
Ry I R—FEINEE A

HEYPER A v F

RDEIE. TILF./—F ONTAP Select 7 5 XZD 1 DD/ —RHIMERTE XA v FOEEH T, COFIT
IE. REBEATLDORY bT—IR—bJIL—TF% KX T3 vSwitch BMERTBIENIC AN ALT7 v FX
=LAy FICT—TIERINTVET, RAVYF LRI Trv7id BIRDVLAN ICEENTWVWE T
A—RFFvXARFXAASVZFERLTOMINTVE D,

ONTAP Select AEf %Y T —2U Tld. XV JIFR—bTIL—FLRILTITHONET, D
() Acsim=y FO—2IC VET AERINTOETA, CORE— hJIL—T T VGT & VST
OBV H— b INET,

s HBEYEBRA v FEERLIERY N —U8

Single Switch
Ethernet Switch
[ — N RS EEAEEE | WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
‘vSwitch 0

COWHTIE, HEXA v FAE—AWEL A ET, AETHL, WRO XA v FE LR
() LT s — RO FREARELLBEICI S22y FI— I RELELAUE S
THEUBNBDET.
EROYIEZ A v F

TEMEHDIRELRISGEIE. EHOYIBRY NT—J0 XA v F2ERATINELRHD £, XOKIF. TILF/—
K ONTAP Select 75 XAZD 1 DD/ — R TOHEBETT . RIBENEDR— T IL—FD NIC ZH|LZ D
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B Y FICERIBET. B—DN—FI 7Ry FEENSI—HZFELTVWET, AINZVY
V) —DOREEZEE T 37D A1y FREICIHRER—FFrRILARESNTVET,

* BBOYEI Ay FeERLIRy b7 — I8

Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

d

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

T—RARNT TV I CEBEBN ST v IDDEH
T—RANT Ty I BB T4 v ENLIDOLAV2Xy b T—0IC08L £,

ONTAP Select DAEBRY hD—O ST a4 v Pld. T—2+>T74wv2 (CIFS. NFS. iSCSI) . B
FST7q0v 0. BLUOLTVTr—>3> 85T 10w 2 (SnapMirror) @ 3 DICHEINE T, ONTAP U3
ZANTIE. TNEND LS T v IERDBLDRIBA VX —T A XA EFEALEFTH. ChdD1>4—
T114R%RERY N T—UR—FTRAMTZHRELHD £Y, VILF ./ — RIBED ONTAP Select Tl
NbolER—beladB LU elb/e0g & LTERESNE T, U FIL/—REBHETIE. TNbldeta LYV
eOb/e0c £ L TIEETN. D DHR— MIREBI S A2 —EXBICFHINE T,

T—REZ T4V O CBEBIN ST vIiF. IADLAV 2Ry N TD—JICDE T2 xR LE

o ONTAP Select IRIFETIX VLAN T ZFERL THBEL £, EAFMNICIE. BIEMZ 71 v IAIC. VLAN
RIRGER—bIIN—TRYy b T—OTFHTR1 (R—hkela) ICRIDYETEY, RIZ. T—FLF T+
w2 RBIC. BIDR—rJIIL—TZR—kelb & elc (VU /—RFRIZRZ) ( XU elb & edg (XL
F/—RUZRAR) ICEIDHETET,

CORFaXY MTHIEL T VST #BRE TRIRATRHRIBEIE. T—X LIF LB LIF OfAZR CRER—

MCEEB T D EHREBICARDIGENRHD EFT, ZORHICIZ. VM B VLAN 2X > 5 %2FET93. VGT L
EEN3 O X=2FEALET,
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ONTAP Deploy 21—« U5« ZEBT 3188I1F. VGT TF—4 3Ry kD —Z r &\
() T—vesmIscLnTEERA. COTOLREISREDEY b7y TORTHICET
THUENBD T,

VGT & 2 /—RIUSARZEERT3HBEIE. THITTEDNMETT, 2 /—RISAZEETIE. /—FRE
BIP7RLRAEFEALT. ONTAP AR fEATBEICARBHIICA T4 T—2— \DFEHiEHEIILET, L
7T, /J—REBELIF ((R—hkela) ICRvEYIEINTAR—RTIL—TTIE. ESTHFX VS L VST
REXVTOHDPHYR—FEINET, THIC. BEMN S T v o8T—2 S T70 v IDOmMADRBILER—KTIL
—JEFEALTVWBIGE. 2/ —RISAZALETHR—FEINBZDIE. EST & VSTEIFTY,

VST VGT DEBE5DERA T3> dbR—bENET, XROFIIVSTOFUAERLTED, b3
T w2038 YTE ENTR— T IL—F%FEBEL T vSwitch LA Y TEIHITENEz T, COERTIE. 7
SRR/ —RDEELIF B ONTAP R— bk ela (CEID HTHN. BIDETSENTAR—MIIIL—TEELT
VLANID 10 TRIFIFIEINET, T—HX LIF 1. R—b eOb LV elc £7zld e0Og DWVLVTNHICEID YT
5. 2BHODR—FJIL—TF%FEALTVLANID 20 Mt E5EENE T, VXX R—KMIIBEHDKR—KY
JL—7%=EAL. VLANID 30 BMtE5EEhFd,

*VSTICE BT —REEEDDEE

Ethernet Switch
(= s |
PortGroup 1
Management traffic
VLAN 10 (VST)
ey PortGroup 2
— Data traffic
vone | vians VLAN 20 VLAN 20 (VST)
ws | e o || eee | PortGroup 3
Cluster traffic
VLAN 30 (VST)

r Datad LIF: |
| Chushcaisnagement LIF: 192.168.0.1/24 5
1 100, & !
i ' Data-2 LIF: i
?ment LIF: 192.168.0.2/24

ROMIF 2 DEDVCT DY FUAZRLTED., ONTAPVM ABIAZDTO—RF*Fv A M RXA VICERBS
NTWB VLAN R— b2 FHLTAS 70 v 0% R2IHIFLET, COFITIE. KREBAR— b e0a-10/e0b-10/
(eOc £7=l3e0g) -10 BLUV e0a-20/e0b-20 VM 7R—k e0a & eOb D EICERRBEINTWVWE T, CDIE
B Cld. vSwitch L1 ¥ TIE7 < ONTAP I CEERY N T—0 %22 JFITTBCHaIETT, BIELIF &
T—RLFIECNSDREAR—MIEBETINTWS=H. 1 DOVMAR—FATLAV2EZES5ICDETE

BEIICH>TVWET, V5XAZVLAN (VLANID30) IF5|EHmIR—bTIL—TTERIFITEINET,

CE

* COERIZ. B D IPspace ZERATABEICKHICELTVE T, ISICHIBRENADEHETILFT
FIOV—HURETHZHEIE. VLAN R— hZERLZDHARAR L IPspace (7 IL—FLLTLIZE L,

*VGTZHR— T30 MMEBEIAAYFDRTUIR—BMIESXI/ESXTRA MR NJ—O 7R A%
BHETAINELNFHDET, REXAM Y FICEGRINIER—IIL—FTErS XTI 2BMICT BIC1E.
VLAN ID % 4095 ICERET A2HEHLHD £,
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* VGT #ERLIT— X BEOO B *

Ethernet Switch
[ |
PortGroup 1 - No tagging at Port Group Level
Management traffic
VLAN 10 (VGT)
Data traffic
~ alats VLAN 20 (VGT)
ol B A PortGroup 2
Cluster traffic
[oo oo [ o [ o] VLAN 30 (VST)
ONTAP Balect WM
Defaultm
""" . |
Broadcast Domain: BD1 Broadcast Domain: BD2 |
Cluster-management LIF: i #0210 #0010 o020 || etb20 g Data-1 LIF: E
10.0.0.100:24 i ; 192.168.0.1/24 '
Node-management LIF: s Data-2 LIF; :
10.0.0.1/24 | 192.188.0.2/24 E

BHRET—FTIF v
NTTRAZE )T 118
SAAMA 7 a3 xR LT BEICEDEL HARBRZEIRL TS 7EEL,

BERIIT IV r—23>0—00—-REZEIVE—TFSAXIVZADANL—=F FSATFTVADSAET 1
TAN—RITT7TEET DYV IRTITR=RADY ) 2a—a VICBITLBOTVWE TN, MESHC 7+
—ILE LS URICHT B = —XPHIFIEZEDL D £ Ao Recovery Point Objective ( RPO ; B1Z1EIRRF =

) BEODHABRE (F. 1 VTS ARXYIRDAVKR—2Y FEEILLZ T —RBEANSERTHEREL

9,

SDS D AEDIE. YT T7—RFvIVITRAML—J8WVWSERDLEICKDII>TWET, k. V7
T 7L T—2a>TaA—H8TF—20OERO I —%2ERODI L -1 OICE 2D > THRINT B3
YT, T—HDMEEMEZREIZLEVSDHDTT, ONTAP Select iF. CDEIHRDEIC. ONTAP HEDE
HIL 7 r—> 3 88 (RAID SyncMirror) ZfFB LTI S AZAICI—HT—2OOAE—%ZEBIMTHREFEL
£F9, CNIFHARTODOAVTFRAMTRITINE T, HART . 22— 7F—2paE—=z0—-hHIL/—
FROXRL—TU21 D0 HAN—FF—DXRL—TI21 D0 EHhET2 DML FEFJT., ONTAP Select 75
ZANTIE. HACYEEL ZU 5= a3 hRacsntsb. 2 D00 E L /=D ERICER LD T
BIETEFHA FD®D. REAL TV 75— 3 UREISTILF / —RY ) a—> 3 > TOMERTE X
3-0
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ONTAP Select 7 5 A2 Tld. EEAL U4 —> 3 V#EEIX HA DREBETH D . FEFEERD
@ SnapMirror £7z1% SnapVault L 7V —> 3> TP UICH2HDTIEHD FHA. FHIL
FVr—2 3> HADGYIDEEL TIER T3 i3 TEEE A,

ONTAP Select HABEA ETFILICIE. WILF/—RUSZXHK (4, 6. FHld8/—R) ¥2 /—RUSRA
D2O2BHDFET, 2./—K ONTAP Select 7 T XA XDFEHIANREIHFHII. X TV Y T LA 2VDR A% ER

TRIDICNBDAT A T—2—Y—EXZEMAI 5= TY. ONTAP Deploy VM (I, BRETBIANTD 2 /
—RHARTZDTIAIWNEDAT A T—2— LTHEELEX T,

CD2D207—FTI7F v ROKICTKILET,

*O—NIEHRASL—2 *ZERALI2 /— R ONTAP Select 7V 5 X%, UE— M XT 4 I—R—1&

ONTAP
DEPLOY

Mailbox 3
Dlsks///'
. y 3

-

Max Latency: 125 ms. RTT =
Min Randwidth- 5Mb/s Seid —

iS50

2 /— R ONTAP Select 7 5 X Zld. 1 DD HARTEXT A T—RX—THERINET, T HA
() <7tk 89528/ —REDF—8TI U~ MBS S—USIEN. T AT —
N—HRE LIBRICT — 2 hbN3 ZeidH b £ Ao

*O—HILEHANL—%FEHET 54/ — K ONTAP Select 7 5 R4 *
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*4 /—R ONTAP Select 7 5 2 &IE. 2 DD HARTZTHEBINET. 6 /—RISREE8/—RUS
AZE. ENENI DL ADDHART TR INET, EHARTTIE. FVFRXZ/—REDT—%
TOVF— R HERI SV TN, TJxAINF—N—"DRELIGEICT—EIDNEKONBZZCEHD
Ft Ao

*DAS A L —HFERLTUVWRIBES. ¥IBY — /N LEICIEETE S ONTAP Select 1 Y X2V XE 1 DF
|7 T9, ONTAP Select IF. > ZXFLDO—AJLRAID O FO—JICHHMWNICT 2 X T I3RENLDH
D, D 2OO—AIEHET A AV BEITEILSICEKAINTVWSH. X ML= OYPIERNARESGEHLR
AIRTY,

2/—FHAXZXIF/—F HA

FAS 7L 1 CIZEARD. HART®D ONTAP Select / —RiF. BEHDIP Xy FT—IRRHATEELET, IP
v k7 —2h Single Point of Failure ( SPOF ; B—mREE) CR37H. XY FIT—ION—FT1> 3%
ATV b TLAVDIRADSFRET DD, FHFF LDBEERERCADET, YILF/—RIZAAXT
IE. 12D/ —RTEENMEELTOHIERDD3IDULD /) —RTISAE I A—S5 LEBIIRRERT-D. &
M TEET, 2/ —RUS XX TIE. ONTAP Deploy VM BA7R R R § B3 X T4 T—42—H—E X% FEH
L CRRDRENEEETNE T,

ONTAP Select / — F & ONTAP Deploy X7 4 T—4—H—EZXDEDODN—rE—rXY FDT—=OZT 1w
S IZRNEAOTEE M 3 7-8. ONTAP Deploy VM % 2 / — K ONTAP Select 27 5 X & £ 13D F —
RER—THRALTBZCHEETT,

2/ —RUSRADAT 4 T—R— LTHHEET B35S, ONTAP Deploy VM IEZ DT 5 AR
ICRARBREERTT, ATAI—X—H—EXZFERATIRWVES. 2/ —RISIEIFT—
2DREEHFITETH. ONTAP Select 7S RADA ML —J T oA IILA—/N—HEREITEMIC

C) BDFEFT, TDF. ONTAP Deploy DA T 4 T—X—H—E XlF. HARTDE ONTAP
Select / — REDREMRBEEHIZITIVNENHDE T, V5RXT +—F L%EEYICHEEE
IHBICIE. RIVFEIED SMbps . RTT (RKZ 7Y K MU w FERE) A 125 S UMTHEIT
nUEED FH A
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XFT 4 T—R—¢ L THARET S ONTAP Deploy VM D' —BRfHIICFER TEARWEE. FRIEKAICERTER
KBZAEEDDZHEIE. EH >4 ONTAP Deploy VM ZfEBL T2 /—RISRAEZI+—SLEI R
R7TEET, TDOER. FHL L) ONTAP Deploy VM (& ONTAP Select / — REZBIETEFEAN. V524K
J3—ZLOT7ILT) A LICIEREER CBMTNE T, ONTAP Select / — K & ONTAP Deploy VM D D&
EICIE. IPv4 AR D ISCSI 7O M JILHAMEREINE T, ONTAP Select / —RDEEIP 7 RLAN1=Z> T
—ART. ONTAPDeploy VM D IP 7 RL AN R =4y kT, LTzH 2T 2 /—RISAE%ZERT 315
B, /—FREEIPZRLRADIPV6 PRLRFHR—FTEFEEA, 2 /—FISXZDOEREFIC. ONTAP
Deploy THRARENBZX—ILRY I RT 4 A7 BEIMICIER S . #EY)7% ONTAP Select / — REIE IP 7
RLRICYRIENET, REIFIARTEY b7y TRICBFNICTHON. BIBIZEIEIRETYT, V7 X3%
ER 9 % ONTAP Deploy 1 YRRV AW, FEDITZRAZDT I AN MDAT 4 IT—R—CBDFET,

AT A IT—R2—DDHREZEETINENH 5L, SEIEENNVETY, 7tD ONTAP Deploy VM Hisk
ONIEBETHITRRIA—F L2 VAN) TR EIFAETIN. Ry c 7Y TTlE 2/ —FKI3R
BAPA 2V RRZ 2 2 EINB =TI ONTAP Deploy T—ER—RZN\Nw I TV T2 =HRELET,

2/—RHAY2./—RKXZXLLvF HA (MetroCluster SDS) DLLE

2/—ROT70T47 170747 HAOVS XA IDRVEEH#ICHERL. &8/ —RFRZELRZT—42t> 42—
ICECB TR ENERET T, 2 /—RISRAE 2 /—RIRAMLYFUSRXAE (B4 MetroCluster SDS) D
M—DEWI. /—FREOxX Y b — R T,

2/ —RUSZ2R2I1F. ALT—2tE>R2—RICH3 2 DD/ —RH300m UAROEHEICEEEETNTWE TS
2T, —fRIC. MAD/ —RIZIE. BCRY bT—T X4 v F F7=lF—ED Interswitch Link (ISL ; X
AYyFEI>VT) XY RT—=ORAYFADT YT IHRHD FT,

2 / — K MetroCluster SDS ¢ . BIDEE. BIOEY. BDT—2tE>2—71Y . ¥IERIC 300m U L8N
e/ —RZFDUTRATYE, THI. &/ —RDT7 v TV IEGIE. LDy FDO—0 240y FICHES
TN EF, MetroCluster SDS ICIFER/N— R I T 7IIREH D FHA. 7=15L. BERILITVVOEH (
RTTORKS5 SUBEIvRDS5 I UBOEET 10 S UM) CYIREHOENH (RK 10km) [ZEHML TV
MBHRHD X,

MetroCluster SDSIZTL S 7 Li4EeTHD. TLITLSA YA FHIETLITLXLSAE Y ADNKBET
9o Premium St > Rid. FRIED VM DIEFH. HDD LU SSD X T« 7DERZEHR— ML %
T PremiumXLS 12X TIENVMe RS 1 TJDERbB T R— cENE T,

MetroCluster SDS (&, O—AJLEHA ML — (DAS) tHBEX L — (VNAS) OWlA
THR—FEINFET, BE. VvNAS H#ERK TIE. ONTAP Select VM E HEBX ML —J 2 DEOD

@ Iy h =W ERERT, BEDLATUIHKRELAD ET, MetroCluster SDS #8R Tld.
BAL=2DLAT7oo%8H. /J—REITRAK10IUBDLA T2 THIHNEN
HOET, DFED. CNSOBETIFHBERA ML —COL AT EBE B TETARVED,
Select VM DL 1 7> % BIET BT TIEFR+9 T,

HARSM ¥ SS—ahf7 44—

~
RAID SyncMirror (RSM) « S 5—CNiF7I U5 — b BLUETIAANIZFERAL
TT—2EXREHIELET,
BHEAL 74— 3>
ONTAP ® HA EFI)LIZ. HA/N— b F—OHERICEIWLWTWLWE F, ONTAP Select I&. ONTAP @ RAID

SyncMirror (RSM) #aexFHA LTI XE/—RBETTF—427AQvo%LFUs5—kFLT. HARTAT
A—H7—2DAE—D 2 DRFEINBZELDICTELT. COT7—FTIVFv IR AETT T
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—IANEHRERL E T,

XTFAIT—R—%FD2 /—RISRRIE. 2DDT—RE2Z—ICE=PBZI e TEET, FHICOV
Tlx. ZBBLTLIETVW"2 /—RZX L wF HA (MetroCluster SDS) DARZX NS5 4 R"

IS-CNETIUS— b

ONTAP Select 7 5 X &I, 2~8 /—RTHEHRIEINF T, EHARTIZIZI—FTF—20IE-H2D28F
N PRy rI—20%ZN LT/ —FETEBNICES S —-UYJENET, COIS—D2JFa—HFIcwL
TEBNTHO., 7277V —r07ANT«THO T—2T7J7 V45— bOER 7O XHRICEERIC
BESNET,

ONTAP Select 7 S R AKNDITARTDT I VT —KF. /—ROTxAIA—N—BICT—X A% ER
L. N\— RO T T7EEEROD SPOF ZE#d 370, S5-I TI3NENHD FT, ONTAP Select 75 X
ARDT TV —RE. HARTDE /) — RO I ZRET « AIDBER SN, ROT 1 AV %EALE
ER

* IYED ONTAP Select / — RAMEMRT 3 1 £y FrOO—HILT« X
cWED/—ROHAN—FFF—PREETZI 1Y NDIS—FT 0 XY

SS5—FOUS— FOERICERTNBO—HNILT A RIESS5—F 1 XU BLYAXT

@ HBIVELIHDEFT, cNS5OT7TVF—RI LY IZR0EXUV LY IR 1 EFINE
T (O—HILZIF—RTFEVE—FIS—RT7ETRT) o ZEBEOTL v I RBESIZ. BEICK
S>TERZGEDNHD £,

COTTO—FI%. XM ONTAP 7 5 XA ZDOIHEC IIIBEARMICERD £3, TDEEE (Z. ONTAP Select
ISZAARDIARTDIL— b T4 RV T—R2T 1RV %3ELET, 7IUHF—MICIZ. T—20O—AHI)L3
E—rI5—F—0mALESENET, LA >T. NBORET X287 )5 — M. 7—4
D2H/FBBHDAE—HPEEDT 1 RVICREINZET-H. NRESO—EDI ML —J%BHLET,

KRDOEIFE. 4 /— KR ONTAP Select 75 R ZARD HART7EZRLTWET, CDIZSARICIE. WHD HA /N
—rF—DRL—=CHFEARTS (FANAD) 7OUTS—ED12HBDET, COT—XTIVr—k
IE. 2ty bOIRET 4 RUTHERINET, 1 DIXONTAP Select "FAE T3V 5 XA ./ —RHRIHT 3
O—Allty bk (FLYZX0) . HI120FT7zAIA—=—N—N—rF—DEHTBZIVE— YV~ (F
LyoX1) TY,

TLyIZX0lF. SRTOA—NILTA ROV EFREFEITZINTYRTT, Ly IR 11E. S5—FT40 XD,
D2FDA-HYTF—ED2 DOEHDL ) — A —%RINT 2T« RV RFITZN\TY LTI, 7IUN
—bZFABETD/—RIEFTLYIRO0ICT s RV ERMBL. ED/—RDODHAN—FF—=FTL v IR 1IC
T4 RV ERELET,

ROETIE. 2KDT A AT THEBRSNZIS—TIUr—rHBDOET, COT7T)S—FDABH 2D
DYUSAR)—RBTIS—NET, COFE. O—HILT4RINET-111ETL v IR0 NTy MCER
B3N, YE—FTARINET21 3 TFL Y IR 1 Ny MIBBEINZF T, COFITIE. 7FU5—F
test IFEBAIDISRE /) —RICLK>THREIN. O—HILT«4 XY NET-11 E HANX— b F—DZI5—F 4 R
2 NET-21 ZEALET,

* ONTAP Select = 5 —7J U7 —hk*
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