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D SSD RSA JRERIC. RSATERELHEIC. Deploy ZERHL TR T%EBMT ZIHNELDH
DE7d, FAEWIE. Deploy i&NVMe RS 7 ZRHEL T/ —RZEUT—r92RTY, BIFDU S XZRIC
NVMe RS 7%#BIMT3HBE. V- 7OCRICOVTROEITTEELTLIET U,

* Deploy &, VI —brA—=T AL =23 E0EBLET,

*HADTA VA —N—F TNV TRBIBFEEDICRITENI T 7 U7 — b OBRERICIEERED D
NBZEHHBDET,

VIV —RISREDGE AIVEA LDEELET,
ZERL TSV "I L —UBEDILE" EBIMNER D%

Fg
1. RAMLED*BIOSHBE * XZa—IC72EXLT. II0ORELLDYR—bEBHICLET,
2 4L b1I0@EIFA>TIL (R) VT (VTd) *EBEZBMCLET,
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Intel® YT far [Ernable]
i fl IA0 (MT=d)

3. —ERDH—N—TIE. *AVTIO®KR)a—L « IZZAVEr « TNAR (A>FILVMD) *EZHKR—
FLTWET, BRICT 3 . EATRESD NVMe T/N1 XD ESXi N1 IN—NAHF—IZEH IR /R0
F9, BATTBRIC. CDA T a>rEEMCLTLLIEI L,
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Intel® YMD for [Disahlel
Volume Manasgement
Device for PStacko

4 RIS IADNZAZI—BICNVMe RS T2RBELET,

a. vSphere T. "X k * Configure * Ea—%FE. *Hardware :

v LET,
b. ONTAP Select IC{EFR T2 NVMe RS54 JEFEIRLE T,
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PCl devices* D F®D *Edit* =2 1)



Edit PCl Device Availability

®

D

4 JE@ 0000:36:01.0

I oooo:3s:.

4 i 0000:36:02.0

& 000039

ONTAP Select VM ¥ X F LT« A7 H L VMRAE NVRAM %R X k931,

Status

Mot Configurabie
Available (pending)
Mot Configurable

Available (pending)

Vendor Name

Intel Corporation
Seagate Technology ..
Intel Corporation

Seagate Technology ..

No [tems selected

sdot-di380-003.gdl.englab.netapp.com »

Device Name ESX/ESXi Device
Sky Lake-E PCl Expres..

Mytro Flash Storage

Sky Lake-E PCI Expres..

Mytro Flash Storage

NVMe 7/\

ARCHDNYITYTINTWDE VMFS T—H X K T7HURETY, PCI/NRRIL—FICH
DRSAT%#HBET3HEIE. COBMTDLELCED 1ARD NVMe RS+ JE=FERABIRER
REICLTHEEET,

a [OKl =27y LEYd, BIRTNIT/NA XL, *Available (REH) *eRRINFT,
S [RRA+DBEEEFH N ZI Vv I LFET,

Configure

Permissions

VMs

Datastores

Networks Updates

DirectPath I/O PCI Devices Available to VMs

D

I 0000:12:00.0

R 0000:13:00.0

I 0000:14:00.0

@ 0000:15:00.0

I8 0000:37:00.0

8 0000:38:00.0

¥

Status

Avallable (pending)
Avallable (pending)
Ayallable (pending)
Avallable (pending)
Avallable {pending)

Avallable (pending)

L 5 Vendor Name

Seagate Technology PLC
Seagate Technology PLC
Seagate Technology PLC
Seagate Technology PLC
Seagate Technology PLC

Seagate Technology PLC

7 devices will become available when this host is rebooted.  Reboot This Host I

T’

REFRESH EDIT...

T Device Name Y
Nytro Flash Storage
Mytro Flash Storage
Mytro Flash Storage
Nytro Flash Storage
Nytro Flash Storage

MNytro Flash Storage

R MDHE[FEHNFTT LT=5. ONTAP Select Deploy 1—F 4 UF 1% A VA M—ILTEE T, Deploy H1 K
FTICEEfH L 7R R M IZ ONTAP Select R b L—U 0 5 X2 Z 1B T 3 FIBDN "IN E S, COFOELXT
I&. Deploy IF/NXZXIL—RICERE SN NVMe RS54 J%#&EHEL. ONTAP F—& 74 XV LTHERT 3

FSAT7ZBBNISERLET. LZIGLT. 774 bDOERZ

AETEET,
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@ ONTAP Select / — R Z Y ICEK 14 D NVMe F/A1 ZAHH— k IHE T,

Pl ONTAP Select Deploy h e~ | &~

Clusters  Hypervisor Hosts ~ Administration

Storage
RAID Type Data Disk Type
Storage Configuration Software RAID j NVME j
nvme-snc-01

System Disk sdot-dl380-003-nvme(NVME! j

Capacity: 1.41 T8

o Data Disks for nvme-snc-01

Device Name Device Type Capacity
0000:12:00.0 NVME
0000:13:00.0 NVME
0000:14:00.0 NVME
0000:15:00.0 NVME
0000:37:00.0 NVME
0000:38:00.0 NVME
0000:39:00.0 NVME

Selected Capacity: (7/7 disks)

IS RZDEANTET LT=5. ONTAP System Manager ZEFR L T. RRXA TSI F 4 AR >TA ML —
DHEIOEY 3 Z VI TEET, ONTAP Tld. 73 v amitIC&E{L Iz Storage Efficiency #aeh' H
BRICEMICED. NVMe R ML —SZRARISERATEET,

16



Preparing Local Storage.

-

The local storage is being prepared.

“ 0 NTAP Syste m M dan age r {Return to classic version)

DASHBOARD

STORAGE

NETWORK

EVENTS & JOBS Vv

PROTECTION

HOSTS

CLUSTER

ots-NYMeEe versionso

Health

@ All systems are healthy

FDVM300

>

Capacity
0 Bytes
USED
0% 20% 40% 60%:
1to 1 Data Reduction

-3

4.82TB

AVAILABLE

BO% 100%

No cloud tier
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