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2. Get/clusters/ {cluster id} *#%% w2 LT. ONTAP Select 7 5 X IR 3 I5HRDEVZICFER T
% APIIFUH L OFFHlZERTLE T,

J—o70—-701X

APl J—20J0O0—%{ERAT 38
J—0J7O0—-7OtX=MRE L TERTZ-00EEE L THEBELHD £,

J—J7O0—TERAINBZAPIEUH LICDOWTIEET 3

ONTAP Select DA >S4V RF¥a Xy hR—=IJ|Z. $ARTO RESTAPI U L OFFEMEEHIN TV E
To CITIE. ENSOFEMERDIRIDTIIHRL, 7—2 70—V TILTHERLTULSE AP FEUHE
LICDWT, ZOMUHLZRFa XY MR=JTRDIIZ1DICHEBRIBEREITZRLTVWET, HE

DAPIEUNH L EZREL=S5. AJINT A=, HHOFEK. HTTPR7—2XO— R, BERWBR 1 T2 L.
HOHLDIARTOFMEZHESRTETEI,

J—2 J7AO—ROZAPIEVH LICDWT. RFa XY hR—JSTHEUHELZRDITADICERIIDRDIBERH
SEFNTLET,

* ATV I FFaXY bR=ITIE HEERLEEREE 2IZAT I VRIS API U LADEINTL
9. BHEDAPIFUH L ZEERT BICIE. R—PO—FTFETRI/O-IL. ZHIBAPIATIVZY
I LET,

*HTTP BE HTTP BEIE. )YV —XICH L THRITT 48 (F2RLE T, BAPIRUH LIZ. BE—DHTTPE)
AEERALTRITEINET,
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* XA TONXRIF. BUHELDOERTHICEE NMUIBTREHED)Y —REIBELEF T, NAXFEHMNO
TJURLICEMSIN. VY —X%ZHATE3REHRURLIFEERINE T,

RESTAPICEZET7 VX T 2-HDURLEIERT S

ONTAP Select D RF 2 X > FAR—JIIMMX. Python BEDTOY S I >JE58B%EFEHAL T, Deploy REST
AP ICBET77ERATELHTEET, COBEDIAT URLIF. AV FA Y RFaXYMR=JIITIE
RATBLFIEATZ URL D LELBD ET, APIICERT7 VR T3561F. KXY ER—bOXF
FZ fapi BT ZBELHD £9, fl:
http://deploy.mycompany.com/api

J—270—1.ESXilc> VT I/ — ROFHHET S XX EERT D

vCenter TEBIEINTULS VMware ESXi RX MM >4 )L ./ — K@ ONTAP Select 7 =
ARXAEEBATEX T, 77 RRII. FHMERAS A A TERSNE T,

IS RZDVERRT —27 70— I3RDBEICERD £,
* ESXi "X A vCenter TEIEINAL (REZYR7OYHRIN)
* USRANTERD / — RFRIFHRIMDMEAINTVLBRIES

* VIARIBATAE U RZERA L TABRRBICEATNETT
* KVMNAAX—=NAHF = VMware ESXIiORD D ICFERINET

1.vCenter Server? L 7> > ¥ JL D& R
vCenter H—/NTEIETINTULS ESXi KA MIEBAT3HEIF. RXA BRI IFICILTVOvILEE

MIBIBELRHD £, €DK, Deploy BEIEIA—TFT s UTald. OIL T2 vIL%Z@ERL T vCenter AND
R EITVWE T,

A3V HTTPE)Ed INR
BA 3L Isecurity VLT >+ )L
h—IJ

curl -i1X POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step0l 'https://10.21.191.150/api/security/credentials’

JSONA /] (step01)

{

"hostname": "vcenter.company-demo.com",
"type": "vcenter",
"username": "misteradmin@vsphere.local",

"password": "mypassword"
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WNEBOZAT
FEEIHA

H77
O —>avibBEANYR—DU LTI vILID
s ogJATT U
2NAN—=NAHF =KX+ EFRT S
ONTAP Select / — RHAEENBZRETS VEETITENAN—NAHF—RKIA M ZBMTIBRELRDHD £,

ysbam iy HTTP&h:d INR
IS5 AR ®ia /hosts
Hh—I

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step02 'https://10.21.191.150/api/hosts'

JSONA ) (step02)

{

"hosts": [
{
"hypervisor type": "ESX",
"management server": "vcenter.company-demo.com",
"name": "esxl.company-demo.com"
}
]
}
WIBoRAT
FEEIHA
=)
* A7 =23 VIEEANYE—DERILID
= W i sk
3.9 5 XA ZERK,

ONTAP Select 7 S R 2% 1EF T % &« BEANR T S AZBEHNEHFIN. Deploy IC& 2T/ —REHBEE)
BICERTNE T,

yslbum iy HTTPE)Ed INR
JS52RHX ®’i5 [clusters

12



h—=lb

NIV

ROSRADIFE. VL) INTA—FD node_count % 1 [CERETIHELHD 7,

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k

-d @step03

'https://10.21.191.150/api/clusters? node count=1'

JSONA ] (step03)

{

"name" :

WBORAT
[E]4A

7

"my cluster"

* location [GBEANY A=V S XA IDHEENET

4.9 5 AZDHKE

IS REDRED—REL THEET 2HEDH BRIV DB FT,

ATdY
VIR AR

A=

HTTPEE AW 4
Ny F | 22242 {cluster_id}

TS XX D ZIEET BUEDHD X,

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k

-d @step04

'https://10.21.191.150/api/clusters/CLUSTERID'

JSONA /] (step04)

13



"dns info": {

"domains": ["labl.company-demo.com"],

"dns ips": ["10.206.80.135", "10.206.80.136"]
b

"ontap image version": "9.5",

"gateway": "10.206.80.1",

"ip": "10.206.80.115",
"netmask": "255.255.255.192",
"ntp servers": {"10.206.80.183"}

WBDRAT
[E]4A

Hh
TL
5./ —R&ZHIETS

Deploy BII1—T 1 VT 1 3. VS XAZDERRFIC/ —R ID L &BIEEBNICERLES. /—REZRET
ZHIC. BIDHTENTWVWS ID BB I ZRENHD £,

AF3Y HTTPEI5 INR
VSRR g | 2524 {cluster id} //—FK
=)l

T5 AR ID ZIEET BUEDHD XTI,

curl -iX GET -u admin:<password> -k
'https://10.21.191.150/api/clusters/CLUSTERID/nodes?fields=id, name'

WEBDRAT
[E4A

77
* Array 3. ENENEBD ID L &RIZFOE—D ./ —FZERLTWVDS

6./ —RERTE

/—RFOEARREZETIHENHD ET, NI /—FOREICEATNBZIRIID 3 DD API U H
LT9,
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A7V HTTPEI5E INX
U5 2RA AW4 125248 {cluster id} /./—K/ {node-id}
h—=IL

JZZAZIDE/—RIDZEETZIHNELNHD T,

curl -i1iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k

-d @step06 'https://10.21.191.150/api/clusters/CLUSTERID/nodes/NODEID'

JSON A/1 (FIE 06)
ONTAP Select / —R%ZZETIBHRAMID ZIBEEITINEHLHD £,

"host": {

"id": "HOSTID"

b
"instance type": "small",
"ip": "10.206.80.101",

"passthrough disks": false

WBDORAT
Bkt

73
mL
7./ —Rxy hD—O%ZBE

DTN/ —RISREZAD /) —FTERESNE T -2y b —JBEXRY b —U2FET UEND
DEF, ALY bT—=D1FS 2T/ —F IR TIIERTNEE A

A7dY HTTPE)E) INR
U5 2AAR Vs | 25242 {cluster id} //—K/ {node-id} /xvbko—2
h—=IL

IS5RZIDE/—RIDZEEIBVENDHD XTI,

curl -iX GET -u admin:<password> -k 'https://10.21.191.150/api/
clusters/CLUSTERID/nodes/NODEID/networks?fields=id, purpose'
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MBS AT

Bkt
7
*220L3—FOEH, ELI—FIE. —ED D LBNZED. /—ROBE—DxRY hT—0%KRL
=3

8./ —Rx%y NIJ—UDEE

TRy bT—JEEBRY NI —UZRETIHEDNHD T T, ARRY b T—J 2T/ —RT3
AZTIFERATINEE Ao

(D) MEROAPIHUHLE. *vhT—2 L 2 EFORTINET,

A7 HTTPE)E INR

IS AR INYF | 2524 {cluster_id} //—RK/ {node-id} /%y bto—2o/ {
network_id }

H—I)

9ZX2ID. /—FID. 8XURY FT—7 ID ZEEITHEN DD XTI,

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step08 'https://10.21.191.150/api/clusters/
CLUSTERID/nodes/NODEID/networks/NETWORKID'

JSONA /] (step08)
2y RNT—UDRBBIZIEET IHVELNHD £,

"name": "sDOT Network"

MEBORA T
[EI4A

7
®L
9./ —RDRML—ITF—ILZRE

/—RZERETIREDFIEIF. AML—SF—ILEEHRTZETY, FHAERI ML —JF—)LIE
vSphere Web Client 241 L T. F7cl3HEICIG L T Deploy RESTAPI ZfEA L THRTE X I,
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ysb iy HTTPEh:d INR

U5 2RA Ny TF | 25248 {cluster id} //—K/ {node-id} /=%y btT—2/ {
network_id }

h—=Ilb
95X2ID. /—FID. 8XURY FT—7 ID ZEEITHENDD XTI,

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step09 'https://10.21.191.150/api/clusters/ CLUSTERID/nodes/NODEID'

JSONA ] (step09)
7’_”/0)@%‘; 2TB —Ca—o

"pool array": [
{
"name": "sDOT-01",
"capacity": 2147483648000

WEBDORAT
[EHA

:p)
L
10.7 S A2 ZEA

TIRBE /) —FORENTT LIS, VFAREZEATEET,

A7V HTTPE)E AW
I RAR E5°41) /2524 {cluster id} /EALTLEETL
=)l

US5RL D ZIEET BHEDHD T,

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @stepl0 'https://10.21.191.150/api/clusters/CLUSTERID/deploy’
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JSON A/7 (FIE10)
ONTAP BIEEZ 7 HUY FDNNAT— RZIEETINERHD X T,

"ontap credentials": {
"password": "mypassword"
}
}
WBDORAT
FEFIHA

:p)
D o i S

Python ZfEfl L T7 AL XY

Python ZfEH L TAPI IC7 V1R BH1IC. ROFIE%RRIT
B> FILD Python RO ) 7 h%ZR1T9 3H0lc. RIEZERIIVELHD X,
Python X7 ) 7 r%ZE1T79 81lC. RENBEYICRESNTVWER I ZHERTAINENHD X7,

* BFN—I3 >0 python2 B Y X k—LENTVBREABHD £3, > FILI— K python2 TF R
FENTWVWET, oo Python3 ICRHERRET A ERMEICOVTIZT I FENTULEE Ao

* Requests 175U Ulb3 SATSUNA YR M=ILENTVWBIHRELRDHD £, BBICIK LT, pip
RED Python BIEY —ILZERATEEY,

C RV EZRITTBI9TA4T7NT—UZXFT— 312, ONTAP Select Deploy RIEEY S U AD Ry b
D=0 T I ADRETTY,

oo ROBHRHPIVETT,

* Deploy RIEE<X>>DIP 7RL R

* Deploy BEBET7HU Y bOA—HLZE/NNXT—R
Python X7 ) 7~z IBf#$ %

B2 TILD Python V) T hZFEHATR L. WK DODDEBBZI XXV ERTTEE
T RV UTr%Z4 7T Deploy 1 VARV ATHERTZHEIIC. ENSDRTU T KIS
DVWTHERLTELBERHD XTI,

7

/|

WK
%

20 ) T hiE. RO—EHIBREFETRETSNTVLE T,



CUSATYRIVYTARYRSA VAV R—T A AN S RITTIBYNRESNIERD IS4 T >
S 2UD5 Python RV TR ZRITTETFET, FFlICOVTIE. ZBRL TS,

* CLIATINSXA=BZDRIFANE X TV T I ANNSAX—R%ZFERLTCLI THIEIN I,

*HRABMDOANT 7ANERI )T ME. EOERNICEDWTAANT 7L ZEZHAMD £, 77X 5 %1E
PR TCISHIFR T 235513 JSONBH T 7ML ZEEETHIHBEN DD ET. /—FS1EVXZEMT S
BRI BWRSAE Y RT 7N 2IEET 2HEN DD XTI,

s HBEHR—bEZa—-IILEFERAEEYR— FEY 2—)L _deploy requests_py contains a single class- >
R—bENn. EXVUTTERINET,

05 X2 %2 ERK

X217k clusterpy ZfERA L T. ONTAP Select 7 S X 2% {EHTE £ 9. JSON AT 7LD CLI /X5
A—=—BEABICEDWVWT, ROLSICRI) T+ 2EABRBICEETCEFET,

s NAN=NAHF—ESXiETzIFKVMICBATEZX T (Deploy) ) —XICK>TEADET) o ESXi ICEA
IR, N1IN—N1H—[EvCenter TEEBITZ_H. AZVRT7OVEAMITRZIEHTEET,
CUSRAPAX VI — RIS RARELIERILNF /—RISRAEAZEBATEET,

*FHMERT A R XLBEBERT AR I ABREBOFMEB S 1 £ X XTIIBAT 12> X 2R
LTISREZEATEET,

ATV TEDCLIANINTA—=RIFRDEED T,

* Deploy H—/NDHRZA MR FIFIPT7RLR
*admin A—H7 AT FDNXT—FR

* JSON 7 7 1 LD

* Xyt—JHAODFEFEHT ST
J—RSA4t>R%EM

ABEBEV S I ADEAZEIRLI-HEIE. script_add_license.py  #FALTE/ —RDSAE %8B
MIBIBELRHDET, SAEVRITTAZOBEAGELIFEARIENMTEEXY,

ATUTEDCLI ANINTA—=RIFRDEED T,

* Deploy ' —/NDHRZA MR FIFIP 7 RLR
*admin =7 HhUY bDNRXT— R
CSAEV AT 7AILDEE
* SAEVREEIMT 31D DIERZRD ONTAP 1—H%
* ONTAP 2 —H®D/NRT—R
IS RARZHIBRLET
BE7ZD ONTAP Select 7 5 X%, script_delete_clusterpy %*fEHL THIBRTET X9,

ATV TEDCLIANNNTA—=RIFRDEED T,
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* Deploy H—/NDKRZA MR FIFIP 7 RLR
*admin A—HY7 AT ED/NZAT—R
* JSON 18R 7 7 1 L D% HI

Python J— R > 7F)L

VSRR ERT BRI )T 1

RDRAIV T +2ERALT. ATUTFATERSNI/INT A —FE JSON ANT 71
IWCEDWTISREZERTEE T,

#!/usr/bin/env python

File: cluster.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability

or fitness of any kind, expressed or implied. Permission to use,

solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

#
#
#
#
#
#
#
# reproduce, modify and create derivatives of the sample code is granted
#
#
#
#
# no less restrictive than those set forth herein.

#

#

import traceback
import argparse
import json
import logging

from deploy requests import DeployRequests

def add vcenter credentials(deploy, config):
""" Add credentials for the vcenter if present in the config """
log_debug trace ()
vcenter = config.get('vcenter', None)

if vcenter and not deploy.resource exists('/security/credentials',
'hostname', vcenter]|

20



'hostname']) :

log_info ("Registering vcenter {} credentials".format(vcenter]|

'hostname']))

data = {k: vcenter[k] for k in ['hostname', 'username', 'password
"1}

data['type'] = "vcenter"

deploy.post('/security/credentials', data)

def add standalone_host credentials (deploy, config) :
""" Add credentials for standalone hosts if present in the config.
Does nothing if the host credential already exists on the Deploy.

log_debug trace ()

hosts = config.get('hosts', [])
for host in hosts:
# The presense of the 'password' will be used only for standalone
hosts.
# If this host is managed by a vcenter, it should not have a host
'password' in the json.
if 'password' in host and not deploy.resource_ exists (
'/security/credentials',
'hostname',
host['name']) :
log_info ("Registering host {} credentials".format (host['name
"1))
data = {'hostname': host['name'], 'type': 'host',
'username': host['username'], 'password': host][
'password'] }
deploy.post('/security/credentials', data)

def register unkown hosts(deploy, config):
LI |

Registers all hosts with the deploy server.
The host details are read from the cluster config json file.

This method will skip any hosts that are already registered.
This method will exit the script if no hosts are found in the
config.

log_debug trace ()
data = {"hosts": []}

if 'hosts' not in config or not config['hosts']:
log and exit("The cluster config requires at least 1 entry in the
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'hosts' list got {}".format (config))

missing host cnt = 0
for host in config['hosts']:
if not deploy.resource_exists('/hosts', 'name', host['name']):
missing host cnt += 1

host config = {"name": host['name'], "hypervisor type": host]
"type'l}
if 'mgmt server' in host:
host config["management server"] = host['mgmt server']
log_info(
"Registering from vcenter {mgmt server}".format (**
host))

if 'password' in host and 'user' in host:
host config['credential'] = {
"password": host['password'], "username": host['user

log_info("Registering {type} host {name}".format (**host))
data["hosts"] .append (host config)

# only post /hosts if some missing hosts were found
if missing host cnt:
deploy.post('/hosts', data, wait for job=True)

def add cluster_ attributes(deploy, config):
''' POST a new cluster with all needed attribute values.
Returns the cluster id of the new config

log _debug trace ()

cluster config = config['cluster']
cluster id = deploy.find resource('/clusters', 'name', cluster config

["name'])

if not cluster id:
log_info ("Creating cluster config named {name}".format (
**cluster config))

# Filter to only the valid attributes, ignores anything else in
the json
data = {k: cluster config[k] for k in [

'name', 'ip', 'gateway', 'netmask', 'ontap image version',

'dns_info', 'ntp servers']}



num nodes = len(config['nodes'])
log_info ("Cluster properties: {}".format (data))

resp = deploy.post('/V3/clusters?node_count:{}'.format(num_nodes),
data)
cluster id = resp.headers.get('Location').split('/"') [-1]

return cluster id

def get node ids(deploy, cluster id):

''' Get the the ids of the nodes in a cluster. Returns a list of
node ids.'"''

log debug trace ()

response deploy.get('/clusters/{}/nodes'.format (cluster id))

node ids [node['id'] for node in response.json() .get('records')]

return node ids

def add node_attributes (deploy, cluster id, node id, node):
''' Set all the needed properties on a node '''
log_debug trace ()

log_info ("Adding node '{}' properties".format (node id))

data = {k: node[k] for k in ['ip', 'serial number', 'instance type',
'is storage efficiency enabled'] if k in
node}
# Optional: Set a serial number
if 'license' in node:

data['license'] = {'id': node['license']}

# Assign the host
host id = deploy.find_resource('/hosts', 'name', node['host name'])
if not host id:
log_and exit("Host names must match in the 'hosts' array, and the
nodes.host name property")

data['host'] = {'id': host id}

# Set the correct raid type
is hw raid = not node['storage'].get('disks') # The presence of a
list of disks indicates sw_raid

data['passthrough disks'] = not is hw raid
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# Optionally set a custom node name
if 'name' in node:

data['name'] = node['name']

log_info ("Node properties: {}".format(data))
deploy.patch('/clusters/{}/nodes/{}"'.format(cluster id, node id),
data)

def add node_ networks (deploy, cluster id, node id, node):

Set the network information for a node '''
log _debug trace ()

log_info ("Adding node '{}' network properties".format (node id))

num nodes = deploy.get num records('/clusters/{}/nodes'.format
(cluster id))

for network in node['networks']:

# single node clusters do not use the 'internal' network
if num nodes == 1 and network['purpose'] == 'internal':
continue

# Deduce the network id given the purpose for each entry
network id = deploy.find resource('/clusters/{}/nodes/{}/networks
'.format (cluster id, node id),
'purpose', network|['purpose'])
data = {"name": network['name']}
if 'vlian' in network and network['vlan']:

data['vlan id'] = network['vlan']

deploy.patch('/clusters/{}/nodes/{}/networks/{}'.format (
cluster id, node id, network id), data)

def add node_ storage (deploy, cluster id, node id, node):

Set all the storage information on a node '''
log _debug trace ()

log_info ("Adding node '{}' storage properties".format (node id))

log _info ("Node storage: {}".format(node['storage']['pools']))
data = {'pool array': node['storage']['pools']} # use all the Jjson
properties

deploy.post(
'/clusters/{}/nodes/{}/storage/pools'.format (cluster id, node id),



data)

if 'disks' in node['storage'] and node['storage']['disks']:

data = {'disks': node['storage']['disks']}
deploy.post (
'/clusters/{}/nodes/{}/storage/disks"'.format (cluster id,

node id), data)

def create cluster config(deploy, config):

""" Construct a cluster config in the deploy server using the input

json data '''

def

log_debug_ trace ()
cluster id = add cluster attributes (deploy, config)

node ids = get node ids (deploy, cluster id)
node configs = config['nodes']

for node id, node config in zip(node ids, node configs):
add node attributes (deploy, cluster id, node id, node config)
add node networks (deploy, cluster id, node id, node config)
add node_ storage (deploy, cluster id, node id, node config)

return cluster id

deploy cluster (deploy, cluster id, configq):

'''" Deploy the cluster config to create the ONTAP Select VMs. '''
log_debug trace ()

log_info ("Deploying cluster: {}".format (cluster id))

data = {'ontap credential': {'password': config['cluster']|

'ontap admin password']}}

deploy.post('/clusters/{}/deploy?inhibit rollback=true'.format

(cluster id),

data, wait for job=True)

def log debug trace():

stack = traceback.extract stack()
parent function = stack[-2] [2]

Q

logging.getLogger ('deploy') .debug('Calling %s()' % parent function)

def log_info (msg) :

logging.getlLogger ('deploy') .info (msqg)
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def log_and exit (msg):
logging.getlLogger ('deploy') .error (msqg)
exit (1)

def configure logging (verbose) :
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
if verbose:
logging.basicConfig(level=1ogging.DEBUG, format=FORMAT)
else:
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getLogger ('requests.packages.urllib3.connectionpool’
) .setLevel (
logging.WARNING)

def main (args):
configure logging(args.verbose)
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:
config = json.load(json data)

add vcenter credentials (deploy, config)
add standalone host credentials (deploy, config)
register unkown hosts (deploy, config)
cluster id = create_cluster config(deploy, config)
deploy cluster (deploy, cluster id, config)
def parseArgs():
parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to construct and deploy a cluster.')

parser.add _argument('-d', '--deploy', help='Hostname or IP address of
Deploy server')

parser.add argument('-p', '--password', help='Admin password of Deploy
server')
parser.add argument('-c', '--config file', help='Filename of the

cluster config')
parser.add argument('-v', '--verbose', help='Display extra debugging
messages for seeing exact API calls and responses',



action='store true', default=False)

return parser.parse_args ()

if name == "' main ':
args = parseArgs ()

main (args)

IS A2ZEHNT B X0 1)T D JSON

Python J— R+> 7)L% R LT ONTAP Select 7 5 X R & {ERR £ 7= I3HIIR T 3188

i ZTUTEANDANELTISON 77 ML ZIEET 2HENDHD £9, BEAFHEIC

HEOWT, BYIARJSON > FILEIAE—LTEETET I,

ESXi LD YT/ — RIS HE

"hosts": [
{
"password": "mypasswordl",
"name": "host-1234",
"type": "ESX",
"username": "admin"
}
I
"cluster": {
"dns info": {
"domains": ["labl.company-demo.com",

"lab3.company-demo.com", "lab4.company-demo.com"

1,

"dns ips": ["10.206.80.135", "10.206.80.136"]
by
"ontap image version": "9.7",
"gateway": "10.206.80.1",
"ip": "10.206.80.115",
"name": "mycluster",
"ntp servers": ["10.206.80.183", "10.206.80.142"],
"ontap admin password": "mypassword2",
"netmask": "255.255.254.0"
by
"nodes": [
{
"serial number": "3200000nn",

"lab2.company-demo.com",
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"ip": "10.206.80.114",
"name": "node-1",
"networks": |
{
"name": "ontap-external",
"purpose": "mgmt",
"vlan": 1234

"name": "ontap-external",
"purpose": "data",
"vlan": null

"name": "ontap-internal",
"purpose": "internal",
"vlian": null

I
"host name": "host-1234",
"is storage efficiency enabled":
"instance type": "small",
"storage": {
"disk": [1,
"pools": [
{
"name": "storage-pool-1",
"capacity": 4802666790125

vCenter ZERA L 7- ESXi TOY VU I/ —RKRISRA

"hosts": [

{

"name" :"host-1234",
" type" : "ESX" p

"mgmt server":"vcenter-1234"

28
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"cluster": {

"dns_info": {"domains": ["labl.company-demo.com",

demo.com",

"lab3.company-demo.com", "lab4.company-demo.com"

1,

"dns ips": ["10.206.80.135","10.206.80.136"]

by

"ontap image version":"9.7",
"gateway":"10.206.80.1",
"ip":"10.206.80.115",

"name" :"mycluster",

"ntp servers": ["10.206.80.183","10.206.80.142"],

"ontap admin password":"mypassword2",
"netmask":"255.255.254.0"

by

"vcenter": {
"password":"mypassword2",
"hostname" :"vcenter-1234",
"username":"selectadmin”

by

"nodes": [

{

"serial number": "3200000nn",
"ip":"10.206.80.114",

"name" :"node-1",

"networks": [

{
"name" : "ONTAP-Management",
"purpose":"mgmt",
"vlian" :null

"name": "ONTAP-External",
"purpose":"data",
"vlan" :null

"name": "ONTAP-Internal",
"purpose":"internal",
"vlan" :null

"lab2.company-—
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"host name": "host-1234",

"is storage efficiency enabled": false,

"instance type": "small",
"storage": {
"disk":[1,
"pools": [
{
"name": "storage-pool-1",
"capacity":5685190380748

KVM D> > T/ —ROSRER

"hosts": [
{
"password": "mypasswordl",
"name" :"host-1234",
"type":"KVM",

"username" :"root"
1
1,
"cluster": {
"dns info": {
"domains": ["labl.company-demo.com",

"lab3.company-demo.com", "lab4.company-demo.com"

1,

"dns ips": ["10.206.80.135", "10.206.80.136"]

by

"ontap image version": "9.7",
"gateway":"10.206.80.1",
"ip":"10.206.80.115",

"name" :"CBF4ED97",

"ntp servers": ["10.206.80.183",

"netmask":"255.255.254.0"
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"10.206.80.142"7],
"ontap admin password": "mypassword2",

com",



by

"nodes": [

{

"serial number":"3200000nn",
"ip":"10.206.80.115",
"name": "node-1",
"networks": |
{
"name": "ontap-external",
"purpose": "mgmt",
"vlian":1234
by
{
"name": "ontap-external",
"purpose": "data",

"vlan": null

"name": "ontap-internal",
"purpose": "internal",
"vlan": null
}
I

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {

"disk": [],

"pools": [

{
"name": "storage-pool-1",

"capacity": 4802666790125

J—RSAERZEMI BRIV TH
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#!/usr/bin/env python
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File: add license.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms
no less restrictive than those set forth herein.

H FH= FH H H FH H = FH H H H H H H = FH

import argparse
import logging
import json

from deploy requests import DeployRequests

def post new_license (deploy, license filename) :
log_info ('Posting a new license: {}'.format (license filename))
# Stream the file as multipart/form-data
deploy.post('/licensing/licenses', data={},

files={'"'license file': open(license filename, 'rb')})

# Alternative if the NLF license data is converted to a string.

# with open(license filename, 'rb') as f:

# nlf data = f.read()

# r = deploy.post('/licensing/licenses', data={},

# files={'"'license file': (license filename,
nlf data)})

def put_license(deploy, serial number, data, files):
log_info('Adding license for serial number: {}'.format(serial number))

deploy.put('/licensing/licenses/{}'.format(serial number), data=data,
files=files)



def put used license (deploy, serial number, license filename,
ontap username, ontap password) :

If the license 1is used by an 'online' cluster, a username/password
must be given. '''

data = {'ontap username': ontap username, 'ontap password':
ontap password}
files = {'license file': open(license filename, 'rb')}

put license (deploy, serial number, data, files)

def put free license (deploy, serial number, license filename) :
data = {}
files = {'license file': open(license filename, 'rb')}

put license (deploy, serial number, data, files)

def get serial number from license(license filename) :
''"" Read the NLF file to extract the serial number '''
with open(license filename) as f:
data = json.load(f)

statusResp = data.get('statusResp', {})
serialNumber = statusResp.get('serialNumber')
if not serialNumber:
log_and exit("The license file seems to be missing the
serialNumber")

return serialNumber

def log_info (msg) :
logging.getLogger ('deploy') .info (msqg)

def log_and exit (msg):
logging.getlLogger ('deploy') .error (msg)
exit(1l)

def configure logging() :
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getLogger ('requests.packages.urllib3.connectionpool') .
setLevel (logging.WARNING)
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def main (args):
configure logging ()
serial number = get serial number from license(args.license)

deploy = DeployRequests (args.deploy, args.password)

# First check if there is already a license resource for this serial-
number

if deploy.find resource('/licensing/licenses', 'id', serial number):

# If the license already exists in the Deploy server, determine if
its used

if deploy.find resource('/clusters', 'nodes.serial number',
serial number) :

# In this case, requires ONTAP creds to push the license to
the node
if args.ontap username and args.ontap password:
put_used license (deploy, serial number, args.license,
args.ontap username, args.ontap password)
else:
print ("ERROR: The serial number for this license is in
use. Please provide ONTAP credentials.")
else:
# License exists, but its not used
put_free license(deploy, serial number, args.license)
else:
# No license exists, so register a new one as an available license
for later use
post new license (deploy, args.license)

def parseArgs () :
parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to add or update a new or used NLF license file.')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of ONTAP Select Deploy')
parser.add argument('-p', '--password', required=True, type=str, help

='Admin password of Deploy server')
parser.add argument('-1', '--license', required=True, type=str, help=
'"Filename of the NLF license data')
parser.add argument('-u', '--ontap username',6 type=str,
help='ONTAP Select username with privelege to add
the license. Only provide if the license is used by a Node.')



parser.add argument('-o', '--ontap password', type=str,
help='ONTAP Select password for the
ontap username. Required only if ontap username is given.')

return parser.parse_args ()

if name == ' main U g

args = parseArgs ()
main (args)

ISR %HIKRI BRI )T H
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#!/usr/bin/env python

B

File: delete cluster.py

(C) Copyright 2019 NetApp, Inc.

This sample code 1is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

H= S S S S S S SR S S SR Sk S o o

import argparse
import json
import logging

from deploy requests import DeployRequests
def find cluster(deploy, cluster name):

return deploy.find resource('/clusters', 'name', cluster name)

def offline cluster(deploy, cluster id):
# Test that the cluster is online, otherwise do nothing

response = deploy.get('/clusters/{}?fields=state’'.format(cluster id))



cluster data = response.json() ['record']
if cluster data['state'] == 'powered on':
log_info ("Found the cluster to be online, modifying it to be
powered off.")
deploy.patch('/clusters/{}'.format (cluster id), {'availability':
'powered off'}, True)

def delete cluster (deploy, cluster id):

log info("Deleting the cluster({}).".format(cluster id))
deploy.delete('/clusters/{}'.format(cluster id), True)
pass

def log_info (msg) :
logging.getLogger ('deploy') .info (msqg)

def configure logging() :
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool’) .
setLevel (logging.WARNING)

def main(args):
configure logging ()
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:
config = json.load(json data)

cluster id = find cluster(deploy, config['cluster']['name'])

log_info ("Found the cluster {} with id: {}.".format (config|
'cluster'] ['name'], cluster id))

offline cluster(deploy, cluster id)
delete_cluster (deploy, cluster id)
def parseArgs():
parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to delete a cluster')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of Deploy server')
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parser.add argument('-p', '--password', required=True, type=str, help
='Admin password of Deploy server')

parser.add argument('-c', '--config file', required=True, type=str,
help='Filename of the cluster json config')

return parser.parse_args ()

if name == "' main ':
args = parseArgs ()
main (args)
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#!/usr/bin/env python

File: deploy requests.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,

solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

#
#
#
#
#
#
#
# reproduce, modify and create derivatives of the sample code is granted
#
#
#
#
# no less restrictive than those set forth herein.

#

#

import json
import logging
import requests

requests.packages.urllib3.disable warnings ()

class DeployRequests (object) :
LI |
Wrapper class for requests that simplifies the ONTAP Select Deploy
path creation and header manipulations for simpler code.



def init_(self, ip, admin password) :

self.base url = 'https://{}/api'.format (ip)
self.auth = ('admin', admin password)
self.headers = {'Accept': 'application/Jjson'}

self.logger = logging.getLogger ('deploy"')

def post(self, path, data, files=None, wait for job=False):

if files:
self.logger.debug ('POST FILES:')
response = requests.post(self.base url + path,
auth=self.auth, verify=False,
files=files)
else:

self.logger.debug('POST DATA: %s', data)

response = requests.post(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())
return response

def patch(self, path, data, wait for job=False):

self.logger.debug ('PATCH DATA: %s', data)

response = requests.patch(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers

(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait_ for job (response.json())
return response

def put(self, path, data, files=None, wait for job=False):
if files:
print ('PUT FILES: {}'.format (data))
response = requests.put(self.base url + path,



auth=self.auth, verify=False,
data=data,
files=files)
else:

self.logger.debug('PUT DATA:"')

response = requests.put(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())
return response

def get(self, path):

""" Get a resource object from the specified path """

response = requests.get(self.base url + path, auth=self.auth,
verify=False)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)

self.exit on_errors (response)

return response

def delete(self, path, wait for job=False):
""" Delete's a resource from the specified path """
response = requests.delete(self.base url + path, auth=self.auth,
verify=False)
self.logger.debug ('HEADERS: %$s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait_ for job (response.json())
return response

def find resource(self, path, name, value):
''"" Returns the 'id' of the resource if it exists, otherwise None

None
self.get('{path}?{field}={value}'.format (
path=path, field=name, value=value))

resource

response

if response.status code == 200 and response.json () .get (



'num records') >= 1:
resource = response.json().get('records') [0].get('id")
return resource

def get num records(self, path, query=None):
'''" Returns the number of records found in a container, or None on

error '''

resource = None

query opt = '?{}'.format (query) if query else ''

response = self.get('{path}{query}'.format (path=path, query
=query_opt))

if response.status code == 200
return response.json() .get('num records')
return None

def resource_exists(self, path, name, wvalue):
return self.find resource (path, name, value) is not None

def wait_for job(self, response, poll timeout=120):

last modified = response['job']['last modified']
job id = response['job']['id"]
self.logger.info ('Event: ' + response['job']['message'])

while True:

response = self.get('/jobs/{}?fields=state,messages’
'poll timeout={}&last modified=>={}"

.format (
job id, poll timeout, last modified))
job body = response.json().get('record', {})
# Show interesting message updates
message = job body.get('message', ''")
self.logger.info ('Event: ' + message)
# Refresh the last modified time for the poll loop
last modified = job _body.get('last modified')
# Look for the final states
state = job body.get('state', 'unknown')
if state in ['success', 'failure']:
if state == 'failure':
self.logger.error ('FAILED background job.\nJOB: %s',
job body)

exit (1) # End the script if a failure occurs
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break

def exit on errors(self, response):
if response.status code >= 400:
self.logger.error ('FAILED request to URL: $s\nHEADERS: $%s

\nRESPONSE BODY: %s',

response.request.url,
self.filter headers (response),
response.text)

response.raise for status() # Displays the response error, and

exits the script

@staticmethod

def filter headers (response):
''' Returns a filtered set of the response headers '''
return {key: response.headers[key] for key in ['Location',

'request-id'] if key in response.headers}

DSR2 ) —FDYAX=ZEEITBRI) Tk
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#!/usr/bin/env python
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File: resize nodes.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

import argparse

import logging

import sys
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from deploy requests import DeployRequests

def parse_ args():
""" Parses the arguments provided on the command line when executing

this

script and returns the resulting namespace. If all required
arguments

are not provided, an error message indicating the mismatch is
printed and

the script will exit.

parser = argparse.ArgumentParser (description=(
'Uses the ONTAP Select Deploy API to resize the nodes in the

cluster.'
' For example, you might have a small (4 CPU, 16GB RAM per node)
node'
' cluster and wish to resize the cluster to medium (8 CPU, 64GB
RAM per'
' node). This script will take in the cluster details and then
perform'
' the operation and wait for it to complete.'
))
parser.add argument ('--deploy', required=True, help=(
'Hostname or IP of the ONTAP Select Deploy VM.'
))
parser.add argument ('--deploy-password', required=True, help=(
'The password for the ONTAP Select Deploy admin user.'
))
parser.add argument('--cluster', required=True, help=(
'"Hostname or IP of the cluster management interface.'’
))
parser.add argument ('--instance-type', required=True, help=(
'The desired instance size of the nodes after the operation is
complete.'
))
parser.add argument ('--ontap-password', required=True, help=(
'The password for the ONTAP administrative user account.'
))
parser.add argument ('--ontap-username', default='admin', help=(
'The username for the ONTAP administrative user account. Default:
admin. '
))
parser.add argument('--nodes', nargs='+', metavar='NODE NAME', help=(

2



'A space separated list of node names for which the resize
operation'

' should be performed. The default is to apply the resize to all
nodes in'

' the cluster. If a list of nodes is provided, it must be provided
in HA'

' pairs. That is, in a 4 node cluster, nodes 1 and 2 (partners)
must be'

' resized in the same operation.'

))

return parser.parse_args ()

def get cluster(deploy, parsed args):
""" Tocate the cluster using the arguments provided """

cluster id = deploy.find resource('/clusters', 'ip', parsed args
.cluster)
if not cluster id:
return None

return deploy.get('/clusters/%s?fields=nodes' % cluster id).json() [

'record']

def get request body (parsed args, cluster):
""" Build the request body """

changes = {'admin password': parsed args.ontap password}

# 1if provided, use the list of nodes given, else use all the nodes in
the cluster
nodes = [node for node in cluster['nodes']]
if parsed args.nodes:
nodes = [node for node in nodes if node['name'] in parsed args

.nodes]

changes['nodes'] = [
{'instance type': parsed args.instance type, 'id': node['id']} for
node in nodes]

return changes
def main() :
""" Set up the resize operation by gathering the necessary data and

then send
the request to the ONTAP Select Deploy server.
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mman

logging.basicConfig (
format='[%(asctime)s] [%(levelname)5s] % (message)s', level=

logging.INFO, )

logging.getLogger ('requests.packages.urllib3') .setLevel (logging
.WARNING)

parsed args = _parse_args ()
deploy = DeployRequests (parsed args.deploy, parsed args
.deploy password)

cluster = _get cluster(deploy, parsed args)
if not cluster:
deploy.logger.error (
'Unable to find a cluster with a management IP of %s' %
parsed args.cluster)

return 1
changes = _get request body (parsed args, cluster)
deploy.patch('/clusters/%s' % cluster['id'], changes, wait for job
=True)
if name == ' main ':

sys.exit (main())
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