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CDOWEKTIE. RAID5/6H—ERX%ZRMTZ RAID AV FO—SDERICH DI —EDIE Y RIL%E ONTAP
Select VM B HHEMICEARA L £ 3, BENROEBHRA ML —SBREBICE -2 TE. T4 XTI AE Y RILEEROD
RADD JIL—7EHE I LUN IZDBT LS ICKRET Z2HBEHLNHDET, CNSEDLUNZFHLTT—X2X
THMER T, IRTOT—RZXLT7HRAID O bO—ZTRESNE T,

BUIDT1 A7ty bld. XOFICTRTELDIC. NAN—NAHF—0S LUV ONTAP X L —%FR LA
WISA4 7> M VMBICTFHENE T,

* RAID/ JERAID BTES R T L * LD —/\— LUN Y
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l RAID 5 RAID Group
OS and
Installation VM ONTAP Select LUN
LUN

B D LUN
B—RAD I —7/BE— LUN EBROZTENREBICRDIT—XE22HD FF, NL-SAS RS T F7iE
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ESX D—EBDN—2 3 > Tld. T—R X7 D&RAYT A X1d 64TB TY,

H—NIC64TB ZBRA B A ML —UDEGE SN TULBRIEEIE. 64TB RiED LUN 28O 3 =09
BEDRBICEDIBEEN DD £, SATA/NL-SAS RS T TRAID QUL REEEZEMRET Z-0I1CHE
D RAD JIL—TZER LT-HEDH. EHO LUNDATOE S 3 =>4 anxd,

BHO LUN DR BRIZEIE. FLUNICIZIERET—EB LN =YV AEHRYT 3 Z CHEBRIGETE
IHBrHO£Ed, CHUE. IRTDLUN ZE—D ONTAP 77 U — N TERT3B8ICHICEETY, H5
W, —Z8D LUN O/NT +#—I > X7O7 71 ILHBASNNIMME BER B IBEIE. FN5D LUN ZH]D
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TZERTE X9, ONTAP Select 1 LV ADMREBERABREZFIRITBICIE. VFAREZA VA M—ILT 3K
ICHTBREDLEREFIEELTLLETWV. COHEEIZ. ONTAP Select ICT—X X R 7 D—EBDAR—ZADHD
FAZHTILET (LEMNSTIDAR—IADDSAEYIANREBERDET) ,

HBWE. 1 DD LUN ICERLT-B—DTF—2 X L T7H 5RO ZZHTEX T, ONTAP Select DBES
ALV RAESISICRBETEIAR—ADVENEINZ . EDAR—RAET—RANTORAYAIETIVR
TURELTALT—Z2XALTICEMTEE T, AT AXITELES. FILWT—2XAMT7ZERLT
ONTAP Select ICEEMITE E T, LEL5DRA TOBREIRIIESH TR— TN TED. ONTAP Deploy DR
ML —BINERE#FRL TERITTEFE T, & ONTAP Select / — Rid. BA400TB DR kL —HHKR—
FIBLDICRETETET. EBOT—EFANTHSREZIOED 3 Z2>JF3ICE. 2 DOFIEZET
TERIBERHD XTI,

BHIDU 5 ZARERFIETIE. FIHBT —X XM T7O—8FETIFITARNTDOIR—X%ZHET S ONTAP Select 7
SRAEERLEF T, X, BHNOEHREIOET D ET. BMOT—XIAMT7EFERALT1 D2ULEDBE
EBMUEZETLET. COEBEDOFMICOVWTIE. Z" AL —UAEDIE"SBBLTLLIETL,

VMFSHA —/N\—Aw RiIZEOTIER L (ZEB"VMware KB 1001618") « T—R XL T7ICL >
() CErmEInEIR—Z2EERBLES LTBHE. &5 RXERAIBRICE TS5 —
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Wieod, BESTEYRIIHEDHD £ Ao ONTAP Deploy 1F. BELEREIMEEINTLAHRLWSAED, Ny T
FDIEERX AN M EBEFNICTHELE T, BRELRZIEETD . TOHAINEMIERAINE I,
BRELROYAIDRNY T 7H A ADEFRRNTH D55, 77 AZERISEHL. RE2ELRE L TFERTES
FLULVERATAZXDNTA—RZRITIT—RAvE—IRKRREINET,

“InvalidPoolCapacitySize: Invalid capacity specified for storage pool
“ontap-select-storage-pool”, Specified value: 34334204 GB. Available
(after leaving 2% overhead space): 30948”

VMFS 6 |F. Ff1 VX b—ILDBEDH. BEFED ONTAP Deploy * 7zI& ONTAP Select VM @ Storage
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T4 aAaVADEFIAAIEFNICF vy 2N, MEINL—XTFToPICEPENICT Sy adng
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ENHDET, NVMe TNNA RE/NRAZII—TNA AL LTHRET BICIF. H—/\BIOS THR— FHHURET
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—I IV ABEDRDS5NZHEIE. KBRED ONTAP Select VM. & X T LT« XY HD Intel Optane 71—

R, T—2XL—CHORTD SSD RS T %##RLET,

@ NVMe D/NT # =X > RAZ&RARICFIETHTICIE. ONTAP Select VM D1 X2 KE< T3
RS LET,

INZAZIL—FT/NA XL RDM ICIE. TBICEVWHHD £29, RDM IERITHDO VM T v EY I TEE T, /N
Z2ZI—=FNARCIFVM D) T— b HRETT, DFED. NVMe RS TOKBEPRENE (KRS1TD
1Bi) AOFIE Tld. ONTAPSelect VM % 1) T— r§23RBHHD X T, RS1TORBEBENLE (K>
1 7 DEN) fIBIE. ONTAP Deploy DT —2U 7O—ICLk > TERITEINE T, ONTAP Deploy I, > F L
J—RUSZHZDONTAP Select ) T— b B LUV HART DI AINA—N—] TTAINYI=ERBLE
9, 1275 L. SSDT—AX2 RS T%FEHRATSD (ONTAP Select D T— kT A ILA—N—IFFE) &
NVMe T—2 RS54 J%{ERATS (ONTAPSelect D) T— T A ILA—N—DRE) OEWIEETD
REHRHD 7,

YRET « A7 RBT« Ro07OEY 3=y

SOPR{BLIA—HITIIR) IV RAERM T S7H. ONTAP Deploy IFFEESNIcT—2 X T (YES
ATLT1RY) o RATL (RE) T4 A7ZBFNCFOEDS 3 Z VT L. £115% ONTAP Select
VM ISR LE T, COMIEIZX. ONTAP Select VWM T — hTEBLKSIC937=8. #HtE Y k7w THIC
BFMICETINE T, RODMIEN—FTa>aZ=>dn. IL—cT77 07— A EFMNICEBERERINE

9o ONTAP Select / —RHAHARTD—ETHBHE. T—FN\N—T4>a>iEO—NILAL—CTF—)L
EIS—XPL=7—I)LICEFNICEIDYETOENE T, COEDYTIX. VT RAREMNIBER ML -8
IO A TEENICITTHhNE T,

ONTAP Select VM DF — R T 4 RV IZBEBE R 23YIBT « A7 ICEAEMITENTWS o, MIBT 1 XU %
ZLLTBREERTAEN T A -V AUEELE T,

IW—=brT7I V5 —=FDRAD JIL—FE2A FF. FRAERT 1 AVDBUCL>TERD X

@ T, WY RAID ZIL—F %4 FlE. ONTAP Deploy ICK > TEIRTNZE T, /—RICHHE
T4 AIHEDHTSENTWVBIEEIE RAID-DP AMERA TN, €5 TAWSEIX RAID-4 )L— K
T — NDMERENE T,

Y7+ x7 RAID Z{EA L T ONTAP Select VM ICREZ BT 2%56. BEEIIMERS1TJOoH 1L
MHEBBRSATHZERTZIHBENDD £, FHICOVWTIE. ZBRLTKETVW' AL —UAS DR

o

FAS AT L AFF > XFT L EERRIC. BEFD RAID JIIL—7ISEMTE 5013, B2 EFEULORT A
TDHTT, BENAKTVWRSA JIE. @AY A XICABRINET, FTLLWRAID JIL—FE2ERT 358
& 7OV = R2EDONT =T IDPMBETFTLAEVE SIS, LW RAID JIL—7DH% 1 XHEEED RAID
IIN—TDH A —RTBZHNELHDET,

ONTAP SelectT 1+ RV % X9 BESXT 1 RV BEL XTI,

ONTAP Select 7+ X ZIZIZ@E. NET xy EWD SNIBMFIFSNFT T+ X2 UUID [F. XD ONTAP 1
N RZzfERALTEIETE T,
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<system name>::> disk show NET-1.1
Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -
Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

ESXi /LT, MOAX Y REANLT. BEDYIET « X~ (naa.unique-id T:&HI) @ LED X Bt
BENTEXT,

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

Y7 b7 RAID ERKFICERD RS TEENKE LGS

BERICE-2TIE. BHO RS I THEEICEENRETDIRADRETZICHHD XTI, P XATLDOENE
&, 7 U455 =k RAD REr. BENRELIERSATORICL>TERD £,

1 DD RAID-TEC4 77 UH—KE. 1 D2DFT 1 XAVEE. RAID-DP 77U — K2 D2DF 1 R VEE.
1 DDRAID4 7T —RME3DDT A RIVBEHNRELTHELETDIZCIEHD FA.

BET 1 XTDEN RAID 21 TTHR-—FENTLBEZEDRABLD DGR ART T4 RIHMERF
RERISEIE. BERERTOLINBENICHBRINE T, ART T XAIZEATEIARWVEG. 7JU5—+
F ART T RAIDEMENZETT I/ L—FREDT —2ZRMHLFT,

BET 1 XT7DOEN. RAID 21 TTHR-FEINZREEDORARZEBZITVWSHE. O—NILTL v IR
BENRELLENY—ITN. 7OV = ETITL—ROREICHDET, T—RIF. HA/N—FF—D 2
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BEHOTL v I XD SRMENE T, DED. /=R 1D IO ERIF. IF5XKA>Z—03%7 bR—b ele
(isCSl) =ML, /— R 2IIYENICEEBETNTVS T 1 RVICEEINE T, 2 DBDTL v I RICHIE
ENRETBE. POV MIEENRELILEY—I N, T—EDMERATERIARDET,

BYRT—RIS—U VI BRTRIEDIC. BENRELEZTL v IR HIBRL TEBERT 2HELHD
£9, £loo 72T VT —bFDTIL—RIZDBDBIINFT4 RAIVEENRETD . IL—FTHUHY
—rHTFIL—RINBZEICEELTLEETL, ONTAP Select IF. JL— b /F—%/57—4 (RDD) /X—
T4V AF—TIEFEALT. SYMEBRSATZIL—bbN—FT0>23>8 2207 —F/N\—FT1>3

VICDEILET, DD 1 2ULEDTA RV %KSe. OA—ANIIL— T UF—rPUE—FIL—F

TV —rDOAE—DIEH. O—AHIT—RT7I7VT5— R UE—FTFT—RT7J V5= r0IE—RY. &
BOT7I)r—MIEELNRINEREMEDLHD £9,

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {y|n}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy
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C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447.1GB (normal)
10 entries were displayed..
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1DFRIFEHDORSATEEETANELIFOIaL— M 3ICIF. ATV REFERAL
storage disk fail -disk NET-x.y -immediate £¥T9o YATLICARTHHIH5E
& 77U —OBEREIEIRINE T, BEEOIAT—RAE. IV FEFHEL THER
@ TEXY “storage aggregate showo YT aL—hFENIEEEOHZ RS T%HIRT S
ICIZ. ONTAP Deploy #fEA L £9, ONTAPTR S TNV —oTNTVWB I e =R L
¥ 9 Brokeno KT JIFEMBICIIKIBL TH 59, ONTAP Deploy ZFER L THWEMTE
F9, WHBRLEINILZEETSICIE. ONTAP Select CLI TXRO ARV FZ AL F T,

set advanced
disk unfail -disk NET-x.y —-spare true
disk show -broken

REDODINY FOHNIETHEIUENR DD T,

{=*8 NVRAM

NetApp FAS & X F LlCid. fEFR K D¥IE NVRAM PCl H— RAED TSN TWELTze COH—RIF. &

ZABNT =TIV ADKIBICALTEITERE TSy aXTE)ERBHE LI-EMEEN—RTY, ik 7

SATYMADSA CNY I ETICHERETET 5% ONTAP ICf 53 TREINE T, /. BE

*TLTL_T RITAVIHBREDA L= X T4 7ICBE#TE. TRAT—JCEINZ O E AT 2—
HMETD_ECHTETFXET,

AFTA T4V ATLICITEBRE. COXA1 TOKBELPEDFITENTVERFA. CD7H. NVRAM A—FK
DIEBENMRABIEL TN T, ONTAP Select Y AT LT — b T4 RV LEON—Fo o aVicBBBESINTEF £ LT
FD=D A VAV AD AT LRET RVDEEIZIERICEETY,

VSAN 5 K OMNMT T 77 L DIERK

{R*ENAS (VNAS) EBIETIE. {R28SAN (VSAN) LEODONTAP Selecty S X &, —
DHCIE . AT 7 |/4a47°o>7 RAANTHYR—bETNET, L_hbﬂ)ﬁﬁio)
HEREB2142731F. T—2AMT7OMEEMZRMEL F T,

BB OBHD VMware THR—FINZ DR NEHTHD. EDEAEH VMware HCL (ICIBE TN TWLWS
MEHRHD ET,

VNAS 77— 57U F v

VNAS WS &FNE. DAS ZEARALABVWIARTOEY F 7Yy I TEREINE T, YILF./—FK ONTAP
Select 7S ZARZDIFE. ZNUClEF. FL HARTD 2 DD ONTAP Select / — RHR 1 DDF—HZX 7 (
VSAN T—R A N7 %Z8) #HEITZ37—FT7I0FvHEFEFNET, /—RiIE. BCHEHBENMIIFT7LADS
MRDT—RANFICAYAM=ILTBZEHTEXT, CNICKbD. 7LD Storage Efficiency hiH E
L. ONTAP Select HA R 7 2k DM AR EEmBEIHIR INE T, ONTAP Select WNAS V1) a—> 3>

—%7UFvid. O—AJI RAID 3> bO—F% AT S DAS O ONTAP Select D7 —F 72U F v £ 3F
BICESBITWET, DD, FONTAP Select / — RIZIF HAN— R F—DF—2 D IE—H5| SHEZRIF
TN 9, ONTAP O Storage Efficiency 7R > —(&. /—REHEICEAINE T, £D7H. 7L1HOD
Storage Efficiency Zim® 2 ZHRLF T, chIcLKD. WHD ONTAP Select / — RDF—&+Ew ~IC
BRATE 30NN HZ7HTI,
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HAR7 D% ONTAP Select / — R CTRIZDANSITT7 LA %= ERTH Db TEEd, nldk. AHFIFrx ~
L —< T ONTAP Select MetroCluster SDS #{EA 3 255 D—ARIAEIRIE T,

ONTAP Select / — R CICAIRDAFIFT T L1 2ERT 3BEIE. 2 DD 7 L1 H ONTAP Select VM & [F]
BRONT A=A ZHET B EHIERICEETT,

VNAS 7—*FUFv¥&. N—RIT7RAID O> rO—5%#HL7-O0—71JL DAS DLt

VWNAS 7—F 72U F ¥ Id. DAS E RAID O bO—Z% @AY —NDT7—F 70 F v EREAICK<MUT
W9, ¥550HE8H. ONTAP Select [T —H XA R T AR—IZHEBELEF T, TEDT—HXALTRAR—R
& VMDK ICREIT . TN5D VMDK IZHEED ONTAP F—& 75 )47 — hEFH L £ 9. ONTAP Deploy
ld. VS RAZERELIUVR ML —UBMOAIEFRIC, VMDK BN@EY) RS XICHESN. ELWIL Y IR
ICEIDYETHENTWBRZ Y (HARTDES) #HERALET,

VNAS ¥, RAID O FO—SEHD DAS ICIF. 2 DDAZIHEVWHADHD FT, RHEFENDEVIZ. VNAS
IFRAIDI Y FO—S5%MBBE LBRWVWI ETY, VNASIZ. EBCrAZNTITT7LAH. RADIY FO—5+
w N7y T EERT-DASHIRE T 27— 2Dkl THEEMZRE TS ZzaHilcc LTWEY, 2 DHD
EWE. NVRAM O/NT #—I > RICEBRLET,

VNAS NVRAM

ONTAP Select NVRAM (& VMDK T3, D% D. ONTAP Select ld. 7Ov o7 RL RIEEARET /N1 X (
VMDK ) EDONA F7 RL RAIBEARERR—X (ERDNVRAM) #TZal—kLFT, 72750
NVRAM D /X7 #—<T > ZAH. ONTAP Select / — R&ED/INT #—<I > RUCIFETHHTEETY,

N—RZJT7RAD I +O—Z%FEALIEDAS Y c 7y FDBE. N—ROU 7 RAD > O—5F
Yy aldEEREEDONVRAM vy ar LTHEELX T, NVRAMVMDK ADITARTODE FIAHIIRAIC
RAID O bO—5F v v alliRAMEINZT=HTT,

VNAS 7—F T U F vy DHE. ONTAP Deploy |F. Single Instance Data Logging (SIDL) W5 7 — k5|
Hx=FEHALT. ONTAP Select / — RZBEHBMICRELEF T, COT— FIEMIEBESTNTVBRIHEE.
ONTAP Select [ NVRAM Z /N1 /XA L. T—ERAOA—RZTFT—2T77 )5 —MNIBHEEZIAAE

Jo NVRAM (F. EZFAAMUIBICL>TEEIN-TOVIDT RLR%ZEHRTBHICOAMEBAINE T,
CDOMEBED X1 w M. NVRAM AD 1 DDEFIAAH Y NVRAM DT X T—CEDH S 1 DOEFIAH T,
—EDEZAAZEOBTETZETYT, COHEEIZ VWNAS TOHFEMTY, RAID O FO—FFvvyan
DO—HILEZTAATDOLA T UIEIDODIHI LI EWVTEHTT,

SIDL #8EIZ. ONTAP Select D3N T®D Storage Efficiency #8E L ISEEMENH D £ Ao SIDL #EEIZ. X
DAY REFALTTZI IS — LRI TEMCTETES,

storage aggregate modify -—-aggregate aggr-name -single-instance-data
-logging off

SIDLiEEZ A TICT DL BETRAANT A —IVRIIKELEF T, 7TV T—FHOIRTOR) 2—LD
Storage Efficiency R1) > —%Z N TEMICLIET. SIDLEREZHBEBMICT S CIEAIEETT,

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)
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ESXiTVNAS%Z{EH 9 5355 DONTAP Select./ — R DEE

ONTAP Select (&, EEX L —JEDTILF ./ — K ONTAP Select 7 5 X2 %= HR— kL X9, ONTAP
Deploy Tld. #E# D ONTAP Select / —RHABE LI A ZICBLTLWALWHAED, EL ESX KX MIEHD
ESX /—RZRETETEI. COWEIE. WNASIRIE (EET—4XL7) TOHENTY, DAS AL —
SHERFEALTVWBIBEE. R M ICERHD ONTAP Select 1 Y ARV AEFHATRZLIEFTEEFHA. Ch
S5DAYAZYANELEN—RTT7RAD I FO—5THRET3-HTT,

ONTAP Deploy I&. JILF/—R VNAS 7 5 R ZDOYIHAEARIC. RLCRRA M EDRILY T A2 SEHD

ONTAP Select 1 Y XX Y AN BRESNBEVWESICLE T, ROKIF. 2 DDRIAMLETRETS. 2204
/=R IZXEZDELVWEABIZRLTVWET,

* RILF/—RVNAS U5 X2 DHIHAEA *

S

= K

ONTAP

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

7 i

BA%. ONTAP Select / —RIFIRX FETRITTEX I, ChICLD. REYIRBEP Y R— FRRADIE
BHAREL. BRI SRAICHZEHD ONTAP Select / — RH, EBrAB3E LRI bEHBTZARE4D
HDET, NetAppTlE. VMDIET T4 ZF 4 L= EZFHTER TR EZHRELTULET, ChickD.
BILHART7 D/ —REEIFTTEHEL, ALIZZ5RE2D ./ — REOYIENLRDEIEFMNICHITSINE T,

()  #774=F1L—LLTl. ESXH5Z2TDRS NEMB>TLWBLENBD £F,

ONTAP Select VM DIET7 7 4« Z T 4 IL—=IL =BT B HEICDVWTIE. ROFIEBSEBL T T L\, ONTAP
Select 75 A RICEHD HARTHEEFNTVBIBERIE. ISAEADIANTD/ —REZZDIL—ILICED S
MEBHRHD XTI,
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Host Options
Profiles
V0 Filters
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

TOWTNHDIEHT. FL ONTAP Select 7 5 XX D 2 DL E®D ONTAP Select / — RH[E L ESX 7R X b
HICBRONBBENHD £,

* VMware vSphere ® 5 > R&IPRICE D DRS H7A& L. £/l DRS EINICHE > TLVER L,

* VMware HA LB £ 7= (ZBIBEH B L 7= VM BITHEBLEINZ T, DRSDIET7 74 =T« J)L—ILHN
1A TN3,

ONTAP Deploy I&. ONTAP Select VM DIZFRDO 7O 7 V7« T RERIFITVEHA. L. VT XXDE
FAIBICE D, ROKSHBHR—FINTULARVERED ONTAP Deploy A ICRBRETNE T,

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 CINTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

A ML —=UB=EDIRE

ONTAP Deploy I&. ONTAP Select 7 5 XA ARNDE ./ —RICA ML —JZEML. 50
O AENETREOICERTEEY,

ONTAP Deploy D X k L—2BINEEEIE. BIETOX ML —JHIBOITH—DAETHD. ONTAP Select
VM ZBEEZETZLIFTEEFFA. RORIC. A NL—UBMUs Y —RERIBTS T+ 74OV %R
L9,
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask  255.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

» Node

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

CCTlE. REZHRIBIBOEBLERFEZCH LTI, BIFOT MY ANAR-IDEEE BIFD
BELFROBEDEE) ICHIGLTWVWAHRENRDHD XY, /—RFHRSAEVRATNBEZBRAZ I LICH
BZARL—UBMLEIZRBLET, RUICTABBREDHLVWS ALY RZA VA M—IILLTELLEND
DEJ,

BXZD ONTAP Select 77 U4 — MIBEXEBMT 3BEIE. FILLWANL—JTF =)L (57—2X87) ICEE
FEDXRL—=F=ILERBEONT =X 7AT 7M1 ILDRETY, AFF ICBTeN—VFUTa (75
wahBH) E&BhICA YA M—)LEINT- ONTAP Select / — RiZ. SSDUANDZ FL—%EMT ST
CIETEFEFHA. DAS EATFIFTR L= DBEDTR—FEINTULEHAS

O—AIEGEA ML =% AT LICEBMUTHEAZO—AIL (DAS) R bL—UF—=)LICT 2561
RAID ZIL—7E LT LUN ZEINTIER T A2HELHD £9, FAS VAT LEERKIC. FILLWAR—X%[F
CL7I VT —RCEBMT35BE81E. FILWLWRAID JIL—FD/NT #—<I > ZAHTTD RAID FIL—FEIFIEFEL
ICBRBESICTEIMRELRHD £, 7/ US— b EFRICERTIBEIE. FTILLRAID JIIL—FICRID LA
TIOMEBLTHEDLEFVEEAD. FILWTFIUTS—DPNT =TIV RICEZZEZEXTDICEBEL THL
MBHRHD XT,

TFT—=RARTOEFHT A DY R=— b INZIBARAT—EA ST IZBIEWVSEEIE. ACT—2XLT7IC
TUOATVRELTHLLWAR—IZEBIMTEFE T, ONTAP Selecth’ 1 Y A —ILENTWBRTF—H I +T
ICT—RAMTITURTY M EEFNISEBINTE. ONTAP Select/ — RFOMIBICIZFZE L FH Ao

ONTAP Select / — RHA HARTD—ERTH BHEIE. THICVWK OO DREEZEEBTIHNELNHD £,

HART TlE. &/ —RIZN— b, F—DTFT—R2DIS5—IE—IRIRINE T, /—F1ICAR—IA%ZEMT
2BE8F. /J—R1ODIRTODT—ED/—R2ICLFVTr—rENB3LSIC. AEDAR—IAE/N— T
—/—R2ICEBMIZHBELHDET, 2FDH. /—F1DAREEEMLIRRELT/—R 238NN
T-BEIE. /—R2TEEBHINT., 778X TEHTETEHFA, /—R2ICAR—IPEMNMETNZD
&, HAARY RDBIC/ —R 1 DT — 2% TLIRETDHTY,

NTA—=IVRAIDVWTCEHICERBTDINELHD XS, /—R1OTF—&IE. /—F 2ICEHNICLF)
T—hrENhET, COH. /—R1DHLVLWAR—R (F—HRXLT) ONXTA—IVAH. /—R20D
FLOWAR=R (T—RART) ONTA#—IVRAE—BLTWVWBRHRELRHD FT, DFEDH. MAD/ —RIC
AR—ZAZBMLTH. FZ14772/0°P RAD JIL—THAIWRBLR->TWDE, NT+—<I >V RICMH
BENELZEENLHDFT, THF. N—hrF—/—RICT—E2OIE—%2FHFT3-DICERAINS
RAID SyncMirror 2LIEHEE T,

HARTZDOBEAD/ —RTA—YNRT7 I LXATEZBREZEPRTICIF. /—RFTLIZ1 D G52 20EZ

RITITHIHLEDNHDET, BXALL—IVEMAET. @AD/ — FICEMDAR—IADBBBERDET, &/
— FTHRELGEFRAR—XIE. /—F 1 THREBIAR—RE/ — R 2 THREBRAR—ADEEFT T,
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EBEy R 7Y T TlE. 22D/ —KRHEHDH., F/—RICIEZAR—ZIAD30TBDOT—RALT7H22HD
£9, ONTAPDeploy I£2 /— RIS ZARZ%ZERL. &/ —FRIEFT—XALT7 1 D5 10TB DAR—X%E
FAL &9, ONTAP Deploy I3. &/ —RIC5TBDT7 I T4 TAR—A%EHRELE T,

RORIFE. /—R1ICHTRIE—I ML —VDEIMREDERZRL TULWET, ONTAP Select |35| EFHiE &
J—RTERLCLEDA ML= (15TB) ZFERALET, 7=75L. /—F1ICIE. /—K 2 (5TB) &b 772
?47@2#&—9(1MB)ﬁ%DiTOﬁE®/ Rig. &/ —FHH5—FD/—ROF—20OIE—
%$Zhjétwsmék%munijo —RZART1ICIETBICEZTIR=ZINEL>THED, T—E2X
F72IERTEETIR—ADEETY,

cBRERRD  1EDR ML —YVEBIMREFROBIDETEESTRE Y

ONTAP Select ONTAP Select
Node 1 Node 2

HA Pair

= e
Node 1/Aggregate 1 (. =4
10TB e Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 )
5TB Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15TB Free Space In Datastore 1
S : : 1578
e -y
Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB ~ Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB

J—RA1TEHICAML—VBMUEBARITIZE. T—RALT 1DERDDEZIAR—RET—RAKNT 2
—EHMERINET (BEDLEREZFEAR) - RVIOANL—JEBIMMETIE, T—X X7 112K >TL
2 15TB DZEZAR—ZAMMERAINE T, XOXIEZ. 2 DBDXA ML —CENMLEBOERZRLTVWET, &

DEST. /—R1ICIE50TB D7 VT« TT—ENEETICHD. /—R2ICIFTD 5TB BB D £,

BRERSD  /—F1ICHTZ 220X ML —UEMREROEIDETEESRE

ONTAP Select _ ; : ONTAP Select
Node 1 — Node 2
HA Pair

— — Node 2/Aggregate 1
— 5TB 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AEEMUIBTERINS VMDK ORAY 1 X3 16TB T, 75 AXERUNIBETHERATE S VMDK DRA
H A X35 EHE 8TB TJo ONTAP Deploy Tl # (VI ./ —RISAZFRLWETILF/—RIS
22) BLIPEMTRIBEICKH LT, BYHRY 1 XD VMDK BMERENE T, 7=7°L. & VMDK OFRAH A
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ZlE 77 A2EBAEDIZEIE 8TB. X L —UEBMAIEDIZEIE 16TB TY,

Y 7 b 7RAID%{EM L 7=ONTAP SelectD R E DLk

AML—CEMVsP—REFERTRE. V7 U7 RAID ZfEB LT, ONTAP Select / — ROEIETIC
HIREXEPTENTEET, COTsHF— R Tl FEHETIEEZ DAS SDD RS+ JOANRRI N
ONTAP Select VM [ICRDM £ LTI wEY I TE£ET,

RESAEVRAE1TBHEATEYIILIFITEFEFIN. VI T 7 RAD 2FERT3581F. BEEYIE
BIC 1TB BAITEY T I TEF A, FAS £HIFIAFF 7L AICT 4 AV EBMT 358 CRAEIC. 1
BIORETEMTEZ A ML —COR/NBEIF. FHEDBRICLE>TRED XTI,

HARTZT/—R1ICAML—=C%BIMTBICIE. /—ROHART (J—R2) THRILBO RS T%E
BTEZIMNERHDEFT, O—HILRSFATEVE— T AIZOMAD. /—R1TO1EDA L=
BIMMEBETERSINE T, 2FED. UE—FRSA4TZ2EBLT. /—F1OHFLLWIAML—UH/—R2
ICLTUr— 3N, RESNDZZCHERINE T, O—AHIILTERAERERINL—J% / — R 2 1380
T3ICIF MAD/ —RT. IOXFL—BMLEERTL. JIRRBO RS T2 ERATEZ2RELNDHD
9,

ONTAP Select I&. FILWRSHA TZBEDRSA T LRILIL—b. T—4. T—2N—F14>avIlN—F
4>3=ZF LET N—=Ta>a=Z>J0EBIE. HILWTZ I U5 — bOERE. £IEEEFEOT7I VS —
DIFREFICEITINE T ET A RAIDIL—MN—=FT 423> A LA TH1 XIS BET« A7 DEEFEDIL
—cNN=FT 43T RE—HBITBELSIRESNE T, LI >T. 220RILET—E2/N—FT0> 3>
A ZDEFNZENICDOWVWT, T4 RIVDEHABRENBIL—FMN—FT0 a1 X %EF|WE%R 2 TE|o7:
EEEHETEZET, L—bN—F1>a>YRASATH A XIERIET, MV SR 42ty h 7y TEICRD K
SIFHEINE T, BERIL—EIR—IADEF (VT —RISIXEZDHEAIZ68GB. HARTDIFE
13 136GB) %. BRHIDT A« AIVEDSARTRSATEN) T4 R4 T%25|WETEIDXY, JL— kN
;-F—r*‘/a‘/x A THAXE P XATLICEBMEINEZIARTOR A T T—TEICHRDEIDICHIFEINE

HLWFZI U —h%ET 258, RERR/NR 1 THIZ. RAID X1 7. LU ONTAP Select / — K
DHHARTDO—EHESMMIL>TERD F,

BEOT7IIVF—RMMIANL—C%BINT 25818, SHICERBIRNTIANHD £, RAID JIL—THER
BABISGZELTULWAWESIE. BEDORAD JIIL—FICRSATH#BMTEE T, BEED RAID ZIL—FICX
EY RILZEIMT ZBOMEED FAS £ AFF DR TS50 F 4 AN T THEAIN. FILLAE Y RILIC
RYRRARY MO TEZRNBEIFEERDET, £, BIFO RAID JIIL—7IZEBIMTE5DIE. T—42/N
—T42aryOHAINEUENENULED RS TEIFTTY, gLk SIC. T—2N—F1>a>DHA
XlE. RSA4TOYBHAICIFERDET, BMTE3T—F2N—T0>arhBEEON—Ts>a>vEbDK
FVEE. FILLWRSAJIBY AT A XICHEINE T, 2FD. HILLWERSATOBREICIIFERAINAE
WERDHFED £ 95

MLWRSAT7ZERALT BFEO77 )7 —bO—EBE LTH LW RAD JIL—TZERT 5L HTER
¥o CDIHFE. RAID JIL—FDH A XIIBHEFED RAID JIL—T DU A AL AL THEIHBENHD I,

Storage Efficiency D17R— ~

ONTAP Select Tl&. FAS 7L % AFF 77L - & |ZIZ[RE LU Storage Efficiency & < 3
UHMREINZE T,

F=IT Sy aVSANXTIZRBT7 5y a7 L1 ZEHA T 20NTAP Select {RZENAS (VNAS) RIR
Id. SSDUSANDE#ERR L — (DAS) ZfER Y 2ONTAP Select DRNR b F S50 7 1 RIS BEN D
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D&,

SSDRZA THREHEDDASA L= TFLIT LAY ZABBNE. FL WA VR ~—)LTAFFICElFz/N—
VU T« B EEBRICENICED XY,

§$EMEN—V+U%4ﬁ%%%Q\m@4>34ySE%%ﬁ4yzh—wﬁuaﬁmtﬁ%nﬁoi
A VI EONE— VR

* R a—LAa 251 VEEHR

* RV a—LNyIT S50y REERR

CTRITATA T4 VEHE

CAVISAYT=RAYNITaY

C TIVIT— b S A VERR

CTIOVF— RNy O T ST REEIR

ONTAP Select T7 7 #JL kDT AR T®D Storage Efficiency R —DEMICHE>TWVWB I EZFEET 3 IC
IE FLLKIERRLT=R) 2a—LATROOAY Y RERITLE T,

<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

9.6LABEN S5 ONTAP Select =7 FJ L — R 9 3551, Premium> 1> X% DDAS SSD
AL —2ICONTAP Select Z1 Y A b—IL T B3HENHD EF, F7. ONTAP DeployZ £
@ L7 5 XA2DHE1 >R ~—JLEIC, Storage Efficiencyz BMICT 2 *F T v IRy IR %S
VICTBIRENHD £, URIDEHFIHINTULWRWEEIZ AFF ICBTeNN—=VF T2 D
RAKONTAP 7y U L—RZEB#MICTBICIE. T—bEIBZFHTERL. /—REUT
—FIBRELRHD FT, FHICOVWTIE. TI7ZAHIILYR—KMIERAVWEHELIETL,

ONTAP Select M Storage Efficiency:%E
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MRDORIC ATATRATEV T D754 R LT, EHARIEEA Storage Efficiency® 7> 3 >,
T 7L ETER. £737 7 1)L b TEWLEHHERE SN T UL B Storage Efficiencyd 7> 3 > &RLEF T,

ONTAP Select DI%HE DAS DAS VNAS (TRTDS1E>
SSD (FLX7L%/lE HDD (IRTDSA1tEY X)
TLIF7LXLMA) 2)
154 FO%H o (F7#IE) ol RY)a—LBMTI— o:RY)a—LBHITI—
HHERL HHERL
R)a—LA>YSA4YE o (FI4ILE) fEARAAA HR— MR
EHERR
KDAYSAVENE ( o RYa—LBAMATI— o:R)a—LBMATI— HR— 5N
—REHE) HHERL HHERL
BKDAVZAVEM (7 o (F7=ILE) o IR a—LEMTI— HR— RSN
AT« T EHE) HHERL
INY OIS0y RERE HR— xRN o:RYa—LEBMTI— o AR a—LEBNTI—
HHERL HHERL
FE#E R+ v+ (FqW [EqA ol ARUa—LEfITI—
HHEL
1S54 T—R2AVIN o (FT#ILEK) o) a—LBEMHTI— HR— RN
g3y HHEME
AN a>yREvyF 3L =W HR— RN
FIVFE—rAYS14Y o (FTHILE) N/A HR— MR
EEHERR
R)a—=LNyIT3T o (TT#ILE) o R)a—LBMTI— o:R)a—LBUTI—
> REEHER HHERL HHERL
TIVTE—= N ITZ o (FTAILE) N/A HR— RN
7> REER

MONTAP Select 9.6 Tld. FTLWS 1t > X (Premium XL) £EH LWMB A X (KiFE) A R—kSh
F9, 112 ABRELVMIEZ. VI o7 RAID 2R 9% DAS B TOA Y R—brEhExd, /N\—R
7 £ 7RAID £ VNASHERIZ. 9.6 1) — XD AR ONTAP Select VM TIEHR—rEINEH Ao

DAS SSD #Ei D7 v 7o L — RENMEICEES 332518

ONTAP Select 9.6ARFIC Ty T L—R LS. AV RTTFYTIL—RBRT LIECEHRRINDEXT
o T “system node upgrade-revert show n*'5. BIfEDR ) 2 — LD Storage EfficiencyDEZHEEZL £,

ONTAP Select 9.6LA&ICT v U L— RSN AT LTI BIEQT7 I VS — N F el ICER SN T
7= MIERSNIFHLWARY 12— LOEEIX. FIRORBETERSINIAR) 2a—LERLT

9o ONTAP Select A— R D 7w I L—RZETITBIHEFOR) a—LICIE. FICER LR 2a—LK
IF L A LR L Storage Efficiency R S —DEREINEITH. W<OHDNII—23 > 0hHD T,

) A1
7w I L—RaEic. R 2 —LdDStorage Efficiency’R ) > —HERICHE > TLARWVSE :
* 7R 2— L “space guarantee = volume' T, A VA4V F—RAV NI a>y, 7IVT5—r123

1 VEEBIR. BXUT7ITVT— NI IS0 FEEGRDEMCBR >TVWEEA, TNH5DF
Toavid. TvFIL—REICBMITEET,
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* MR1) 2— L “space guarantee = none’ T\ 75 57 REMBHAEMIR>TLWEEA. COF T
IV, TYTITL—RREICEMCTEET,

* BBEDR) 21— LD Storage Efficiency R > —Idk. 7y FFL—RRIC auto ICRESNE T,
$F 1) A2
7w 7Y L—RHEIC. R 12— LdDStorage Efficiencyh g TICEICE > TWBIHE -
* MAR1) a—LlE. “space guarantee = volume’ 7Y T L —REHEEINEH Ao
* MR 21— L “space guarantee =none’ T, 7I Ur— Ny O I 502 RERBBRAN A ICR>TL
x9,
* MR1) 2—L® “storage policy inline-only’ 78 1J & —hlautolCFRESN TV E T,

* A—HE&EDStorage Efficiency’R ) S —HDRESNTAR) 2 —LTIE. RUS—IZEBIEHD FE
Ao Te12 L. DR 22— LIEHIS “space guarantee = none’ T390 CDARJ a—LTIE. 7FUF—h
NV T S0y REEFBFRDEMICHE > TVERT
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