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THER TN, IRTOT—EZXALMT7HRAD I bO—>TREINET,

BT« Xt w biE. RORISTT LIS, NAIN—NAHF—O0S BELUP ONTAP R L —S%ERALAR
WISA47> VM BICFHREINET,

* RAID/ JERAID BTES R T L * LD —/N— LUN ¥R

Server w/ addiional storage

. 2 e £ S
i i Non-RAID 5 E E ;
L] o Qaaaq -
l RAID 5 RAID Group
OS and
Installation VM ONTAP Select LUN
LUN

D LUN

B—RAD JI)L—7/ B— LUN BROZEDNUEICHESZ T —RIE2D2HDEFT, NL-SAS K51 TF7IF
SATA R4 JZERALTVW3IFEIE. RAD JIL—TFDHAIN 12 RSATZBIBVELSICT IHEN
HDET, Flew B—DLUNF BRDT 7 AN RTLIVZATY FOERARYAIELIFRA L -2 F—
WEEDRARTAIOVWTIhHD, BRBELINAN—NATF—I L -2 OFIREDBHKRE L RDEREED
HOET, TDIHE. BRELBIMEI L —JZHEBD LUN ICHBILT. 770 AT LZEREICIER
TEBLDICTRIHREDHDFT,

VMware vSphere [RIEE<X> > D7 71 IV A7 LDOFHIR

ESX D—8RD/N—2 3> Tld. T—2 AR T7DE®RAY 1 XL 64TB T,



H—NIC64TB #BZ B AL —UHEHINTUVSIBEIX. 64TB ERKED LUN 2RO 3 =>45¢
BEDPRBICHIBEENDD £9, SATA/NL-SAS RS TJTRAID QYL REEREZEHET 301
DO RAD I —T%=ER LT-GBEDH. EHO LUN DA TOES 3= Enxd,

BEHODO LUN R EBRIFEIE. FLUNIZIZIZREF T—EB LN =YV RAZHFRT 2 CCHEERIRSE
IBriabxrd, TNiE. IRXTOHOLUN ZE—@O ONTAP 7J U4 — N THEATISSICKICEETY, HD
WE. —BBD LUN DINT A —I X 7OT7 71 ILHBES MM E B BIG5EIE. FNS5D LUN D
ONTAP 7J ) — MIDBT R e 2@ R L £,

BEOT7 7AWV ATLIVRATY M EFERALT. T—2XAT7ORATA IV SIEVWETE—DFT—42 X
TZERTE £ T, ONTAP Select 51V ADMBRBEZFHIRITBICIE. VT RAREA VA M—ILT BE
ICHTBREDERFIBEL TLETW, O EEIZ. ONTAP Select ICT—R X M7 D—EPDIAR—IDHD
FEAZHFITLET (LIRS TIDOAR—APDDSAEYABBEBLELEDET) ,

HBWNE. 1 DO LUNICERLTE—DT—RX AR T7H5HBHBIHTEET, ONTAP Select DRE S
A RESBIIBBETEZIAR—ADNEBIMEINDE. TFOAR—RAET—RANTPORRYAMXETIVIR
TURELTRILT—R2RAMTISEMTEEX Y, RAYAXIELES. iILLWT—2ANT7EERMLT
ONTAP Select ICIBIITE X9, £E55DXZ A1 JTOBREWRULIBLHR—METNTED. ONTAP Deploy DX
ML —oBNigiezERALTERTTEFE T, & ONTAP Select / — Rid. BA400TB DX kL —T & HR—
FTBEDICRETEET, BROT—RANTHSBREX7OEY 3=V JF3I1C1E. 2 DDOFIEZFET
TRIURELHD XY,

BDY 5 AZERFIETIZ. FIHAT —F2 AR T7O—ERFIF TR TDOIR—X%HET D ONTAP Select 7
SAAEEHRLET, XIC. BRDODEHBEIET DX T, BMOT—2XM72FERALT1 O2ULDRE
EMMUIEZETLET, COMEDOHFMRICOVWTIE. 2" AL —VBEDIESBLTLIET L,

VMFSHA —/N—Aw RIZEOTIER L (ZBB"VMware KB 1001618") « T—X AR T7ICL>
() CEFCBESNERR—ZSHEEBLESLTHL. &5 R ERLERICE TS —
PREELF LT

BT —RIARTT2% DNy 7 7HREADEFFICHED T, ZDAXR—XIF ONTAP Select TIEFRINAE
W, BESATEVRIIREHD £ A. ONTAP Deploy IE. BE EBRMEESNTULALAED, Ny T
FOIEBBREANAS MIZBFNICHELE T, BELRZIBETI . 201 INRMSERAINE T,
BRELROYAIDBNY T 7H A XDEHERRNTHBIHE. 77 AREMITEKHML. RELRELTHERATES
ELLWRATAXDNTIA—RZRITIT—XytE—CHRRREINEFT,

“InvalidPoolCapacitySize: Invalid capacity specified for storage pool
“ontap-select-storage-pool”, Specified value: 34334204 GB. Available
(after leaving 2% overhead space): 30948”

VMFS 6 |3, FiiR1 VX b—ILDIFEDH. BIFD ONTAP Deploy F7=I& ONTAP Select VM O Storage
vMotion #21ED 2 —47 v fDFZEHHR—LENET,

VMware Tld. VMFS5H'5 VMFS6 ANDA > TFL—X7 v FJIL—RFRETR-—FLTVWEEA. DI
H. VMDA VMFS5 7—R XK T7H5 VMFS 6 T—R X M 7ICRITTE ZME—D X 1= X Lsl& Storage
vMotion T9, 772 L. ONTAP Select ¥ ONTAP Deploy % {#H L 7= Storage vMotion M1 7R— M HYYLER &
. VMFS 5 H'5 VMFS 6 ADBITEVWSHEHEDODBNICIMA T, MO FUFICHRETEEILIOICHRD X
LTCO
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ONTAP Select R*E8F 1 X &

ONTAP Select DEAMRZEIL. 1 DULEDIA ML=V F—IILh6—EDRETr X V2O 3=V
LT ONTAP ICIBfET B3 & TYo ONTAP [JIRME SN RET « XV EYPIBET « RV & LTI/L. XL —
SRAY T DD DERNINAN=NAHF—ICX>THRILINE T, RORIICOBERZEFHFLILEKLEDD
T, YIBRAID O> bO—5. NT/N—/\1H—. ONTAP Select VM DREDBEHRICT #—HALTWVWET,

* RAID Z')L— ¥ LUN O#mkld. H—/NXO RAID O +rO—35Y 7 T 7HRTITHONET, VSAN £7-
IEINFFT LA 2ERT 3Ba1E. COBRIIHNEDHD FH A

* AL = F—ILOBRIZ/NAT IN— NI HF—RTITHONET,

R T 4 AVIFELZD VM ICE > THER B LUFIBE SN E T, CDHITIE. ONTAP Select |2 & > THERL
TNEJ,

cRETA RVEYPBT 4 RTIDIVEVT *

Physical Server

Virtual Disk (VMDK) } ONTAP Select

Locally attached drives

e

Storage Pool (VMFS) I } Hypervisor

I

LUN I
E 1 > RAID Controller

RAID Group

BT Xo07FOEa=>y

SOMMEMBRIA—H T IIRUVI YV ZRERIRIT 37-HIC. ONTAP Select EIE'Y — )L Td S ONTAP Deploy

IC&-2T. BEBEITBRRAML—T—Ih S RET X7V EEMICTOEY 3 =>4 TN T ONTAP Select

VM IR SNET, COLEBIE. LY F 7 v TRELUV X ML —UEBIMEOERITHICEFHICITHON
F 9, ONTAP Select/ — RHHART O—ETH 3155, RET«+ AVIZEEBNICO—AILI L= T =)L
EEIS—AML—=UF=ILICEIDHTENE T,

ONTAP Selectld. BEBELZEHEA ML —ZRICH A XDRET X7 (FNEN16TBILT) ICHEILE
9o ONTAP Select / — R HARTD—EPTHZHBEIE. FTTAR/ —RICDEHELL D 2 XKDORET 1 X
IDMER SN, SS—N7J V5 — bR TERSNZO—HDIILTLYIREZIS—TLy I RICEDYT
bNEI,

7= ZIEX. ONTAP Select Tid. 31TB DT —XR XA M7 F/IFLUN ZEIDY TR e TEET (VM DE
ABDODIR—RE, DRATLTARAI7ESLVIL— T RODTOES I ZVTHBDAR—R) , TDHE.
4~7.75TB DIRET 4 A UVDMER SN, BYIZZ ONTAP O— AT L v IR EIS—TLw I RCEDYTS
nxd,
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ONTAP Select VM IR BEBMT 2 L. ¥+ XDR%L S VMDK MMER SN B Z L h'd b %
To BHBICOVTIE. ZBRBLTKRETW R FL—URBOIE" FAS Y RTLEIERR

() D RALTIUS— R H A XORES VMDK ZRETE 7. ONTAP Select TH. N5
D VMDK ICEX7zh'% RAD 0 DR b 541 FZERAT 57D, & VMDK DIANTDIAR—R %
ZFOHA XNCARBSTRICFERATEE Y,

{=*8 NVRAM

NetApp FAS & X F LIl RERED. FERMU TS v aXE) 2 BE LI-S%EH— R TH D2
NVRAM PCl i— RAERDFIFT6NTWE LTz COA—REFERTDIE. 95347 MDSA NNV I %
TICHEEETESHEAED ONTAP ICHESNB 1D EZIAANT +—IVADKIEBICEAELE T, el B
BINfT—427Av I BEEOR N —SXT 4 FPICBEITR. TRAT—JMHENZ 7O EXTa
—IILBEITBECHTETFXT,

AETATAYRATLICITER. COXA1 TOEBRHPEODFFITESNTVWEEA, CDTH. TD NVRAM A
— ROKBENMREBIL TN T, ONTAP Select Y R T LT — b T4 A7 LEODN—FTa > aVICEEBEINTEEL
Teo FEDIH. A VARV ADI AT LARE T« AVDEREBISIERICEETY, k. COEBNAO—NIL
A ML —VBECTHESEHICBN X vy aZmAYIERAD O FO—S %2 KB T2EBHATHH
h%d,

NVRAM (FIRBE D VMDK ICECBE TN E . NVRAM ZHBE D VMDK IZ9E]9 % . ONTAP Select VM &
VNVMe RS /\%fEAL TNVRAMVMDK CBETEEELSICHED £F9, £7/. ONTAP Select VM Tl
ESX6.5 L BIMDHZ/N\N—RITT7N—2a3 > 13 2 EHTINERLD FT,

T—R/NZADFA : NVRAM £ RAID O ~O—5

DRATLDRELIEETAAERDT—FNI 2l . RE(EENIE NVRAM S R T LN—T42 3>
£ RAID J2 bO—ZDEDEHED L < HOHD FT,

ONTAP Select VM ADEFAAENRIZ. VM D NVRAM N—F 4> a>raNRELTWVWET, RELLL 1YV
Tld. CTD/IX—FT 1> 3>IF ONTAP Select ¥ XA T LT+« XY DFD ONTAP Select VM ICIEFi T 7=
VMDK RICH D £, YIBLAVTIE. BROIEVRILEZ—F Y hET3IRTOITOYIEBELREK
IS, SNHOEXRIFO—AILORAID O bO—ZICFvyvadnFEzd, T EZAAFOERGEDR
A MISREINEX T,

CORSETYENICIE. ZY T33O0V VIFRAID O bO—5SFvwvialldhhb. T4 RTICTSwvad
NZ2O0OZFELTVWET, REMICIEZ. 7OV 7B RI—T—ET A RINDT AT =% 151K 3
NVRAM ICH D %7,

ZEINATOVZIERAD OY FO—Z0O—HILF v v aIlBEFMNICKRHINS 2. NVRAM /N—

TA4IANADEZTAHZIEFNICF vy a2l WEBIAMNL—XTo 7ICERNICT7 v adng

To CDOMIEE. NVRAM ODRRBEHN ONTAP T —4 T 4 A ZICEHNICT S v a2 SNB B EERILAEWT
KIEEV, TD2DODMIBICEEEMIERL, RITINZEIIVIHHEEDRBDET,

KO, EZFIAATHERAINS IO XX ERLET, CZTiE. YLV (RAD OV O—FF vy vy

AT A RAUTRING) CRELAY (VM D NVRAM £ TF—HRET 4 XTI TRINB) DEVHERT
TNTVED,
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NVRAM VMDK ETZEEEN/=-7Ov7idO0—AJILORAID > rO—5F v v allx vy
JadNETH. FrvPaBEIEIVM OBHRERDFORET A RVBEELEEA. X

(D) FLIOZEBINATOYIETATEML, NVRAM [FZDO—HISBE $tA, CHICK.
NAN=NAHF—=ICNA >V RETNTVWBREZTAAERbEENETT (RACNYFVITIREVR
57O 3= I TN TVBIES) o

* ONTAP Select VM ADEFAH *

Physical Server

L J

RAID Controller Cache Physical Disk

Y

RS ONTAP Select

A Write commitment —————» NVRAM Destaging

E oo [ 001/ 001]
| 'm:
L

NVRAM Virtual Disk Data Virlual Disk

NVRAM N\—F 1 3 i, BEREO VMDK ([CHEITNE T, D VMDK [&. ESX /N—> 3>

() 6.5 LI THEATEER WNVME RZANZHEHEL TERINET. COEEIF. VI DT
RAID = L7- ONTAP Select D1 VA F—I)LTHRHEETY, RAD I O—FF v v
2AICEB Xy MMEHD FH A

O—AIEGZEASL—2EIF0OY 7 b7 RAID H—E X

VIR 7RADIE. ONTAPY 7 b x7RXRA Y INTEREINDS RAID HRILL
1Y TYo FAS R E DHREFRE! ONTAP F5w b 7 #—LA®D RAID L1V &[G C#EE
IRMLEYT, RADLAVIERSATN) To5T8%ZE1TL. ONTAP Select / — RRHD
BaDRSATEEICNT 2FRETRFTELET,

ONTAP Select |CI&. /\— R =7 RAID #R IFBFEARL<. VI RI T 7 RAD A7 a3 ybHEETATL
F9, N—FIT7RAD IO bO—FIE. FHTEAHWVEE®. ONTAPSelect #ERE—ILT#—LT 77
RAETATAN—RITIT7ICBEATEZHERYE. FEDRETIEEZ LLBWGELRHDET, VI D
7 RAID Tld. COELIBRBRBHNREBDELDIC. FHURBEAA TS a VHESNIHERORIETY
7RO 7 RAID ZBMICT BICIE. ROFISEELTLIEE L,

* Premium E7z1& Premium XL S AW B IR ESICERATET X,

*ONTAP IL— b T4 RV ET—R T4 AU TlE. SSD F7l& NVMe ( Premium XL St > ADRE)
RSATOHAIMNTR—FENET,

* ONTAP Select VM 7 — b NX\—T 1 >3 VRICHID Y R T LT 4 RV DBETY,
cBIDT 1 RY (SSD ETclE NVMe R 51 7) Z&RLT. P ATLTA RIDT—R X ST Z1ER
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L£Xd (NVRAM. Boot/CFA—FR., A74 7. BLUVILF/ —REY 7Y TDXAT1 I
'—/5’—) o

° X:E*
*H—ERTARIVED AT LT A RVIEEALBKRTERINTVET,

e H—EXT 1 XU LIE. ONTAP Select VM A TERENS VMDK T, 73 RZUVT T—hRYE
DEEIFRBERAZIEYT B7DICFERATNE T,

cH—EXRT a4 RVIE RRAMDSRIEE—OYWIET 4 XU WL TH—EX /P XTLYET 1 R
7)) ICYEBNICREINE T, TOYIET 4 XAVICIEFDAS T—2 XA N THEENTVRIRELRH D £
9. ONTAP Deploy I, 5 XX DEARFIZ ONTAP Select VM BICCNS5DHY—EXT 1 AU %1E
L ET,

* ONTAP Select Y AT LT A RV EEHOT—Z AN T E-I3EHOYIBER S JICHEITB TS
FtH Ao

* N—RJx7 RAD IFIELETNTULEHA.

O—AILEHEI L —2AETOY 7 7 77 RAID 1858

V7o 7 RAD ZERT3FEF. N—RFRUT7 RAD IY bO—3HWVW CHEBENTINA X7
LICBIFD RAID O hA—=37H 355 ROBHICIESBELN DD 95

*N—FRJx7RAD O bO—FFENLT. T4 XIS XFTL (JBOD) TEERHBTETELSIC
TERIRERHDFT, COTEIZEE. RAD O FO—ZDBIOS TITS5CeHTEET

* F7-ld. N— RO 7RAD O FO—FMNSASHBA E—RICHE>TWVWBRELRHD T, I,
—EBD BIOS BRETIE. RAID ICMZA T NTAHCI ] E—RHAFAINTHDH. TNEERIT 3L JBOD £
—REBMCTETET, CHRUITEDONRARIL—DEICED, YMIERSA ITHKRI M EERIU & SICERE
TNEJ,

A PAO—ZTHR=—bFINBZRSATORAEBICE > TIE. BIMOOY FO—FHMREBICRZBEDHD
3o SASHBAE— R TIE. HE6GH/ #BULEDI0 Q> FO—5 (SASHBA) BHUR—rINTWBRIEE
REERLTL72E W 7272 L. NetAppTld12GbpsDEEZHRE L TLE T,

ftDO//N—Ro 7 RAID O bO—FE— RPERIEHR—FINTVEEA, T XIE. —Zo3> ~O—
Sld. TARIDNZARIN—%EHWICEMNICT B3 RAID0ODHR—rZHFITLTVETH, LAV
BEHRELCSEEMDHD X, HR—FINB3YIBET 1 X7DH 14X (SSD DH) & 200GB~16TB T9 o

C) EIEE|E. ONTAP Select VM TERHINTWA R S1 2B L. "X MLEDRZATHER
STHEAINEVELSICTIRELHD £,

ONTAP Select DIRIET + R £¥IBT 1« XD

N—RYT7RAD I> O—S5%EET3#EMTIEZ. RAID OY FO—SIC&>TYET « X7 DTEMN
REINE T, ONTAP Select I, ONTAP BEEEENT—X T UTF—hEZRETET 3 1 DU LED VMDK
PRREINET, CNS5DVMDKIZRADOR TR RSIEYIENET, ONTAPY 7 o7 RAID @
FERISTETIENER. D DON—RT T 7 LRI TOMEEEDT=DICHENTHD7=HTIT, IHIC. VAT
L7« RVIERAINS VMDK (3. 2—H7T—2DOEMICFERINS VMDK LRILT—2 A M 7ICERESN
£9,

Y7 k7 RAID %{EMAT 3384E. ONTAP Deploy ld. NVMe FAD—EDRIET « X% (VMDK) 48

T4 RATDraw TNATRAIvE>Z (RDM) % ONTAP Select ICIB L £3, F7=. NVMe AD/NX R )L
— 5 )\ R Z7=IZ DirectPath 10 /N1 A b ICIRBELEF 9,
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KOETIE. COBEZREFLCEHHAL. 5. ONTAP Select VM AETER N3 RETFT s X2 . 21—
T—RDORMNIERINIYEBET A XIVDEWVERLET,

* ONTAP Select ¥ 7 b = 7 RAID: [R1EE7T «+ X2 £ RDM* DfEFH

ONTAP Select with Software RAID

—

VM System Disks

ONTAP Select
Software

Hypervisor

Host Bus
Adapter

SRATFLT4 XY (VMDK) (X, ECYET X7 LEOEILCLT—2XAST7RICHD £, &8 NVRAM T+
Z71CIF. BERTHAMOEWXT 4 7HHBRETY, L7=H>T. NVMe T—H X7 & SSD 21 TDFT—
RART7OHIDYR—EENET,
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VM system disks ~ ONTAP Select managed

ONTAP Select

software
Passthrough
OR
Hypervisor DirectPath 1/0O
devices
Host bus
adapter

SRTLT4RY (VMDK) & RILYET 4 RV LEOREILCT—2XNT7RICHD £, 1RE NVRAM 7«
271CIE. BERTHMAMOEWAT 4 THRETY, LIEcH>T. NVMe T—RX L7 SSD 214 TDFT—
RARTDHIDHR—EENET, NVMe RS54 T2 T—RIERTZESIE. NT+—<I X LEDEADS
SRTLT4RXTH NVMe TNA RICTBIHELRHD T, AlINVMe BNV X T LT 4 XZISELTWS
MDiE. Intel Optane 1— K TY,

@ RED ) —XTIE. ONTAP Select ¥ RT LT« RV ZEEDT—R X b7 £ I3ERDY)
BRrRSATICHEITBILIFTETEEA

BF—2TF 4 X71F. IMRERIL—NX—TFT 023y (RSA4F) £2 20— 1 XDN—F4>3Y
WS 3 DDZRICHE|EN. ONTAP Select VM RIS 2 DDT—R T4 AVDMERESNET, >V FIL/ —
ROSRBZEHARTD /) —ROXROREICTRTELDIC. /N\—T« >3 >IF Root DataData (RD2) X*—<
EEALEXY,

PUINU T RSA4TERLET, DPETa7ZINITaeRSAT IZFARTFRSA4TTY, °sS

C VTN —RISREABORDD T4 RIN—F4>3 =T *
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|

ONTAP V7 k7 RAID I3, RAID #1172 LTRAID4. RAID-DP. & RAID-TEC ZHR—kL
TWEd, TNbBlE. FAS TSV R ITA4—LEAFF 7S5y b 74— LTEAINS RADEBHREFBIL T,
JL— O3 =>4 ONTAP Select Tlx. RAID 4 £ RAID-DP O&ANHR—bENFEdT, T—XT7T)
#'— kIC RAID-TEC ZfEA 3 3158, 24 DR#E|IZ RAID-DP IC#4 D 3, ONTAP Select HA I, &/ —R
DEBREMD / —RICLTV T — 9322 T7— Ry oo 07—FT0F v EERBLET, DFEDH. &/ —
Rig. L—bN—Fq0>a>e. EOET7DIL—rN—FTo>a>DAE—%2KRINTIVERHBDET, T—
BT RVIIIIN—EN=TFT1> a3 D1 2HB7=0. RINT—2T 1 A7EUE ONTAP Select / — RH'HA
RT7D—EPHESMIE>TEREDET,

UGN —RUSREDFZE. INTOT—EIN—T1>aryzERLTO-AIL (FI/T17) T—42H
BENE T, HARTD—ETHSD/—RTIE. 1207 —FN—FT4>a>zFERLTED/ —FOO—
AL (TOT47) T—2HEMEIN. 2 DBDT—EN—T142a>EFERLTHAETDT7 9717 7—
AMIS—D 2 TENET,

INAZ)L— (DirectPath 10) F/\ X ¥rawT/\1 A<~ (RDM)

VMware ESX Tld. NVMe T4 X% Raw T/N1 A v e LTHR—FLTLWEH A, ONTAP Select T
NVMe 7« XU % BEZEFIE T 3I1CIE. ESX TNVMe RSA THNRRIL—FNARELTERESTNTWLDH
BEAHDEFT, NVMe TNA RAENZAZIL—FTNA R LTHRET SICIE. H—/VBIOS THR— MHHRET
HD. DXATLEBEEDMES D, ESX KA MDY T—MDHREBIZHRBZZCITTFELTLIETL, T5IC.
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ESX KRR CHT=DDERINZAZIL—FT /N1 XL 16 TY, 7=72L. ONTAP Deploy TlEZih' 14 IZHIFR

TNTWEY, TDONTAP Select / —RHT=DDLERIZF14ETT, DED. IRTD NVMe 1B T. B2
ZRERMICL TERICEWVWIOPS BEE (IOPS/TB) AERBELEFT, £lee ARL—CBEDKRKETVWNAI/NT +
—I IV ABEDRDS5NZHEIE. KBRED ONTAP Select VM. & X T LT« XY HD Intel Optane 71—

R, T—2XL—CHORTD SSD RS T %##RLET,

@ NVMe D/NT # =X > RAZ&RARICFIETHTICIE. ONTAP Select VM D1 X2 KE< T3
RS LET,

INZAZIL—FT/NA XL RDM ICIE. TBICEVWHHD £29, RDM IERITHDO VM T v EY I TEE T, /N
Z2ZI—=FNARCIFVM D) T— b HRETT, DFED. NVMe RS TOKBEPRENE (KRS1TD
1Bi) AOFIE Tld. ONTAPSelect VM % 1) T— r§23RBHHD X T, RS1TORBEBENLE (K>
1 7 DEN) fIBIE. ONTAP Deploy DT —2U 7O—ICLk > TERITEINE T, ONTAP Deploy I, > F L
J—RUSZHZDONTAP Select ) T— b B LUV HART DI AINA—N—] TTAINYI=ERBLE
9, 1275 L. SSDT—AX2 RS T%FEHRATSD (ONTAP Select D T— kT A ILA—N—IFFE) &
NVMe T—2 RS54 J%{ERATS (ONTAPSelect D) T— T A ILA—N—DRE) OEWIEETD
REHRHD 7,

YIBTF 4« RO RETcRoDTOES 3 =2y

EDMEMBEIA—HFITIIRY IV %R T 37-8. ONTAP Deploy IFIEESNIT—2 R LT (B>
ATLT1RY) o RTL (RE) T4 A0ZBFWNCTOEDS 3 Z>FJ L. #115% ONTAP Select

VM ICEREL 9, COMIEIE. ONTAP Select VWM BT — hTE B ELDICT B0, #HEY 7w FBIC
BFMICEITEINE T, RODMIIN—FTa>a=>F3n. IL— b7 U5 — D EFMNICEBERINE

9, ONTAP Select / — KRB HARTD—ETHZHE. T—EN—Ta>a>idO—AILAL—TF—)L
EIS—XPL=U7—I)LICEFNICEIDYETENE T, COEDYTIX. VT RARXEMNIBER ML -8
IALE DA TEENICITTHhNE T,

ONTAP Select VM DF — R T 4 RV IZEBE R 23WIBT « A7 ICEAEMITENTWS =S, MIBT 1 XU %
ZLLTIBREERTAEN T A—XVAUEELE T,

W=7 )5 =D RAD JIL—F24 FE. FERAIERT 4 AVDEICL>TERD E

C) 9, B RAID JIL—F &1 Fid. ONTAP Deploy Ic& 2 TEIRENE T, /—RIC+9AE
T4 AUVHEDYHTESNTUVSIHEIE RAID-DP MEARAIN. £5 THWISEEIE RAID4 JL—
TV — DBMER TN E T,

Y7 k717 RAID ZfEA L T ONTAP Select VM ICAEZEBINT 3548, BEEZEIYIEBRSA oA
MBRRSATHEEZRBIINELRHD F9, FHICOVWTIE. Z2BBLTLLIETWVW R L —UBE0H0E

o

FAS X T LiX° AFF S X2 TF L [ERkIC. BIFD RAID ZIL—FICEBMTE3DIE. BEHNHREULEOR ST
TDHTT, BENATVWRSA JIE, @YY A XICABRINET, FTILLWRAID JIL—FE2ERT 358
&, 7OV = 2EONT =T ZADBMET LAWK SIZ. FILWRAID JI)L—7 041 XHEEZED RAID
IIN—TDHA X E—HBITI2HELRHDET,

ONTAP SelectT + 7 =X I6d 2ESXT 1+ AV LBELE T,

ONTAP Select T« X ZICIZBE. NETxy WS IRILHMFIFSENET T+ X2 UUID I, *RD ONTAP O
I RZFERALTEIETEEY,
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<system name>::> disk show NET-1.1
Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -
Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

ESXi /LT, MOAX Y REANLT. BEDYIET « X~ (naa.unique-id T:&HI) @ LED X Bt
BENTEXT,

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

V777 RAID FARICEHRO RS TEENRELIHE

BRICE>TIE. BHEORSA T TRKICEENREE T ZIRANMRETZ DB ET, P XTLOEE
& 77— b RADREE. BEDNRELIR A TORCL>TERDET,

1 DD RAID-TEC4 7T UH—KlE. 1 DDFT 4 XAIVEZE, RAID-DP 7 UF—KkEZ2 D071 RVEZE.
1DDRAID4 7I VT —FE3 20T 4« RVEENRELTHELETZZEITHD FHA,

BET 1 XTDEN RAID 214 TTHR-—FENTLBEZEDRABLDBDBR L. ART T4 RIHMERF
BEAERIE. BRETOEINBINICHRBRINE T, ART T RIZEATEIRWVGEE. 77U -
id ART T RAIDEMENBETT I/ L— FREDT—2ZRMHLFT,

BET« RT7OEHN. RAD XA T THR-FENBEEORAEZEATWVWAIHEE. O—NILTL Y IR
BENRELILENY—TEN. VIVTF—FETIL—ROREICHEDET, T—XIF. HAN—FF—D 2
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BEHOTL v I XD SRMENE T, DED. /=R 1D IO ERIF. IF5XKA>Z—03%7 bR—b ele
(isCSl) =ML, /— R 2IIYENICEEBETNTVS T 1 RVICEEINE T, 2 DBDTL v I RICHIE
ENRETBE. POV MIEENRELILEY—I N, T—EDMERATERIARDET,

BYRT—RIS—U VI BRTRIEDIC. BENRELEZTL v IR HIBRL TEBERT 2HELHD
£9, £loo 72T VT —bFDTIL—RIZDBDBIINFT4 RAIVEENRETD . IL—FTHUHY
—rHTFIL—RINBZEICEELTLEETL, ONTAP Select IF. JL— b /F—%/57—4 (RDD) /X—
T4V AF—TIEFEALT. SYMEBRSATZIL—bbN—FT0>23>8 2207 —F/N\—FT1>3

VICDEILET, DD 1 2ULEDTA RV %KSe. OA—ANIIL— T UF—rPUE—FIL—F

TV —rDOAE—DIEH. O—AHIT—RT7I7VT5— R UE—FTFT—RT7J V5= r0IE—RY. &
BOT7I)r—MIEELNRINEREMEDLHD £9,

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {y|n}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy
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C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447.1GB (normal)
10 entries were displayed..
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1DFRIFEHDORSATEEETANELIFOIaL— M 3ICIF. ATV REFERAL
storage disk fail -disk NET-x.y -immediate £¥T9o YATLICARTHHIH5E
& 77U —OBEREIEIRINE T, BEEOIAT—RAE. IV FEFHEL THER
@ TEXY “storage aggregate showo YT aL—hFENIEEEOHZ RS T%HIRT S
ICIZ. ONTAP Deploy #fEA L £9, ONTAPTR S TNV —oTNTVWB I e =R L
¥ 9 Brokeno KT JIFEMBICIIKIBL TH 59, ONTAP Deploy ZFER L THWEMTE
F9, WHBRLEINILZEETSICIE. ONTAP Select CLI TXRO ARV FZ AL F T,

set advanced
disk unfail -disk NET-x.y —-spare true
disk show -broken

REDODINY FOHNIETHEIUENR DD T,

{*8 NVRAM

NetApp FAS & X F LllId. fEFR & DHIE NVRAM PCl H— RAED TSN TWVWELTze COH—RIF. &
ZFAANT =XV ADKIEBICEALETEITBERME TS v aXE)EEBELI-EHEHA—R T, JNik. 7
AT DTA NV I ETICHERETETSHEE%X ONTAP ICH5 93 e TERIRSNE T, £ BE
SNT—27OVvIEBEBEDA ML= AT 7ICB#HTE. TAT—JEENZ 7O EZ RV a—
IRETAEHTEETD,

AFTATAVATLICITBRE. COX1 TOKBELPEDFITENTVERFA, CD7H. NVRAM A—FK
DIEBENMRABIL TN T, ONTAP Select VAT LT — b T4 RV LON—Fo o aViCBBBESINTEF £ LT
FDD. AVREAVADY AT LRET 4« AV DBREIFIEEICEETT,

VSAN 5 K UONTT 7 L 1 DR

RFENAS (VNAS) IRIETlE. fRESAN (VSAN) LEDONTAP Selecty 5 XX, —&
DHCI&EGE. MIFTLAEA TOT—RANTHHR—bENFET, TNESDOEHRD
HERr 2231427313 T—2AMT7OMEBEEMZREL F T,

EBROBED VMware THR— SN2 ZEHRNEHTHD . FDHEH VMware HCL IZIBEHINTLS
MNEBEHRHD X,

VNAS 7—FT7 U F v

VNAS ¥ WS &FRE. DAS ZEARALABVWIARTOEY F 7Yy I TEREINE T, YILF./—FK ONTAP
Select 7 5 X ADFE. ZHUllE. BIL HART®D 2 DD ONTAP Select / —RKH 1 DDF—XX L7 (
VSAN T—R A NT7%E8L) #HEITZ7—FT7I0FvHEEFNET, /—RiFZ. BLEHBENIIFT7LAHS
MEDT—RANTFICAVAN=ILTBZEHTEET, Znickb. 7L 1l Storage Efficiency h'E E
L. ONTAP Select HA X7 2D LA R FRBEBNHIE SN E T, ONTAP Select WNAS V) 2 —> 3>
D7 —FTIFvId. O—HJLRAID O> rO—S%EHT 2 DAS O ONTAP Select D 7 —F 7 F v L IE
BICKCBTWVWET, DFED. & ONTAP Select / — RICIEF HAN— rF—DF—RDIE—H'5| SH S REF
INE 9, ONTAP O Storage Efficiency R —&. /—RFEHEICEAINE T, €D7H. 7LAHD
Storage Efficiency # @3 ##HBL X T, TNICLD. mHD ONTAP Select / —RDTF—& 1t v ~C
BHRETEZ0EMDHZ70HTT,

HA X7 D& ONTAP Select / — R TRIZRDAFFT 7 LA ZFRIBZEHTETET, . MIFR ML
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— T ONTAP Select MetroCluster SDS Z 9 %155 D—MRMZERKR TY,

ONTAP Select / — R ZCICRIZDATIT 7 L1 2ERAT 3HBEI1E. 2 DD 7 L1 H ONTAP Select VM L [a]
BRONT A —I VA RHIET B EHIEERICEETY,

VWNAS 7—FFUF v, N—RYUT7RAID > +FO—5%EH L7-O0—75JL DAS DL

VNAS 7—F 72U F vid. DAS Y RAID OV FO—F &RV —NDT7—F T F v EREBIICK BT

WET, EB55DFEH. ONTAP Select 3T —R AT AR—X%ZEHELF T, TDT—HXALTAR—X
& VMDK [CE|E . TS5 D VMDK IEREERD ONTAP 7 —X 77 V5 — b %ZHp L £9, ONTAP Deploy
. VS5 RAPERB LUR ML —UBMOMIEBARIC, VMDK AEYIARY 1 ISR ESIN. ELWIL v IR

CEhYTENTWVWEZE (HARTDHEE) #HEELET,

VNAS ¥, RAID > FO—SHBHD DAS ICIE. 2 DDOKRIHREVAHD £, RHEENDELIE. VNAS
IFRAIDOY FO—S5EHRBE LBV T, WASIE, ERELBZINLITTZLAH. RADIY FO—5t
W 7w T EERAT-DASHIRE T 2T — 2 DA THEEMZIRH T I EFIRELTVWET, 2 DBD
EWE. NVRAM ONT #—I Y RUCBRLE T,

VNAS NVRAM

ONTAP Select NVRAM (& VMDK T9, D& D. ONTAP Selectid. 7Ov o7 RL AIBERRET /N1 X (
VMDK) ED/NA F7 RLXIEEABEAR—X (ERDNVRAM) #TIal—bLFT, 7L
NVRAM D /N7 #—< > AH. ONTAP Select / — RLED/NT +—<I >V RICIEZTHHTEETYI,

N—RJT7RAD I +O—Z%FHALIEDAS Y c 7y FDBE. N—ROUx7RAD I O—5F
vy aldEBEELEDONVRAM F vy a8 LTHEEELE T, NVRAM VMDK ADITARTDEFIAAITIEAIC
RAID O bO—5F v VP allRAMEINBTZHTT,

VNAS 7—F T U F vy DHE. ONTAP Deploy |E. Single Instance Data Logging (SIDL) W5 J— k3|
¥W=zEALT. ONTAP Select / — FZBEMICHRELEXT. CDT— FEIBAEESNTUVRIEE.
ONTAP Select I NVRAM Z /N1 XA L. T—ERAO—RZT—2T7 )5 —MNIBHEEZIAAE

9o NVRAM (F. EFAMUBICL>TEEINTOVIDT RLAZRRTZHICOAERINE T,
COREED X w ME. NVRAMAD 1 DDEFAHE NVRAM DT X7 —JHDHS 1 DDEFAA T,
“BEOETAHZEBMTEB LTI, COMEEIX WNAS TOHBEMTY, RAD IXbO—FFvyvian
DO—AINEZIAATOLA TV IEIDHDTHLIBVNTEHTT,

SIDL #gEiZ. ONTAP Select D3 N T D Storage Efficiency #8e  ISEIEMNH D £ Ao SIDL #EEIZ. X
DAR Y REFERLTT7 I VS =R LARILTEMNCTETET,

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

SIDLMEEZ A TICT B L. EFAANT—IVRICHELFT, PIIVT5G—FROITARTOR) 2—LD
Storage Efficiency 1) & —% IR TEMIC LR T. SIDLEBEZBEBMICT S EIFAIEETT,.

volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)
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ESXiCVNAS%Z AT %335 DONTAP Select./ — R DECE

ONTAP Select |&. EEA ML —YEDTILF/ — K ONTAP Select 75 X2 %EHR— ML £J, ONTAP
Deploy Tld. #E#® ONTAP Select / —RHAE LI ZZAZICBLTLWERWLWHAET D, EL ESX KX MMIEHD
ESX /—RZHBETETFJ, COMEAIF. WASKRIE (HBT7—4X+7) TOABMTY, DAS XL —
CERFEALTVBIGE. R M EIZELRD ONTAP Select 1 Y XAV A& FERATACIFTEEFHA.
S5DAYRAYANELN—RTIT 7 RAID I FO—5THETR71=HTT,

ONTAP Deploy I&. YILF ./ — R VNAS 75 X ZDOIIEREARIZ. RILEKRX M EDRILY S A E2H5EHD
ONTAP Select 1 Y X Z Y AW EBEINHVWELSICLET, XOKIE. 2 DDKRIAMETRETS. 20D 4
J—=RISZAZDELVEAFIZRLTVWET,

* RILF/—RVNAS V5 X2 DHIHAEA *

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

EA%. ONTAP Select / —RIFIRX FETRITTEX I, ChICED. REYIRBEP Y R— FRRADIE
BHAFEEL. ALITRRICHDEHD ONTAP Select / —RH. BERCA3E LRI CEHEITIAEEED
HDET, NetAppTlE. VMDIET T4 ZF 4 L= EZFHTER TR EZHRELTUVET, ChickD.
BILHARTZ D/ —REEFTTEHEL, ALIZZ5RE2D ./ — REOYIENLRDBIEFNICHITSINE T,

@ T T4=ZT4IL—ILTIE. ESX U5 RXHATDRS BEMICHE>TVLWBRELRHD T,

ONTAP Select VM DIET7 7 4 Z T 1 IL—=ILZERR T B HEICDOVWTIE. ROFIZBEL T I L\, ONTAP
Select 7 S R AICEHD HARTHEENTWVWBBEIE. VS XFZADIARTD/ —REZDIL—ILICED S
MBHHD T,
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viphere DRS

v5phere Availability
- VEAN

Ganeral

Disk Managemant

Fauit Domains & Siretched
Chester

Heaith and Performance
iSC5I Targets
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Confinuration Assist
Updates

« Configuration
Ganeral
Licensing
Vibware EVC
VMHost Groups

VM Overrides

Host Options
Profiles
V0 Filters

VMHost Rules
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Tyes

Networks  Update Manager
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

TOWTNHDIEHT. FL ONTAP Select 7 5 XX D 2 DL E®D ONTAP Select / — RH[E L ESX 7R X b
HICBRONBBENHD £,

* VMware vSphere ® 5 > R&IPRICE D DRS H7A& L. £/l DRS EINICHE > TLVER L,

* VMware HA LB £ 7= (ZBIBEH B L 7= VM BITHEBLEINZ T, DRSDIET7 74 =T« J)L—ILHN
1A TN3,

ONTAP Deploy I&. ONTAP Select VM DIZFRDO 7O 7 V7« T RERIFITVEHA. L. VT XXDE
FAIBICE D, ROKSHBHR—FINTULARVERED ONTAP Deploy A ICRBRETNE T,

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 CINTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

X kL= BREDHLR

ONTAP Deploy I&. ONTAP Select 7 5 XA ZRDE/ —RICA ML —2%EML. 510
O REMETRIOICERTEEY,

ONTAP Deploy D X kL —BMEREIE. BIETOX ML —JHIBRIH—DAETHD. ONTAP Select
VM EZERZEETSCIETEEFEA. RORIC. A NL—UBMU ' —RERBTS M+ 74V %R
LEY,
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask  255.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

» Node

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

CCTlE. REZHRIBIBOEBLERFEZCH LTI, BIFOT MY ANAR-IDEEE BIFD
BELFROBEDEE) ICHIGLTWVWAHRENRDHD XY, /—RFHRSAEVRATNBEZBRAZ I LICH
BZARL—UBMLEIZRBLET, RUICTABBREDHLVWS ALY RZA VA M—IILLTELLEND
DEJ,

BXZD ONTAP Select 77 U4 — MIBEXEBMT 3BEIE. FILLWANL—JTF =)L (57—2X87) ICEE
FEDXRL—=F=ILERBEONT =X 7AT 7M1 ILDRETY, AFF ICBTeN—VFUTa (75
wahBH) E&BhICA YA M—)LEINT- ONTAP Select / — RiZ. SSDUANDZ FL—%EMT ST
CIETEFEFHA. DAS EATFIFTR L= DBEDTR—FEINTULEHAS

O—AIEGEA ML =% AT LICEBMUTHEAZO—AIL (DAS) R bL—UF—=)LICT 2561
RAID ZIL—7E LT LUN ZEINTIER T A2HELHD £9, FAS VAT LEERKIC. FILLWAR—X%[F
CL7I VT —RCEBMT35BE81E. FILWLWRAID JIL—FD/NT #—<I > ZAHTTD RAID FIL—FEIFIEFEL
ICBRBESICTEIMRELRHD £, 7/ US— b EFRICERTIBEIE. FTILLRAID JIIL—FICRID LA
TIOMEBLTHEDLEFVEEAD. FILWTFIUTS—DPNT =TIV RICEZZEZEXTDICEBEL THL
MBHRHD XT,

TFT—=RARTOEFHT A DY R=— b INZIBARAT—EA ST IZBIEWVSEEIE. ACT—2XLT7IC
TUOATVRELTHLLWAR—IZEBIMTEFE T, ONTAP Selecth’ 1 Y A —ILENTWBRTF—H I +T
ICT—RAMTITURTY M EEFNISEBINTE. ONTAP Select/ — RFOMIBICIZFZE L FH Ao

ONTAP Select / — RHA HARTD—ERTH BHEIE. THICVWK OO DREEZEEBTIHNELNHD £,

HART TlE. &/ —RIZN— b, F—DTFT—R2DIS5—IE—IRIRINE T, /—F1ICAR—IA%ZEMT
2BE8F. /J—R1ODIRTODT—ED/—R2ICLFVTr—rENB3LSIC. AEDAR—IAE/N— T
—/—R2ICEBMIZHBELHDET, 2FDH. /—F1DAREEEMLIRRELT/—R 238NN
T-BEIE. /—R2TEEBHINT., 778X TEHTETEHFA, /—R2ICAR—IPEMNMETNZD
&, HAARY RDBIC/ —R 1 DT — 2% TLIRETDHTY,

NTA—=IVRAIDVWTCEHICERBTDINELHD XS, /—R1OTF—&IE. /—F 2ICEHNICLF)
T—hrENhET, COH. /—R1DHLVLWAR—R (F—HRXLT) ONXTA—IVAH. /—R20D
FLOWAR=R (T—RART) ONTA#—IVRAE—BLTWVWBRHRELRHD FT, DFEDH. MAD/ —RIC
AR—ZAZBMLTH. FZ14772/0°P RAD JIL—THAIWRBLR->TWDE, NT+—<I >V RICMH
BENELZEENLHDFT, THF. N—hrF—/—RICT—E2OIE—%2FHFT3-DICERAINS
RAID SyncMirror 2LIEHEE T,

HARTZDOBEAD/ —RTA—YNRT7 I LXATEZBREZEPRTICIF. /—RFTLIZ1 D G52 20EZ

RITITHIHLEDNHDET, BXALL—IVEMAET. @AD/ — FICEMDAR—IADBBBERDET, &/
— FTHRELGEFRAR—XIE. /—F 1 THREBIAR—RE/ — R 2 THREBRAR—ADEEFT T,
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EBEy R 7Y T TlE. 22D/ —KRHEHDH., F/—RICIEZAR—ZIAD30TBDOT—RALT7H22HD
£9, ONTAPDeploy I£2 /— RIS ZARZ%ZERL. &/ —FRIEFT—XALT7 1 D5 10TB DAR—X%E
FAL &9, ONTAP Deploy I3. &/ —RIC5TBDT7 I T4 TAR—A%EHRELE T,

RORIFE. /—R1ICHTRIE—I ML —VDEIMREDERZRL TULWET, ONTAP Select |35| EFHiE &
J—RTERLCLEDA ML= (15TB) ZFERALET, 7=75L. /—F1ICIE. /—K 2 (5TB) &b 772
?47@2#&—9(1MB)ﬁ%DiTOﬁE®/ Rig. &/ —FHH5—FD/—ROF—20OIE—
%$Zhjétwsmék%munijo —RZART1ICIETBICEZTIR=ZINEL>THED, T—E2X
F72IERTEETIR—ADEETY,

cBRERRD  1EDR ML —YVEBIMREFROBIDETEESTRE Y

ONTAP Select ONTAP Select
Node 1 Node 2

HA Pair

= e
Node 1/Aggregate 1 (. =4
10TB e Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 )
5TB Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15TB Free Space In Datastore 1
S : : 1578
e -y
Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB ~ Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB

J—RA1TEHICAML—VBMUEBARITIZE. T—RALT 1DERDDEZIAR—RET—RAKNT 2
—EHMERINET (BEDLEREZFEAR) - RVIOANL—JEBIMMETIE, T—X X7 112K >TL
2 15TB DZEZAR—ZAMMERAINE T, XOXIEZ. 2 DBDXA ML —CENMLEBOERZRLTVWET, &

DEST. /—R1ICIE50TB D7 VT« TT—ENEETICHD. /—R2ICIFTD 5TB BB D £,

BRERSD  /—F1ICHTZ 220X ML —UEMREROEIDETEESRE

ONTAP Select _ ; : ONTAP Select
Node 1 — Node 2
HA Pair

— — Node 2/Aggregate 1
— 5TB 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AEEMUIBTERINS VMDK ORAY 1 X3 16TB T, 75 AXERUNIBETHERATE S VMDK DRA
H A X35 EHE 8TB TJo ONTAP Deploy Tl # (VI ./ —RISAZFRLWETILF/—RIS
22) BLIPEMTRIBEICKH LT, BYHRY 1 XD VMDK BMERENE T, 7=7°L. & VMDK OFRAH A

28



ZlE 77 A2EBAEDIZEIE 8TB. X L —UEBMAIEDIZEIE 16TB TY,

Y 7 b 7RAID%Z R L 7-ONTAP SelectO B E DIL5E

AML—CEMUVs Y —REFERTDE. V7 7 RAID ZfEH LT, ONTAP Select / — ROEETIC
HIREEEPTENTEET, COTrH—RTId. FEHTIEELR DAS SDD RS54 JDOAMNRTR I N,
ONTAP Select VM ICRDM £ L TR wEY I TEET,

RESAEVRAE1TBHEATEY I LIFITEFIN. VI U7 RAD 2FERT3581F. BEEYIE
BIC 1TB BAITEY T EIETEF FtHA. FAS FHIZAFF 7L AICT 1 AV ZEBMT 358 ERHEIC. 1
BIORETEMTEZ A ML —YORNBEIE. FHEDEBERICL>TRED XTI,

HART7T/—R1ICRML—=C%BMT3ICIE. /—ROHART (/=K 2) THRILBOD RS T%1ME
BATEZIRNERHDEFT, O—HILRSATEVE— LT XAIOMAD. /—R1TO1EDA L=
BIMMEBTERSINET, 2FED. VE—FRSATZ2EFEBLT. /—F1OHFLLWIAML—UH/—R2
ICLTUr— 3N, RESNDZZCHESRINE T, O—HIILTERABRERINL—J% / — R 2 1580
TBICIE MAD/ —RT. BIOX ML—U8IN0EEETL. BIBRERO RSA I % ERATIZIHNENHD
353-0

ONTAP Select Id. FILWRSHA TZBEDRSA T LREILIL—b. T—4. T—EN—F10>avIlNN—F
423=Z>JLES, N—=FTao>azZ > 0Bk, HLLWT7I VTS — FOERR. £E3BE077 U5 —~
DIRREFICEITINE T FSTARIDIL—ENX—FT 4> a>ASATHA X BFET 1« RV DEEDIL
— =T3P RE—HBITBELSIRESNE T, LI >T. 220RILCT—E2N—F0> 3y

A XDEFNZENICDOWVWT, T4 RIVDEFHABRENBIL—MN—FT0 a3 X%EF|W\WE%R 2 TE|o7:

EEEETEZET, L—bN—F0>a YA MSATH A XIERIET, MV S R4ty b7y TEICRD K
SICEHEINE T, BERIL—EIR—IADEF (VT —RISIAEZDHEEIZ68GB. HARTDIFE
13 136GB) . BRH¥IDT A RAIVEDBSARTRSATEN) T4 RSAT%25|W=ETEDXY, JL— kN
—T42aVALIATHARE. PATLICEMEINZIIARTORSA T T—EICRBZ LS ICHIFINE

3_0

HLWFZ I U —h%ERT 258, BRERR/NRT1THIZ. RAID X1 7. LU ONTAP Select / — K
HHARTDO—EHESMMIL>TERD £,

BEOT7IVT— MR ML —CZEMT 2581 SOICERINEIEDDHD £, RAID JIL—THEE
BARBISGZEL TULRWERIE. BIFO RAD JIL—TICR AT ZEMTEX I, BIFD RAID JI)L—FICX
EY RILZENMT 3BEDWERD FAS & AFF DX TS0 74 AN THERATN. FILLWIAEZY RILIC
Ty b ARy FNTEZRNBRBEEBDFT, oo BIFO RAID JIIL—TITEMTESDIF. T—2 /N
—Ta42aYOYAIPECHENUALED R SATRIFTY, AIRLIEEL SIS T—EN=FT1>a>DHA
ZiF. FSATOYEBY A ICIZRBDE T, BMI 3T —2N—T1>a hBFEON-T1>a>vEDK
TWEE. LUK A TI3BYBY A XISRBEINE T, 2D HILLWERSATOREICIIFERINE
WERDHTERD 9

MLOWESATZERL T BIFEO7I )7 —hO—HE LTH LW RAD JIL—T%ZERT 5 HTEX
To CDHBE. RAD JIL—TDH A XIFBIEFED RAID JIL—TDH A XLRALTHZIVERDHD X9,

Storage Efficiency O 7R— ~

ONTAP Select Tl&. FAS 7L 1% AFF 77L 1 & IZIX[R U Storage Efficiency & 7> 3
UHRHINZF T,

F—ILTSvaVSANE-ILGAE ISy a7 L1 %=ERAT 30NTAP Select (RZENAS (VNAS) IBiE
. SSDUANDEEESHA ML — (DAS) #{FEH T BONTAP Select DRI F TS5 U F 4 RIS HEBHLH
h%d,
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SSDRZA THREHEDDASA L =P TFLI T LAY ZBBHNIE. FL WA VR ~— )L TAFFICElfz/N—
VFHUTa REBRICEICED T,

g¢uﬁtm—v+u;«ﬁ%%%é\m®4>54>SE%%ﬁ4>zh—»ﬁtaﬁmtﬁ%uaoi
AT EONE— VBT

* RUa—LA 251 VERER

* RV a—LNy oI5y REEHR

CTETTA TS VIER

CAVISAYT=RAVNI 3y

CTIVT— YT VEER

CTIVT— b NY O T Ty REERR

ONTAP Select TF 7 #JL kDT AR T®D Storage Efficiency R o —DEMICHE->TWVWB I EZEERT S IC
IE FLLKIERRLTZR ) 2a—LATROIAY Y RERITLE T,

<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule -
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

9.6LUBEN S5 ONTAP Select = 7w FJ L — R 93551, Premium> 1> X% DDAS SSD
AL —2ICONTAP Select Z11 Y A b= )L Z3HENHD I, 7. ONTAP DeployZ {EFH
@ L7 5 XADHEI1 >R ~—JLEIC, Storage EfficiencyZ BMICT 3 *F T v IRy I R %S
VICTRIREAHD F9, URBIDEED BTN TORWGEEICAFF ICBFN—VF T4 D
RAKONTAP 7y 7 L—RZBMICTBICIE. T—b5IBEFHTERL. /—REUTD
—hIBIREAHD F T, FHMICOWVWTIE. TI7ZALTR—MIBBEVWEHLELTET L,

ONTAP Select M Storage Efficiencyz& i€

MDRIC ATATEATEV TR T7 5142V RICK L. EHATIEE% Storage Efficiencyt 7> 3>, 7
T TEM. £LIET T AL~ TEIEHHERE S TU S Storage Efficiencyd 7> a3 > &RL %9,
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ONTAP Select D#4aE DAS DAS vNAS (TRTOS1tY>
SSD (FLX7LZ%EflE HDD (IRTODSAtY X)

LI T LXLAMA) 2)
1S540 EO%e o (F7#IEK) oA a—LBEMNTI— o:R)a—LENTI—
HHEME HHEME
R)a—LAYSAYVE o (FT7HILE) fERAT] HR— RN
EHERR
KDAYSAVENE ( o RYa—LBATI— o:R)a—LBMTI— HR— %R
—REHE) HHEWE HHEWE
BKDA>VZSAVERE (7 o (F7=#ILE) o) a—LBEMETI— HR— RN
RT T+ TEHE) HHEME
N o959 RIEHE HR— RN o iR —LBMTI— o:R)a—LBHITI—
HFHEME HHEME
EERXAx v =4l (&L ol RYa—LEBEANTI—
HFHEME
ASA4T—2aAVIN o (FT7HILE) o iR a—LBEMTI— HR— RSN
goay HHEME
AN avyAxv+ 1L =4 HR— bR
TIVTF—RA>Y54Y o (FT7#ILE) N/A HR— RN
B1EHRR
RUa—LNvII50 o (FTAILE) ol AR)a—LBEMTI— o: R a—LBENTI—
v REEBER HHEME HHEME
TIVTF— N IT95 o (F7#ILE) N/A HR— RN
7> REEDRR

AMONTAP Select 9.6 Tld. FTLWS 1> R (Premium XL) £ LULWMHY 1 X (KRIE) A R—krTh
£9, L. KEBEERVMIZ. VI T x7 RAD 2fEHY % DAS B COA Y R—FENET, /\—F
7 = 7RAID £ vNASHERIZ. 9.6') 1) — XD AIRIEARONTAP Select VM TIEHR— I F Ao

DAS SSD ¥ D7 v 77 L — REMEICEE T 332518

ONTAP Select 9.6LAB&ICT7 Yy UL —RLTcH. ARV RTTPZ Y FIL—RPRT LI EHRRENDZET
#F > T “system node upgrade-revert show' 05, BIfFDR 1) 2 — LDStorage Efficiency DEZ L £,

ONTAP Select 9.6 fFICT7 Y T L— RSN AT LTIE. BBFEO 7TV — X TIEFICERESNTT
T —MIERINTEFHLVWARY 2 — LOEEIZ. FIHROBRIETERINTAR) 2—LERLT

9o ONTAP Select A— R D7 v FIL—R%ERTTZEBEEDRY a—LICIE. FEICER LR 2 —L4LE
IFL AR Storage Efficiency R —DEEINEFIHA. W<OHMDNVI—23>BHBDFET,

>F A1
7w 7T L—RHEIC. R a2—LdDStorage EfficiencyR ) o —HERICHE > TLRWEE !
* OR1) 2—L “space guarantee = volume T, 1> 5> 7—RA NI 3>, 7IUTG—r1>7

1 VEEHR. BXVOTITVT—bNv OIS0 REEGRDBMICE > TLWEEA. TNS5DF
Toavig. Ty TTL—RRICBMICTEERT,

* DR 12— L “space guarantee = none’ T/N\w I 7 50 REBHIBMICHE >TVWEEA. COF TS
IViE. Ty TITL—RRICEMICTEET,
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* BREDR ) 21— LD Storage Efficiency R > —Id. 7w I L —REIC auto ICRRESNE T,
) A2
7w 7 L—RHEIC. R 12— LdDStorage Efficiencyh 3 TICBEXICE > TWBIHE
* MR a2 —LlF. “space guarantee = volume' 7w FJ L —RELEZEINEH A

* OR1) 2—L “space guarantee =none' T. 7J U r— Ny I TS50 REEFIRDA VICHR->TW
£9,

* MAR1) 2—L® “storage policy inline-only’ 7R 1) & —hlautolCERESN TV E 95,

* A—HEEDStorage Efficiency’R) S —HDRESINTAR) 2 —LTIE. RUS—IZEBIEHD FE
ho T2 DR 12— LIEHIY “space guarantee =none’ TYo CDRU a—LTlE. 7IUTXr—k
Ny T 702 REERIPBEMCE >TVET

*y cNDJ—7

Iy b= L — RS S

F£9'. ONTAP Select IRIBICERA NS —MBHABRRY NT—J DB LET, X
IS VTN —RIOUSRRERILF /) — RIS ARSI T DHHEA T a V%
mLET,

MExry O —7

By b7 =013, EICEBELBBLAV2RAYFUIAVTS5ZRMI BT T, ONTAP Select 75
ARRIBEYR— b LET, MERY T —JICEETIEHICIE. NAN—NAHPF =R b, REEICX
Ty Flehicry FT—JRBOAANZTENE T,

RALDNIC AT 3>

& ONTAP Select /\ 1T /IN\—N\NAHF =R ME. 2 D2F7F 4 DOYBER— b E2FRALTHREITINELHD
F9, BIRIZIERHEIE. RICSRTVWL OO DERTRED XY,

* 75 XAIZ ONTAP Select RX hHY1 DU EEENTLEHESH
CFRHINTVBRNAN—NAT—DARL—FT 1 VT RT L
*RER A Y FOERERE
* 1)U T LACP BMEREINZHESH
YRR A F DR
YREX A F DR T ONTAP Select IRIEN T R—FEINTVWBR 2R T IVENHD £, MIEX1 Y

Fldg. NAN=—"NAHF—R=IADRBIAA v FEREINE T, BRI 3BT WSO DERTRED £
I, FTHREEFBEIIXRDEED T,

* ARy FT—TENEBRY b= DRBEMTF T BICIBFE S TIUIEIWVWTI D,
TRy RT—JCEERY b - DRI EHESH
* LAV 2VLAN BEDKSICRESNETH,
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WIERY NT—7

ONTAP Select (£ 2 DDORERABRZHMIBRY T —0%FAL. FA1 I LTRS 70 v oz08LET, EIK
MICIE. T T4 v ID VT RAZRNDRR MEERN. VTR XDOANBBICHDI AL =054 T7 2 RRED
MOIIVICERELE T, REBERY N I—0EHR—FT3DIF. NI N—NAHF—ICL>TEEBINZRE
A1 YFTY,
REERY kT —2

TILF /) —ROUSIABIETIE. B4 D ONTAP Select / — Rz L7z TARAE) =w bDO—o%EALTE
ELET, CORYET—UIERETNTEST. ONTAP Select 7S5 XA ZARD ./ — RONELTIIFEATEF
Ao

() mExy FO—SERILF .~ FISRRICOBHELET,

RERR Y b T —=TIIFRD LS BRHEDHD F 9

* RO ONTAP VS AR ST 1wy DIIBIZERINE T,
° SRR
° High Availability Interconnect (HA-IC ; HAf > X —x%J k)
° RAID FH#AZ 5 — (RSM)
* VLAN [CED<KBE—DL AV 2Ry bT—2
* 289 IP 7 K L X|& ONTAP Select IC& > TEIDHTHNE T,
° IPv4 D&
° DHCP I¥fERThEEA
Yy oO—hAILTRLZR
* MTU H#+ XI&7 7 #JL kT 9000 /N kT, 7500~9000 DEFERNTHETET Y (MHOEEZD)

NEBRY kD=2

NEBR Y R T —21F. ONTAP Select 75 R ZD/ —REMHNITRA ML= 05472 hELUVZOMDTS
POBDEZ 74w OZMIBLET, ABBRY b T—JEITARTOIFRZBRRICFENTED. XDLS5%
BED B FT,
* XD ONTAP b5 74 v I DIBICERINE T,
°7—4& (NFS. CIFS. iSCSI)
B (VFRRE/— R, BEIZIGLTSVM)
c USZEME (AT 3aY)
* MBI L TVLAN ZHR— k@
F—BR— I IN—T
c BIEAR—NIIL—T
c EEEICLIREDERABICEOVWTEIDHETSNZ IPPRLR .
° IPv4 X 7z iXIPv6

o
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* MTU B X135 7 #JL T 1500 /N & (FAEEE]RE)

Ny b T—TEHoPBIH A DT T AZICHIEL E T

REI> DXy NT—URE
NAIN—NAHF =R MF. W<DODDRY D —IpERREL F T,
ONTAP Select |, REY> V%@L TROKEEZFIATEXI,

RE<>>DR— b+

ONTAP Select TERTE 3 R— rHWVWLKDhHBD FT, BIDYTEFEARIZ. VS XXOHAXBE, W
CODDERICESWTITHONE T,

RAEZ Ay F
vSwitch (VMware ) F7zI& Open vSwitch (KVM) ICBERARL. NI N—NAHF—REBRNOREX 1 v
FYTERITTIE RETS OB REATIHR— MEYIEAL— Ry ENICKR—MIEELET,. TNEN
DEBEICIH L T, & ONTAP Select /KX b iCxt L T vSwitch ZRE T A3HENRH D £9,

VTGN —RELIVVILF/ —ROxRy K=K

ONTAP Select I&. > >FIL/—RERILF/—ROmMADIY FT—It&m%E HR—

FLEI,

UGN =Ry NT—UERR

> J)L/— K ONTAP Select #RTld. V5 REEZT4v I HARS T4 v I S5—hr3T04vIH
RELBVWcH. ONTAP REERY T —JI3HEDH D FH A

TILF/—R/NN—23 >0 ONTAP Select g E IFEAR D, & ONTAP Select VM 1& 3 DDRESRY kT —72
TRATR%=BE L. TENENDTH TR2% ONTAP %y kT —2UR—kela. eOb. elc|liBEL T,

INS5DR—bZFERLT. BELIF. T—4LIF. J5XX[E LIF DY —EXDRHINET T,

KVM

ONTAP Selectid> > T IL )/ —ROSRARELTEATEE T, NI N—NAHF—FHRXMIIF. AZRY ~D
—IANDT IV REZRETZREIAM Y FHRAEENTUVET,

ESXi

ROEIC. ChoDR— b EEBOYEET XA T2 OBFRZRLET, CORIF. ESX N\ N—N1F—L
IC%H3 1 DD ONTAP Select 7 5 R%/ —RZRLTWLWET,

* >4 )L/ — R ONTAP Select 7S AR D%y T — UK *
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ESX ONTAP Select VM

Data, Mgmt,

Intercluster

Hypervisor
Services

Port Groups

vSwitchO

;
Active-Active NIC = et
Teaming eth0 ethl

Corporate
Network

(D 2 IM/—FI52810E2 20TETETHHITIA, NIC F— 3 VI BKETT,

LIF DEIDHT

TILF/—RODLFDEDODHTICAAT S o> a>T#HBALIEELSIC. ONTAP Select Tld. 75 XX %y k
D=0 Tav TR TAvICBEBINS T0 v ISR B7-0IC IPspace BMER TN E

To COTTZYRNTF—LDIVTIL/—RN=T3 V0T RE2Ry hO—ohE8FENEFHA. Lizho
T. 75 XA IPspace |CIFR— DB D £ A,

@ DSR2 ) —RDEELIF IZ. ONTAP Select 7S5 XDt w b7 v TRICEBIMICIER S
NExd, BODLIF IZEARBICIERRTETE 9,

BIELIFE 7 —4LIF (e0a. eOb. eOc)

ONTAPR— keOa. eOb. eOcld. XDEATD LS T4 v I ZMIBTBLIFOR— MeEE LTEESINEL
TCO

*SAN/NAS 7O rJILD ST 4wv% (CIFS. NFS. iSCSI)
CUTRA, /=R, BELUSYVMOEENS T v Y
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* US2LMEZ 71w 2 (SnapMirror . SnapVault)

NILF/ =Ry bT—T1EK
YILF/— R D ONTAP Select *v b T —J18KIZ. 2 DDy bT—ITHERINET,

NBIE. VSAXEBELUVREL TV r—o 3o —ERZRETINPRY NT—0 8. T—RTF7IERE
SUOBBY—EXRZREITINLRY FT—T T, CD22O20%y bI—0%BHATIENS T4 v oIhT
VRY—IVRTHBMINTWVWSRIIE. 75 RADMEEMZEDIRIEZEBETIZ2RTIHOHTEET
ER

RDOEIE. VMware vSphere 75w b7 #— LTHEI T2 4 ./ —F®D ONTAP Select 7 Z X ZICHITZ D
200Dy FIT—0%RLTWVWET, 6 /—RITRREB/—RIUZRZDZY bT—DTL AT MMIBT
W%k,

& ONTAP Select 1 > X2 > 2. BIROYIEH —NICEELE T, REBLS T 1 v EHED

@ ST Ol3Rl2DRy hD—OR—bTIN—THEFERLTHESNE T, RV FT—TR
— =T REXY D=4V A—T A RICEIDYETEN. 75 XE2/—RIZEL
YIBRAYFA VTS HBTEET,

* ONTAP Select DVILF/ — RIS X232y T —JEHOHIE *

et |
NetApp . - - -
OnCommand | |* i el [
Suit i ient Protoco iscsl = | ciFs | NFS |=
ue 1 : | Traffic D ﬁ J
r I 'y

network switch

A y
Swet ONTAP-external Network |

1 1 I

| ONTAP-intemal Network |

Port pgeint | ! point | | it | po-int

‘ a-int | | po-int | | 0a-in '
Groups | [ Paext VLAN 10 ||} ! poexdt VLAN 10 [} ! pa-ax VLAN 10 [)i Roext VLAN 10 [1!
|7 Select-a Z |— Select-b ]’ |7 Select w Select-d ]

& ONTAP Select VM (CId. 7 DDH%y b T—2UKR— k. ela~e0g Dty & LTONTAP |[ZIeR"END 7
o@ﬁﬁ*uhv V7R TEADNEENTVWET, ONTAP IZCNEDTHATREZYIENIC & L THRWET
. RERICIFRENIC THD . REILSNIERY FTD—J LA VYEZBEL T—EOYE VR —T 1 RICX
veyﬁéhi?o:@tw\§$x%4>7ﬂ—mtao®%ﬁ*vhv—ﬁﬁ—h%%%?%%EM%

bEHA

(D) ONTAPSelect WM IcfRi8% v F D=5 7H TR EBIMT B LIFTE E Ao
CNEOR—ME ROF—ERERHET 5& S CEHRESNTOET,

*ela. eOb. H&Welg : EELIF &T—4H LIF
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* elc. e0dV S RXE xRy bT—7 LIF

*ele. RSM (RSM)

*el0f iHAM V&2 =% b
R—bkeba. eOb. eOg [INEBRY bT—TIZHD EF, KR— b eOc~elf IFENENICELBHEREZRITL
FIH. 2 LTHEB Select Ry hT—UZBHELE T, Ry b T—UHRFEROBBEICIE. CNS5DR

—rZRLC12DOLAV 232y hT—JICRRETBRENHD LY. CNSDRBT7ETRZRLDFY b+
D—=OICRTBREIEHD T Ao

ROEIE. CNESDR— M CEBOYIBT7TRX TR EDEZREZTRLTVWEY, CORIE. ESX /\1/N—/\1H
—FICHB 1 DD ONTAP Select 75 XX/ —RERLTWLWET,

* YILF/—F ONTAP Select 7 S XX * D—ERCTH B VT IL /) —RDxRy b T — T8

ONTAP Select VM
ESX Data, Mg,
Hypervisor
Services
Pl Eoops ONTAP-internal ONTAP-external | | vmkernel
‘ vSwitch0

Active/Active N
NIC Teaming

Internal External
Network Network

REBENBDO RS T4 v I %ZBRIYIENICICHEHTZIIET. XY RIT—=TUY —=ZADR+RRBT I
ZABERERETY AT LAICEBEDNRET D ZHIETEE S, NICF—I VI FBLAET7I )Y —a>vil&k
2T, 12Dy NIT—OFHATRTEENEELTH. ONTAPSelect 7S XA/ — KA T DRy b7
—ICT7VERATERLRBRBHHDEFHEAS

Non Routable

VLAN Routable VLAN

ARy 8T—TR—= b TI—TFEREBBRY FT—=OR—=bTIL—TFOEAIC. 4 DD NIC 7H T IO
MICEFENTVB I CIEFRLTLLET WV, ABBRY bT—OR—IIL—TDT I T« TR— b AEB=x
YET—=TDREUNAR=ETY, B, AEBRY bT—IR=bTIN—TFDT7 I T 1 TR—rE &=
YD —=OR=bTIN—=TDIXZYNAR—FTT,

LIF D&IDHT
IPspace DEAICLEL. ONTAP R— bO—JLIFBELESNE L7 FAS 7L E[EHERIC. ONTAP Select 7 5

ARIIFT 7 # )L b IPspace £ 5 XX IPspace DEANZENE T, *v hT—UR—bkelda. elb.
e0g =T 7 #JL b IPspace ICEEE L. R— bk e0c & e0d %2 5 XX IPspace ICEEET B T, CNHDKR
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— MO FRBAD LIF 2 AR T BT 213w <D E L. ONTAP Select 75 R AADED DHR— ME.

VR—T A ZADEBEDHETCEEBEL CTERACNTABY —EXREZRHELEFT, RSM1 U EZ—T T4 AR

HAM VR —OX O bR =T A REERIC. CNESDHR—KMZONTAP > T ILEBLTT7IERXTBC
CIETEFE A

FARTOLIF I ONTAP XY RU TILA B TP IE X TEZDIFTIRBD Ao HA A X —
C) A R AV B—T T ¥ RSM « ¥ 2 —T T+ ZI% ONTAP D5 IEBH SN T, RECE
AN TENZNOY—EXZRELF T,

FYRT=OR=—FELFIZDOWTIE, COHEDEISa>THLLEFHBLET,

EELIFE T —4LIF (e0a. eOb. elg)

ONTAP/R— keOa. eOb. e0gld. XDRATD LT T 1w I ZIBTBLIFOR— ML L TERESINEL
TCO

*SAN/NAS 7O RIJIWDKZT4wv% (CIFS. NFS. iSCSI)
CUTSRARA, /=R, BLUSYVMDODEENS 71 v D
* VS RAMEZ T4 w2 (SnapMirror . SnapVault )

C) DS5RRE ) —RDEIELIF IZ. ONTAP Select 7S5 22Dt w b7 v TRICEBMICIER S
NET, EBODLIF IFEARICERTEET,

JS5R8%y hT—2 LIF (e0c. e0d)

ONTAP MR— bk e0c ¥ e0d 1. IS5 RAA VR —T A ADKR—LR— b LTEEINF LT &
ONTAP Select 75 X4/ —RHATIE. ONTAPDtEw 7w 7EICU>20O0—AHILDIP 7RL X (
169.254.x.x ) ZFERALTEFNIC2 DODITRAEZA >V RZ—T 14 ADVERINE T,

C) NBEDAUA—TTARICIEENIP 7RLAZE DY TR ENTET, VSR EAV2—
T4 RZEBNMTERTDCIETEEH A

DSRAZY R T—I ST v iid. BLATUIDIL—FTa 2T 3INEVWLAY 2 Ry DT —2 THNIE
INBZUBELHDET, VFREDAIN—TFy b LAToOBE%=EI-I-5ICIE. ONTAP Select 75
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AZNA) XA BDR—bDIEFIFEETT . RORKRIC. 4 DDR— T IL—FICEH2YEER— ~ D5
A ERL &I
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C Ry T— 2 DBIMER & B -

R—=brJIN—=T ShER 54882 ER1 MER2

TIOF4 T vmnicO vmnic1 vmnic2 vmnic3
22 IN11 vmnic1 vmnicO vmnic3 vmnic2
2R INA2 vmnic2 vmnic3 vmnicO vmnic1
2> N13 vmnic3 vmnic2 vmnic1 vmnicO

RDEIE. vCenter GUI H' S DAEBHR Y T —UR— T IL—TDRE ( ONTAP-External & & TF ONTAP-
External2) ZRLTWE T, 79T TRBT7RTRIE. BRBZRXYNIT—TOH—RKH5DHDTYT, DK
ETIE. vmnic4 & vmnic 5 IZRICYIENIC LDOFT a7 L R— R THD. vmnic6 & vmnic 7 1£8]dD NIC £
DOEEDT 2 7IR—bTT (COFITIE. vmnic0~3 IIEALTUVEEA) o« REZUNTTHTRDIER
ISEBRED T T AILA—N—%RMHL. ARy FT—0DR—MIRRICEDFT, RAVNTUIX MDA
BR—FDIEFEH. 2 DOALKR— LT IL—FRITEKRICANE DD £,

/X— 1 : ONTAP SelectN &R — T IL— T DERE

S, ONTAP Exdeormal - [E4 Seftaags
P ot
SecuE By
Traffe stuspereg

/N— 2 : ONTAP SelectNERR— F T IL—TDERE
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ropertes
i jedech
Traffic shagang
Faonmey' or ey
'f ‘e
Acive adapies
il wnne?
Stancly’ adaptess
et
et
‘ wricd by
Unaised adaplers

0K ¥
B3I EZELT. XOKLSICEIDHTET,
ONTAP - 4\E ONTAP -4\Zf2
TOT4TT7RTR . vmnich AZANATR TR TOT4TT7ETE . vmnicT AXVINATRTHE .
vmnic7 « vmnic4 . vmnic6 vmnic5 . vmnic6é . vmnic4

KOEIE. RERY b T —OR— T IL—FDHE ( ONTAP-Internal & LT ONTAP-Internal2 ) ZRLTW
9, 7974787 FTRF. ERZRZYNT—TOH—KEH5DHDTYT, COFRETIE. vmnicd &
vmnic 5 [ZE CYIR ASIC EDFT a7 ILAR— R THD. vmnic 6 & vmnic 7 IEBID ASIC LORIRRDT 27 )L
R=FrTYo XAANA TR TRZDIEFISHERBED 7 A ILA—N—%HL. AERY bT—0DHR—FIE
RRICBEDET, REZYNA) A OATR— DIEFRSH. 2 DOWER— I IL—THETRRICANED
h%d,

* % 188 : ONTAP Select REfR— b T IL—TERE *
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Clowmsa iz ’

o oz

i axkagers
W ol
Slancdry adaplirs O ST O A oo 2
W etk
i mach
lm!h
Uenried acigher s

Satect it and standy adietey. Curing wiadoves, Stardby aZanters avivite i e order specsied asow

[ [ omen |

* % 2% . ONTAP Select RERR— cF)IL—TF *

S 0

Lodd Bakaneng Dm Fota s on angnbng el pad

Propertes
Seculy Network (ihow dilechon [ Ot L 2 o0
Tiafi shoprg S —
ST

[——

[l neride

ek
Sty bagtEr s
ik
Wl it T
W i
Iiruriind st s

Selert it ind standly adictirs Dumng 4 v, stindly adioters ativith i Gl Gpdcsied ibom

Lok || coma |

RBY3EZERBLT. ROKIICEIDETE Y,
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ONTAP - REB ONTAPAER2

FOF4 TR TR vmnicd AZAVINA TR TR

FOF4 TR TR vmnice AZAVNA TR TR
vmnic6 . vmnic5. vmnic7

vmnic4 . vmnic7 . vmnic5

EEE-IEPE vSwitch BL U/ —RIZ 2 DDYER—

2D0D@ER (25/40GB) NIC 29 315G IE. 10Gb 74 732 % 4 DfERT 2 C BERMICIZIZIZFE

CTYe 2 D0DMETR T REITZERTZHETH. 4 DOR—MIIN—TZ2FERTIHENHDET, R
—rIIL—TDEDETIERDEED T,

R—rIN—F S\EB1 (e0a. eOb EB1 (eOc. ele) MIEP2 (e0d. e0f) 4EE2 (e0g)

)
TIOF4 T vmnicO vmnicO vmnic1 vmnic1
2ZINA vmnic1 vmnic1 vmnic0 vmnic0O
* /J—RZiZ2D20DE®E (25/40GB) ¥3ER— k%1% Z 7= vSwitch *
Gl . vae:'_\a'lsor
services

Port groups

ESX -
Standard

vSwitch

VMNIC1

VMNIC2

Controller A

2 DDYBER— b (10Gb WUF) ZEATB35EIE. BR— N IIWN—TFITIT4TTVETRERZVNAT
ATEHPHEICRTICKESNTVEIHBEDHD XF. AEERY bT—T1E YILF/—F ONTAP Select 7
SRARDIHFELE T, P 2TIN/—RISRADIFEIE. ANBR—bTIN—TFTREDTRIT2Z2T T
1 JELTRETEXT,

ROBNZRY vSwitch DB TIE. 2 DDR— R FIL—THTILF ./ — K ONTAP Select 7 5 X ZDAERE &
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UNEBDBEEY—EXEZNIBLE T, RERY kT—2D VMNIC I ZZDR— T IL—FD—EBTHDH. X
RUNAE—RTEBEINTWVWE O, ABRY FT—21F3%y FT—VFERICARSERY fDO—00
VMNIC ZFHTE XY, DN, NEXRY FT—IDFETI, 2 DDR—rIIL—TETT7IT71T L
22 NADVMNIC ZREICTB I EId. =y FT—2IDFELLEFIC ONTAP Select VM ZBYNIC 7 =)L A
—N—FBHICEETT,

* & /)—RIC2DDYIER—F+ (10Gb UTF) %z 7= vSwitch *

Hypervisor
services

vnics
Port groups
ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A
LACP %= {EH L 7= 8 vSwitch

98 vSwitch Z R CTHER T 3581%. 2y b7 —VBH%EZE51t T 37-0IC LACP ZfERATE X9 (=7
LRXNTSOTF4 RATIEHBDEFEA) o HR— TN ZHE—D LACP #EH TIE. $RTD VMNIC % 1 DD
LAGICECORMENBDET, 7Y TV IDYIEBIA v FIE. F¥RILKRADITRTDR—KLT7.
500~9. 000 ® MTU ZH7R— b TBIREHLHD F£9, ONTAP Select DRZBRY b —0 ENEBR Y KT —
JIE. R—=rTIL—=FLRILTHETIHNELRHDFT, AEBRY MT—TFI—T0>T7INAEV (DS
7=) VLAN ZERTIMNELHD 9, ARy bT—2IE VST, EST. £/IXVGT 2 EHTEX Y,

RIC. LACP Z{EH L 7=9 8% vSwitch DEREFZRLET,

* LACP KD LAG 7O/NF+ *
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

* LACP W"EZN72 38 vSwitch Z £ 258K — b 7L — TR *
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(O ONTAP-Btemal Settings =[0fx]
|Route based on IP hash -
|Link status only -~
[ves 2
[ves =
Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name . 1 Move L
Active Uplinks —Dl
ONTAP-LAG e Do |
Standby Uplinks
Unused Uplinks
dvlUplinkl
oK Cancel

* LACP "B 8K vSwitch Z RS Z2NEPAR— b J )L —THEAL *
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- |0} x|
v —Poliges -
[ Policles Teaming and Failover
Sacurity e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
VLAN ! ity " 5
Network Failover Detection: |Link status only -
st b Notify Switches: |Yes -]
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
Name ' _
Active Uplinks v |
ONTAP-LAG e
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel

LACP Tl 7y 7R FU—LR1 v FH— MEK— b F v 2L L LTRET BUENBD &
(D) v. S vswich TCOWMEBDICT B, LACP ZHEMIC LK — FF v RILANEEIC
BTN TV I =ML TSIET L,

YIBZ A v F DB

DUTNAAYTFELIUVOVILFRA Y FORFBICEDLSTYTA M) —LDOYBRER A v
FHERDFEM.

RERXA Y FLAVHO OSBRI Ay FADERFEZRET BEICIE. TRBRANBETT, 7y TFRKY
—LDOYPER Yy FT—JL AV TH., LIV 2VLAN ZERLEDBEICE>T. REBIZRAX T Trvi%
NBT—RY—EXDSDHRIT BVENDHD XTI,

YIEXAwFR—bMI bSUIR—FPELTHERITZIHVENHD I, ONTAP Select AR~ Z T 1w
3. 2 D0AEDOVWITNHTERDOLAV2RY FT—JICDBETETE T, 1 DDAHZEIE. ONTAP VLAN &
JRIEZREBR—bE 1 DDR— R IIL—TTHERTZHETT. 51 D20HEIE. VST E—RTRLDR
—rJIIL—TEEER— b e0a ICEIDYTEHETY, £7c. ONTAPSelect DU —X&, o>V —
RIBENDTILTF / — RIS L T, T—2KR—b% e0b KTV e0clelg ICEID U TEIRENHD £7,
NS T v IDERDODLAV 2Ry NT—DICRBETNTWVWBIBERIE. 7Yy TV IDYEBIA v FR

52



— k@ VLAN B EFRIENTLWB VLAN D X MZEEFNTVLWBIRELRHD £,

ONTAP Select ODRERRY FT—O ST 0w IICiE. V> 2O0—AILDIP 7RLATERINZRE T >

R—=T A ADMERINE T, COIPT7RLRAGIL—FTaoriInagWnwicdH, 9732/ —REORE~S
TA4vII3BE—DLAV 2Ry b=V %ZRBATIVENHD £9, ONTAP Select 75 XX/ —REDIL—
Ry I R—FEINEE A

HEYPER A v F

RDEIE. TILF./—F ONTAP Select 7 5 XZD 1 DD/ —RHIMERTE XA v FOEEH T, COFIT
IE. REBEATLDORY bT—IR—bJIL—TF% KX T3 vSwitch BMERTBIENIC AN ALT7 v FX
=LAy FICT—TIERINTVET, RAVYF LRI Trv7id BIRDVLAN ICEENTWVWE T
A—RFFvXARFXAASVZFERLTOMINTVE D,

ONTAP Select AEf %Y T —2U Tld. XV JIFR—bTIL—FLRILTITHONET, D
() Acsim=y FO—2IC VET AERINTOETA, CORE— hJIL—T T VGT & VST
OBV H— b INET,

s HBEYEBRA v FEERLIERY N —U8

Single Switch
Ethernet Switch
[ — N RS EEAEEE | WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
‘vSwitch 0

COWHTIE, HEXA v FAE—AWEL A ET, AETHL, WRO XA v FE LR
() LT s — RO FREARELLBEICI S22y FI— I RELELAUE S
THEUBNBDET.
EROYIEZ A v F

TEMEHDIRELRISGEIE. EHOYIBRY NT—J0 XA v F2ERATINELRHD £, XOKIF. TILF/—
K ONTAP Select 75 XAZD 1 DD/ — R TOHEBETT . RIBENEDR— T IL—FD NIC ZH|LZ D
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B Y FICERIBET. B—DN—FI 7Ry FEENSI—HZFELTVWET, AINZVY
V) —DOREEZEE T 37D A1y FREICIHRER—FFrRILARESNTVET,

* BBOYEI Ay FeERLIRy b7 — I8

Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

d

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

T—RARNT TV I CEBEBN ST v IDDEH
T—RANT Ty I BB T4 v ENLIDOLAV2Xy b T—0IC08L £,

ONTAP Select DAEBRY hD—O ST a4 v Pld. T—2+>T74wv2 (CIFS. NFS. iSCSI) . B
FST7q0v 0. BLUOLTVTr—>3> 85T 10w 2 (SnapMirror) @ 3 DICHEINE T, ONTAP U3
ZANTIE. TNEND LS T v IERDBLDRIBA VX —T A XA EFEALEFTH. ChdD1>4—
T114R%RERY N T—UR—FTRAMTZHRELHD £Y, VILF ./ — RIBED ONTAP Select Tl
NbolER—beladB LU elb/e0g & LTERESNE T, U FIL/—REBHETIE. TNbldeta LYV
eOb/e0c £ L TIEETN. D DHR— MIREBI S A2 —EXBICFHINE T,

T—REZ T4V O CBEBIN ST vIiF. IADLAV 2Ry N TD—JICDE T2 xR LE

o ONTAP Select IRIFETIX VLAN T ZFERL THBEL £, EAFMNICIE. BIEMZ 71 v IAIC. VLAN
RIRGER—bIIN—TRYy b T—OTFHTR1 (R—hkela) ICRIDYETEY, RIZ. T—FLF T+
w2 RBIC. BIDR—rJIIL—TZR—kelb & elc (VU /—RFRIZRZ) ( XU elb & edg (XL
F/—RUZRAR) ICEIDHETET,

CORFaXY MTHIEL T VST #BRE TRIRATRHRIBEIE. T—X LIF LB LIF OfAZR CRER—

MCEEB T D EHREBICARDIGENRHD EFT, ZORHICIZ. VM B VLAN 2X > 5 %2FET93. VGT L
EEN3 O X=2FEALET,
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ONTAP Deploy 21—« U5« ZEBT 3188I1F. VGT TF—4 3Ry kD —Z r &\
() T—vesmIscLnTEERA. COTOLREISREDEY b7y TORTHICET
THUENBD T,

VGT & 2 /—RIUSARZEERT3HBEIE. THITTEDNMETT, 2 /—RISAZEETIE. /—FRE
BIP7RLRAEFEALT. ONTAP AR fEATBEICARBHIICA T4 T—2— \DFEHiEHEIILET, L
7T, /J—REBELIF ((R—hkela) ICRvEYIEINTAR—RTIL—TTIE. ESTHFX VS L VST
REXVTOHDPHYR—FEINET, THIC. BEMN S T v o8T—2 S T70 v IDOmMADRBILER—KTIL
—JEFEALTVWBIGE. 2/ —RISAZALETHR—FEINBZDIE. EST & VSTEIFTY,

VST VGT DEBE5DERA T3> dbR—bENET, XROFIIVSTOFUAERLTED, b3
T w2038 YTE ENTR— T IL—F%FEBEL T vSwitch LA Y TEIHITENEz T, COERTIE. 7
SRR/ —RDEELIF B ONTAP R— bk ela (CEID HTHN. BIDETSENTAR—MIIIL—TEELT
VLANID 10 TRIFIFIEINET, T—HX LIF 1. R—b eOb LV elc £7zld e0Og DWVLVTNHICEID YT
5. 2BHODR—FJIL—TF%FEALTVLANID 20 Mt E5EENE T, VXX R—KMIIBEHDKR—KY
JL—7%=EAL. VLANID 30 BMtE5EEhFd,

* VST ZfEA LT — R EEEDODH *

Ethernet Switch
(= s |
PortGroup 1
Management traffic
VLAN 10 (VST)
ey PortGroup 2
— Data traffic
vone | vians VLAN 20 VLAN 20 (VST)
ws | e o || eee | PortGroup 3
Cluster traffic
VLAN 30 (VST)

r Datad LIF: |
| Chushcaisnagement LIF: 192.168.0.1/24 5
1 100, & !
i ' Data-2 LIF: i
?ment LIF: 192.168.0.2/24

ROMIF 2 DEDVCT DY FUAZRLTED., ONTAPVM ABIAZDTO—RF*Fv A M RXA VICERBS
NTWB VLAN R— b2 FHLTAS 70 v 0% R2IHIFLET, COFITIE. KREBAR— b e0a-10/e0b-10/
(eOc £7=l3e0g) -10 BLUV e0a-20/e0b-20 VM 7R—k e0a & eOb D EICERRBEINTWVWE T, CDIE
B Cld. vSwitch L1 ¥ TIE7 < ONTAP I CEERY N T—0 %22 JFITTBCHaIETT, BIELIF &
T—RLFIECNSDREAR—MIEBETINTWS=H. 1 DOVMAR—FATLAV2EZES5ICDETE

BEIICH>TVWET, V5XAZVLAN (VLANID30) IF5|EHmIR—bTIL—TTERIFITEINET,

CE

* COERIZ. B D IPspace ZERATABEICKHICELTVE T, ISICHIBRENADEHETILFT
FIOV—HURETHZHEIE. VLAN R— hZERLZDHARAR L IPspace (7 IL—FLLTLIZE L,

*VGTZHR— T30 MMEBEIAAYFDRTUIR—BMIESXI/ESXTRA MR NJ—O 7R A%
BHETAINELNFHDET, REXAM Y FICEGRINIER—IIL—FTErS XTI 2BMICT BIC1E.
VLAN ID % 4095 ICERET A2HEHLHD £,
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* VGT #ERLIT— X BEOO B *

Ethernet Switch
[ |
PortGroup 1 - No tagging at Port Group Level
Management traffic
VLAN 10 (VGT)
Data traffic
~ alats VLAN 20 (VGT)
ol B A PortGroup 2
Cluster traffic
[oo oo [ o [ o] VLAN 30 (VST)
ONTAP Balect WM
Defaultm
""" . |
Broadcast Domain: BD1 Broadcast Domain: BD2 |
Cluster-management LIF: i #0210 #0010 o020 || etb20 g Data-1 LIF: E
10.0.0.100:24 i ; 192.168.0.1/24 '
Node-management LIF: s Data-2 LIF; :
10.0.0.1/24 | 192.188.0.2/24 E

BHRET—FTIF v
NTTRAZE )T 118
SAAMA 7 a3 xR LT BEICEDEL HARBRZEIRL TS 7EEL,

BERIIT IV r—23>0—00—-REZEIVE—TFSAXIVZADANL—=F FSATFTVADSAET 1
TAN—RITT7TEET DYV IRTITR=RADY ) 2a—a VICBITLBOTVWE TN, MESHC 7+
—ILE LS URICHT B = —XPHIFIEZEDL D £ Ao Recovery Point Objective ( RPO ; B1Z1EIRRF =

) BEODHABRE (F. 1 VTS ARXYIRDAVKR—2Y FEEILLZ T —RBEANSERTHEREL

9,

SDS D AEDIE. YT T7—RFvIVITRAML—J8WVWSERDLEICKDII>TWET, k. V7
T 7L T—2a>TaA—H8TF—20OERO I —%2ERODI L -1 OICE 2D > THRINT B3
YT, T—HDMEEMEZREIZLEVSDHDTT, ONTAP Select iF. CDEIHRDEIC. ONTAP HEDE
HIL 7 r—> 3 88 (RAID SyncMirror) ZfFB LTI S AZAICI—HT—2OOAE—%ZEBIMTHREFEL
£F9, CNIFHARTODOAVTFRAMTRITINE T, HART . 22— 7F—2paE—=z0—-hHIL/—
FROXRL—TU21 D0 HAN—FF—DXRL—TI21 D0 EHhET2 DML FEFJT., ONTAP Select 75
ZANTIE. HACYEEL ZU 5= a3 hRacsntsb. 2 D00 E L /=D ERICER LD T
BIETEFHA FD®D. REAL TV 75— 3 UREISTILF / —RY ) a—> 3 > TOMERTE X
3-0
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ONTAP Select 7 5 A2 Tld. EEAL U4 —> 3 V#EEIX HA DREBETH D . FEFEERD
@ SnapMirror £7z1% SnapVault L 7V —> 3> TP UICH2HDTIEHD FHA. FHIL
FVr—2 3> HADGYIDEEL TIER T3 i3 TEEE A,

ONTAP Select HABEA ETFILICIE. WILF/—RUSZXHK (4, 6. FHld8/—R) ¥2 /—RUSRA
D2O2BHDFET, 2./—K ONTAP Select 7 T XA XDFEHIANREIHFHII. X TV Y T LA 2VDR A% ER

TRIDICNBDAT A T—2—Y—EXZEMAI 5= TY. ONTAP Deploy VM (I, BRETBIANTD 2 /
—RHARTZDTIAIWNEDAT A T—2— LTHEELEX T,

CD2D207—FTI7F v ROKICTKILET,

*O—NIEHRASL—2 *ZERALI2 /— R ONTAP Select 7V 5 X%, UE— M XT 4 I—R—1&

ONTAP
DEPLOY

Mailbox 3
Dlsks///'
. y 3

-

Max Latency: 125 ms. RTT =
Min Randwidth- 5Mb/s Seid —

iS50

2 /— R ONTAP Select 7 5 X Zld. 1 DD HARTEXT A T—RX—THERINET, T HA
() <7tk 89528/ —REDF—8TI U~ MBS S—USIEN. T AT —
N—HRE LIBRICT — 2 hbN3 ZeidH b £ Ao

*O—HIERA L —S#FERT 54/ — RONTAP Selecty 5 X4
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*4 /—F ONTAP Select 7 5 X &I, 2 DD HART THEEEINE T, 6 /—FRITRRE8/—FRIF
ZARE. ENENI DL 4 DD HARTTHEREINE T, EHART TR BVSRE/—RFEDT—%
TIOUTG=rREEAZ ST N, TxAIINF—N—DRELIBRICT—EHARDONBZZCEHD
Et Ao

*DAS X b L—C=ERALTVRIEE. WIEY — /N EICFEETE % ONTAP Select 1 Y X2V X (& 1 DF2
7T, ONTAP Select 3. X FLDOO—AJL RAID O bO—JICHHEMICT V€ X 92 HEND
D, MOO—NIERT « AVZBEIBLSICKEFINTVSR LS. X b L—T COYIERRIFTRA T
ARTY,

2/—FHAXCXIF/—F HA

FAS 7L A CIZEARD,. HART®D ONTAP Select / —Rid. BEFHDIP XXy h T —UFHATEELE T, IP
v k7 —27h Single Point of Failure ( SPOF ; B—HEE) CR37H. XY FT—IN—FT1> 3%
ATy b TLAVDIRADSFRETZ D, FHFTLDEEBERERCADET, YILF/—RIFAZXT
IE. 12D/ —RTEENEELTHERDD3IDULD/—RTISRAEI 4 —F LEHEILAIRER -0, B
BAEZMITEEI, 2 /—RIS XX TIE. ONTAP Deploy VM B KRR h§23XF 4 T—2—H—E X% FH
L TRAEDERENEREINE T,

ONTAP Select / — R ¥ ONTAP Deploy X714 I—X2—H—EZXDBD/N\N—rE—rRY FT—=TO 5T q vy
JIIRNEHDDOMBEEMN B B -8, ONTAP Deploy VM % 2 / — K ONTAP Select 7 5 XX £ 3RID T —
BB —THRANTBZEHARET T,

2/ —RIUSREZDAT 14 IT—R— LTHEEET 2% S. ONTAP Deploy VM IEZ DT Z XX
ICARAIRBERTT o XTAI—X—HY—EXZFRATETHWVES. 2/ —RFRIFTIXARIET—
ZDIRBEELUTETH. ONTAP Select 7T XAZD A ML —U 7 A ILA—/N—HEBEISERIC

@ BDET, TDIsH. ONTAP Deploy DX 71 T—R—H—E XIE. HARTDE ONTAP
Select / — R DBRENRBEZHMIFITINENHBDE T, VT RARU +— 5 LzEYICHERE
TEBICIE. RNVFEIHIED SMbps . RTT (RAZD > R U v FERfE) A 125 S UM TAIT
nEE D £ A
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XTF 4 I—42—r L THAEEYT D ONTAP Deploy VM ' —BFICER TIT RWBE. FRIFKAICEATE AL
BIDAREMENHBIFEIE. EH A1) ONTAP Deploy VM ZERL T2 /—RISAZIA—FLEI R+
TTEET, ZOFER. L L) ONTAP Deploy VM |Z ONTAP Select / — RZEBEBTETEFHAD. V5 X4
F—SLDT7ILT) X LICIEFER BMENE T, ONTAP Select / — K & ONTAP Deploy VM DRI D&(S
Il IPv4 ZH O SCSI 7O JILHMERETNE T, ONTAP Select / —RDEEIP 7RLADNI=Z>IT—
2 T. ONTAP Deploy VM D IP 7 RL ZANEZ—4v b TY, LTeh2>2T. 2/ —RISXR%ZERT %5
B, /—REEIP7RLADIPVG 7RLRAEHR—ETEEHA, 2 /— RIS IZDIEREFIC. ONTAP
Deploy TRRA RENBZAX—ILRY I AT 4 AVHEEMICIERL S L. B ONTAP Select / — REIE IP 7
RLRICYRIEINE T, REEIARTEY b7y TEICBFNICIThN. EBREEIRETY, V5 AE%E
ERi 9% ONTAP Deploy 1 Y RAA YV AD. ZEDISRAEDT I AN EDAXT 4 T—2—RKRDFET,

AT A I—R—DTDIHAZZEETINENHZHEIE. BIBIEENHVETT, 75D ONTAP Deploy VM hisk
PNIEEETHITIRARZI A= L% ) AN)TBIEIFRIEETI D, 772 L. NetAppTldE. 2/ —KISX
AhA 2R8> 216 ENB - TIZONTAP DeployF—AR—XENY I 7w T3 2 #ELTVET,

2/—FHAY2./—RXrLwvF HA (MetroCluster SDS) DL

2/—RDT7U0T4T 1797147 HAV S A2 LD RVEHICHREL. 8/ —REERZT—2tE2—
ICECB T B ENWRRET T, 2 /—RITSRAL 2 /—RIRAMLYFUSRXAR (B4 MetroCluster SDS) d
ME—DEWI. /—REDORY D — I EGE#H T,

2/—RUSRBZLIF. ALT—2EUE2—RNICHB 2 DD/ —RKH 300m URNDOEHICEEBEINTWE Y S
AR TT, —fRIC. MAD/ —RIZIE. ALY b= X4 v F F£7=13—ED Interswitch Link (ISL ; X
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