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ONTAP Select Deploy APIFEUNE L Z B2 L TR1T9 3

ITARTOAPIFEDE L DEEMIL. ONTAP Select Deploy®d# >S5« > K& a2 X > kWeb
R=DIZHBOFEATYELIN. RREINET, 1DDAPIEUH L ZBRITZ L
T. IRTOAPIFUE LOFFERICT 7R L. BRTBZZEHTEXT,

HIRY B HIIC

ONTAP Select Deploy®D A > Z 4> RFa XY bWebR—JICHA VMY L TVWBHRELHD XY, £/, 7
S X ZERLEFICONTAP Selecty 5 X RICEID HTHN—ROHBIFHNHBETT,

22T EE

ONTAP Select? 5 R 2 DiERIEHRIF. —EOHF2FEALTEIETEET, COBITIE. BIX MEHEE
SNIEIARTDT 4 —ILEDSRENE T, il RAMTS T4 RELT BEBELRT 4 —ILRDAZEKR
TR ZEBOLET,

FIE
1. XA R=IT—FTFFTRIZO-LL. 953R42—1 20Vv I LFET,

2. GET [clusters/{cluster_id} #2') w2 9% ¥. ONTAP Selecty 5 X ZICET 315HMEZIRT 1=DICHERE
N3 API I EUH L OFFRDRTEINE I

J—o70—-701X

ONTAP Select Deploy API7—2 7 O—%{EA T BHIIC
D—070— 7Ot R zHEBLTERTZTCHDERZ T I2HLELHD FJ,

T—J70-TERAINBAPINUE L ZE#ET S

ONTAP Selectd# >S54 Y RF¥ a XY bR=IJICIE. TARTORESTAPIRUE LOFEIEH I TULE

T CCTIFENSDEFEMZBEDIRTIDOTIEARL, 7—2 70— > FIILTHERAINTLAZAPIEDEH LIS
IE. RFaXY MRS TRVHLEZERDITZDICHKERIBIROADEEH TN TUVE T, FEDAPIEUH
LERDIFSE. ANNSTA—%, BHFR. HTTPRTF—4 X J— R, ERNIBO A1 THE. FUELOD
TR TETEY,

J—270—TEALTLWBRAPIFUHE LICDOWT, RFaXI M R=JTRDIFBDICKRIIDESITRD
BHRERLET,

c ATOUAPIUDHELIE. RFaX b R—J FCTHEEENICEE T3 MEIFX/IEATIVICEEINT
WET, BEDAPIEUHE LZRDIFTBICIE. R—=JO—FBEBFEFTRI7O-I)LL. ZYITBAPIATIV%
v LET,

*HTTP EE HTTP BFIE. VY —XICH L TERITSNB 772 arz# AL 9. BAPIFUHLIE. B
—ODOHTTPENEZ R L TRITSNE T,

* NZANRIF FUBLOETO—BE LTT7 I aryhERINBZIFEDO)Y —XZRELET, O7
DURLDH EICINAXFFH%EBMT BT, VY —XE2HBATZ3REHRURLDERINE T,

RESTAPICEET7 VAT 37-DDURLZHEET S

ONTAP Select®d RF 2 X > hR—JITHIZ T PythonBREDFOT 5 = V4o E58% A L TDeploy REST
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APICBET7 IV RATEREHTEEXEYT, COHBE. AF7URLIEFVSA YV RFaAXY MR=JICFTIERT
BEDOURLEETELRD 9., APICER T VAT 3581, RXA Y ER— bOXFHIC Napil BN
TRIMELHD FT, fl:

http://deploy.mycompany.com/api

7 —2 70— 1: ESXi LICONTAP Select> > )L/ — RFHEEY 5 XA X Z1ERR T 5

vCenter IC& > TEEINS VMware ESXi KR X M2, B—_/ — R® ONTAP SelectZ 5
ARXEEBATEX T, VI RRIFE S A 2EFERAL TERSNE T,

DSRA—ERT—2 70—, ROKRICE>TERDZET,
* ESXiZh X hldvCenter (RA 2V R7OVKRR L) ICE>TEBEINTULEEA
* USRARAANTEHOD ./ —RXHIFRAMIERINS

cBALESAE R EFRL TSR EAREBRIBICEALEY
* VMware ESXiDfXH D ICKVM/\A INS— N1 HF—HMERIND

1.vCenter Server DERIFERZEIRT 3
vCenter Server ICE > TEIEBINTWS ESXi AR MITFFO1 T 3B81E. KX FEERT 3 80ICEREHER

EEBMITZUELNHD £T, EDH%. Deploy BEI—FT 4 UFTid. CDRFIER%ERE L T vCenter AD
REALEITS e TEET,

HF3dY HTTPE)Ed INR
BA POST [t a7+ /ERIER
Curl

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step0l 'https://10.21.191.150/api/security/credentials’

JSONAA (RT7v701)

{

"hostname": "vcenter.company-demo.com",
"type": "vcenter",
"username": "misteradmin@vsphere.local",
"password": "mypassword"
}
WIRR AT
FEFEIHR

Hh
O —2 3 VIEEA YA —DREFESRID
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= A i ikl

2NAN—=NAHF—KRA N EEFRT S

ONTAP Select/ — RZFUIREBI L UHRITEINBZNAN—NAHF— R ZEMTIHELRDHD T,

sl iy HTTPEhEA JAW4
IS AR POST [RA ~
Curl

curl -1iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step02 'https://10.21.191.150/api/hosts"

JSONA /] (XR7vw/02)

{

"hosts": [
{
"hypervisor type": "ESX",
"management server": "vcenter.company-demo.com",
"name": "esxl.company-demo.com"
}
]
}
wnEs -+~
FEEHA

O —>avVinBEANYA—DKRI D
=|

3.9 R %ZELEJ,

ONTAP Selecty S A2 %1EfR T 3 &« BEAXMNER Y S X 2D EERIN. / — R4&D Deploy IC& > TEFH
ICERINET,

A3V HTTPE)E JADZS
IS4 POST 195 A2 —
Curl

B—/—R IZRABZ—DFE. VI INTX—2X node_count |F 1 ICFRETIREHLNHD £7,
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curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step03 'https://10.21.191.150/api/clusters? node count=1"

JSONA S (R7v/03)

"name": "my cluster"

WBRAT
[EHA

H77
O —>avViBEANYRE—RADYT ZZXAZID

4.9 52 —ZHEHT B
TS AX—DIERD—RELTEEI BV EDNDHIBRMEN VS DOHHD XT,

AF3Y HTTPE5:d N
J5RR PATCH 195 ZAR—K0 S X2 —ID}
Curl

IS A2—ID ZHEETIHELNHD T,

curl -i1iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step04 'https://10.21.191.150/api/clusters/CLUSTERID'

JSONA /] (X7 v /04)

"dns info": {
"domains": ["labl.company-demo.com"],
"dns ips": ["10.206.80.135", "10.206.80.136"]
by
"ontap image version": "9.5",

"gateway": "10.206.80.1",

"ip": "10.206.80.115",
"netmask": "255.255.255.192",
"ntp servers": {"10.206.80.183"}
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WMEBZAT
[B]HA

= p)
&L
5./ —FRZEIST 3

DeployBIE1—T 1 VT« Id. 73 XX —DIEKERIC/ — ROBRIF LRz BEIMICERLET, /—F
ZIBR T BHEIIC. BIDETONIDZEUS T 2HENHD T,

A7V HTTPEI5A AW
7S5 2R GET [clusters/{cluster_id}/nodes
Curl

USR8 — D ZIEEIT BHEDNDHD £T,

curl -iX GET -u admin:<password> -k
'https://10.21.191.150/api/clusters/CLUSTERID/nodes?fields=id, name'

WMEBZAT
[E]HA

H77
s —EBDIDEARIER/HOE—D/—REEM T 385 O— K
6./ —RF%=HEBHTS

J/—RZEBRITBTDICEREINS 3 DD APIFUOHLORTIDELDTHD. / — ROBRFERZRHETS
BEHHD T,

A7T3Y HTTPEh5d INZ
TR AW [clusters/{cluster_id}/nodes/{node_id}
Curl

V5X2—IDE/—FIDZEEITBIHENDD XT,

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step06 'https://10.21.191.150/api/clusters/CLUSTERID/nodes/NODEID'

JSONAH (X7 v 06)
ONTAP Select/ — RWEITEINBZ KRN ID ZIEETIHELHD £,
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"host": {

"id": "HOSTID"

by
"instance type": "small",
"ip": "10.206.80.101",

"passthrough disks": false

WIBRA T
[E4A

=y
=L
7./ =Ry hT—U%ZBIFT 3

B—/)—FISRZAD/ —FMERTET—2RY hT—JLEEBRY NT—JZHREITBZIHELDHD X
Yo B—/—FISXEXTIRRERY bT—J3ERTNEEA.

A7V HTTPE15E XX
2523 GET [clusters/{cluster_id}/nodes/{node_id}/networks
Curl

IVS5RZ2—IDE/—FIDZEETIUENDHD XTI,

curl -iX GET -u admin:<password> -k 'https://10.21.191.150/api/
clusters/CLUSTERID/nodes/NODEID/networks?fields=id, purpose’

WIBRA T
[EIHA

7
*/—ROE—DOxy FT—07zEhehiEihd %200L 01— OS] (—EDIDLENZZE)

8./ —RXy hT—UZIBHKT D

T—RRY bT—TEEEBRY T —UZBRTIHENHDE T, B—/ —FISXEZTIEFREERY T —
JIMERTNEE A

(D  xoAPIBUHLE. ®yro—sCric 1ETD, & 2ERGFLET,

ATV HTTPE15 INZR
7523 PATCH [clusters/{cluster_id}/nodes/{node_id}/networks/{network_id}
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Curl
JZAA—ID. /—FRID. X2y ;T7—2 IDZIEETDIUNENHD XTI,

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step08 'https://10.21.191.150/api/clusters/
CLUSTERID/nodes/NODEID/networks/NETWORKID'

JSONA /] (X7 /08)
2y NT—UDRBBIZIBET IHVELNHD £,

"name": "sDOT Network"

MIBRA T
[EI4A

7
®L
9./ —RRAFL—=IT—ILZIEHT S

J—RFEBEDRERXTY I ARL—UF— Iz 58 TY, MATREBRANL—UT—)L
I&. vSphere Web Client. F7cld# < 3> TDeploy RESTAPINSHERTE £,

yaloam Ly HTTPEI5A INR
IS5 AR PATCH [clusters/{cluster_id}/nodes/{node_id}/networks/{network_id}
Curl

522 —ID. /—KRID. Xy bT—2 IDZEETIHNELHD 7,

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step09 'https://10.21.191.150/api/clusters/ CLUSTERID/nodes/NODEID'

JSONAH (X7 v 709)
T DOFEIF2TBTTY,
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"pool array": [
{
"name": "sDOT-01",
"capacity": 2147483648000

WIBRA T
[E4A

HAh
TL
10.75A2—%2770O019%
DSRRA—r /) —RHBEREINES. V5 R2—%57TO14TEET,

ATdY HTTPEhEA INR
T AR POST [clusters/{cluster_id}/deploy
Curl

VSR R2— D ZIEETIHELHD X,

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @stepl0 'https://10.21.191.150/api/clusters/CLUSTERID/deploy’

JSONAH (X7 v F10)
ONTAPEEBET7HIY FDINAT—R%ZANTIHELHD X7,

"ontap credentials": {
"password": "mypassword"
}
}
WMiBR AT
FEEIHA

=y
*2ardATTIIh



REEER
"ONTAP Select” 2 A ZDOOBRBIFHET Y A X >V A ZEAT 3"

PythonT7 7t X9 %

Python% f& 8 L TONTAP Select Deploy APIIC7 V7t X § 3 HiIC
B> )L Python RV 1) FhZRITT3FICRREZERFEITIHBELHD XY,
Python 2 U 7 h #2179 38IC. BEMNETICERINTWA L 2HRTIUENHBD £T,
* Python2DRFIN—2 3 DA YA R=ILENTVWBIREBELRHD £9, > F)LO— KIEPython2 TT X k

TNTWVET, Python3ICHBHERIEETI A, BT I MIEHINTULEE A,

* RequestsZ1 7S ) eurlib35 47 ZUNA VA F=ILTNTVWBIRELRHD X9, RIBIZIELC T, pipht
' DOPythonBEBY — )L FEHTETEY,

* RTUTEDRITEINBZISAT7 > b T—UXT—2 3. ONTAP Select Deploy REEY S > AD Ry
ED—0 T7OLEIATEBHRENHD XTI,
IS ROBHROVETT,

s F7OMREYS >DIP7RLX
* DeployBEBEET7HU Y bDIA—H—RZE/INAT—R

ONTAP Select Deploy @ Python X7 1) 7 % 1Bf#d 3

B TILDPythonR I T hZERT L RRBIARXVERITTEET, EE
DDeploy1 > XX ATHEAT BHIIC. XATZUVTFORBZEFEL TEHBELNDHD F

o

HBOREHIFE
RO ZTHRIE ROHBOFEZEZERB L TREAFTNTUVET,
CUTATIURIOVOAR VR SZA VAR —T T — AW BEIT Python X7 ) F ~ &, BYICEREIN
T EEDISAT RIS UDNSERITTEET, SFMICOVWTIE. TR BHIICI ZZELET L,
*CLIAINSA—AEZZITANT T, BRIV T ME. AJINSA—2%EBE L TCL THIEITN F T,

*ANT7AINDFHEAHED EXI )T ME EOENICESVWTANT 7ML EHRIMDET, V7 X% —
ZER X TCIFHIBR T 335513, JSON BT 7 ML 2B T 2HENHDET, /— RS2 XZENM
TRHRI. BNV AT 7AIINZIRETILELNHD FT,

s HEHR—METa—IILEFERT S HE Y R— TS 2—IL deploy_requests.py ICIE. 12D U 5 ADE
FNTVWET, COUFTREBZBRIVVTIRMIEL>TAVR— SN, FRHSINES,

TSR ERLE T,

ONTAP Selecty 5 X & &, clusterpyX 7 1) 7 hZ AL TERTE £Jo CLINTX—FEISONANT 71
ILWORBICEDVWT, UTDOELSICRI) TR ERBICEDETEETE XY,

18


https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html
https://docs.netapp.com/ja-jp/ontap-select-9161/deploy-evaluation-ontap-select-ovf-template.html

* N IN—NAH =L, Deploy D) —XIZGELCTESXi £/ KVM ICF 7O TE X9, ESXilcT 70O
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U5 XAR—%HIRT S
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s T O —N—DRIAMEFEIFIPTRLX
s BEEI—HY—THIEDNXZAT—R
* JSONMERL 7 7 1 L D4R
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ONTAP Select?V S XX %={ER TRV ) Tk
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TINCEDWTI IR Z—Z B TE X T,
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#!/usr/bin/env python

File: cluster.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability

or fitness of any kind, expressed or implied. Permission to use,

solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

#
#
#
#
#
#
#
# reproduce, modify and create derivatives of the sample code is granted
#
#
#
#
# no less restrictive than those set forth herein.

#

#

import traceback
import argparse
import json
import logging

from deploy requests import DeployRequests

def add vcenter credentials(deploy, config):
""" Add credentials for the vcenter if present in the config """
log_debug_ trace ()

vcenter = config.get('vcenter', None)
if vcenter and not deploy.resource exists('/security/credentials',
'hostname', vcenter]
'hostname']) :
log_info ("Registering vcenter {} credentials".format (vcenter|

'hostname']))

data = {k: vcenter[k] for k in ['hostname', 'username', 'password
"1}

data['type'] = "vcenter"

deploy.post('/security/credentials', data)

def add standalone host credentials (deploy, config):
""" Add credentials for standalone hosts if present in the config.
Does nothing if the host credential already exists on the Deploy.



mman

log_debug trace ()

hosts = config.get('hosts', [])
for host in hosts:

# The presense of the 'password' will be used only for standalone
hosts.

# If this host is managed by a vcenter, it should not have a host
'password' in the json.

if 'password' in host and not deploy.resource exists (
'/security/credentials',

'hostname',
host['name']) :

log_info ("Registering host {} credentials".format (host['name

1))
data = {'hostname': host['name'], 'type': 'host',

'username': host['username'], 'password': host][
'password']}

deploy.post('/security/credentials', data)

def register unkown hosts(deploy, config):
""" Registers all hosts with the deploy server.

The host details are read from the cluster config json file.

This method will skip any hosts that are already registered.

This method will exit the script if no hosts are found in the
config.

LI |

log_debug_ trace ()

data = {"hosts": []}
if 'hosts' not in config or not config['hosts']:

log_and exit("The cluster config requires at least 1 entry in the
'hosts' list got {}".format (config))

missing host cnt = 0
for host in config['hosts']:

if not deploy.resource_exists('/hosts', 'name', host['name']):
missing host cnt += 1

host config = {"name": host['name'], "hypervisor type": host]
"type']}
if 'mgmt server' in host:
host config["management server"] = host['mgmt server']
log_info(

"Registering from vcenter {mgmt server}".format (**
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host))

if 'password' in host and 'user' in host:
host config['credential'] = {
"password": host|['password'], "username": host|['user

1og_info("Registering {type} host {name}".format (**host))
data["hosts"] .append (host config)

# only post /hosts if some missing hosts were found
if missing host cnt:
deploy.post('/hosts', data, wait for job=True)

def add cluster attributes(deploy, config):
'''" POST a new cluster with all needed attribute wvalues.

Returns the cluster id of the new config

LI |

log _debug trace ()

cluster config = config['cluster']
cluster id = deploy.find resource('/clusters', 'name', cluster config

["name'])

if not cluster id:
log_info ("Creating cluster config named {name}".format (

**cluster config))

# Filter to only the valid attributes, ignores anything else in

the Jjson
data = {k: cluster configlk] for k in [

'name', 'ip', 'gateway', 'netmask', 'ontap image version',

'dns_info', 'ntp servers']}

num nodes = len(config['nodes'])

1og_info("Cluster properties: {}".format(data))

resp = deploy.post('/v3/clusters?node count={}'.format (num nodes),
data)

cluster id = resp.headers.get ('Location') .split('/") [-1]

return cluster id

def get node_ ids(deploy, cluster id):

22



''"" Get the the ids of the nodes in a cluster.

node ids.'"''
log_debug trace ()

Returns a list of

response = deploy.get('/clusters/{}/nodes'.format (cluster id))

node ids = [node['id'] for node in response.json() .get('records')]

return node ids

def add node_ attributes(deploy, cluster id, node id, node):

''"'" Set all the needed properties on a node
log _debug trace ()

LI |

log_info ("Adding node '{}' properties".format (node id))

data = {k: node[k] for k in ['ip', 'serial number',6 'instance type',

'is storage efficiency enabled'] if k in

node}
# Optional: Set a serial number

if 'license' in node:

data['license'] = {'id': node['license']}

# Assign the host

host id = deploy.find_resource('/hosts', 'name', node['host name'])

if not host id:

log _and exit("Host names must match in the 'hosts' array, and the

nodes.host name property")
data['host'] = {'id': host id}

# Set the correct raid type
is hw raid = not node['storage'].get('disks
list of disks indicates sw_raid

data['passthrough disks'] = not is hw raid

# Optionally set a custom node name
if '"mame' in node:
data['name'] = node['name']

")

log_info ("Node properties: {}".format (data))

# The presence of a

deploy.patch ('/clusters/{}/nodes/{}"'.format (cluster id, node id),

data)

def add node networks (deploy, cluster id, node id, node):

''" Set the network information for a node
log_debug trace ()
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log_info ("Adding node '{}' network properties".format (node id))

num nodes = deploy.get_pum_records('/clusters/{}/nodes'.format
(cluster id))

for network in node['networks']:

# single node clusters do not use the 'internal' network
if num nodes == 1 and network['purpose'] == 'internal':
continue

# Deduce the network id given the purpose for each entry
network id = deploy.find resource('/clusters/{}/nodes/{}/networks
'.format (cluster id, node id),
'purpose', network|['purpose'])
data = {"name": network['name']}
if 'vlian' in network and network['vlan']:
data['vlan id'] = network['vlan']

deploy.patch('/clusters/{}/nodes/{}/networks/{}"'.format (
cluster id, node id, network id), data)

def add node_ storage (deploy, cluster id, node id, node):
''' Set all the storage information on a node '''

log_debug trace ()

log _info ("Adding node '{}' storage properties".format (node id))

log_info ("Node storage: {}".format(node['storage']['pools']))
data = {'pool array': node['storage']['pools']} # use all the json
properties

deploy.post(
'/clusters/{}/nodes/{}/storage/pools'.format (cluster id, node id),
data)

if 'disks' in node['storage'] and node['storage']['disks']:
data = {'disks': node['storage']['disks']}
deploy.post(
'/clusters/{}/nodes/{}/storage/disks'.format (cluster id,
node id), data)

def create cluster config(deploy, config):
'''" Construct a cluster config in the deploy server using the input

json data '''



def

log _debug trace ()
cluster id = add cluster_ attributes (deploy, config)

node ids = get node_ ids (deploy, cluster id)
node configs = config['nodes']

for node id, node config in zip(node ids, node configs):
add node_ attributes (deploy, cluster id, node id, node config)
add node networks (deploy, cluster id, node id, node config)
add node_storage (deploy, cluster id, node id, node config)

return cluster id

deploy cluster (deploy, cluster id, config):

''"'" Deploy the cluster config to create the ONTAP Select VMs. '''
log_debug_ trace ()

log_info ("Deploying cluster: {}".format(cluster id))

data = {'ontap credential': {'password': config['cluster']|

'ontap admin password']}}

deploy.post('/clusters/{}/deploy?inhibit rollback=true'.format

(cluster id),

def

def

def

def

data, wait for job=True)

log debug trace() :
stack = traceback.extract_stack()
parent function = stack[-2] [2]

o

ogging.getLogger eploy') .debu Calling =s s parent function
1 i getLogger ('deploy') .debug('Calli %s ()" _f ion)

log_info (msg) :
logging.getLogger ('deploy') .info (msqg)

log_and exit (msqg) :
logging.getlLogger ('deploy') .error (msqg)
exit (1)

configure logging (verbose) :
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
if verbose:

logging.basicConfig(level=1ogging.DEBUG, format=FORMAT)
else:

25



logging.basicConfig(level=1logging.INFO, format=FORMAT)

logging.getLogger ('requests.packages.urllib3.connectionpool’
) .setLevel (

logging.WARNING)

def main (args) :
configure logging(args.verbose)
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:
config = json.load(json data)

add vcenter credentials (deploy, config)

add _standalone host credentials (deploy, config)
register unkown hosts (deploy, config)

cluster id = create cluster config(deploy, config)
deploy cluster(deploy, cluster id, config)

def parseArgs():

parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to construct and deploy a cluster.')

parser.add argument('-d', '--deploy', help='Hostname or IP address of
Deploy server')

parser.add argument('-p', '--password', help='Admin password of Deploy
server')
parser.add argument('-c', '--config file', help='Filename of the

cluster config')
parser.add argument('-v', '--verbose', help='Display extra debugging
messages for seeing exact API calls and responses',

action='store true', default=False)
return parser.parse_args ()

if name == ' main U g

args = parseArgs ()
main (args)
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ESXi tOBE—/ —KRIUSXA

"hosts": [
{
"password": "mypasswordl",
"name": "host-1234",
"type": "ESX",
"username": "admin"
}
I
"cluster": {
"dns_info": {
"domains": ["labl.company-demo.com", "lab2.company-demo.

"lab3.company-demo.com", "lab4.company-demo.com"

1,

"dns ips": ["10.206.80.135", "10.206.80.136"]

by
"ontap image version": "9.7",
"gateway": "10.206.80.1",

ip": "10.206.80.115",

"name": "mycluster",

"ntp servers": ["10.206.80.183", "10.206.80.142"],

"ontap admin password": "mypassword2",
"netmask": "255.255.254.0"

by

"nodes": [
{
"serial number": "3200000nn",
"ip": "10.206.80.114",
"name": "node-1",
"networks": |
{
"name": "ontap-external",
"purpose": "mgmt",
"vlan": 1234
by
{
"name": "ontap-external",

"purpose": "data",
"vlan": null

com",

27



by
{

"name": "ontap-internal",
"purpose": "internal",
"vlian": null
}
1,
"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {
"disk": [1,
"pools": [
{
"name": "storage-pool-1",
"capacity": 4802666790125

vCenter ZfEA L7 ESXi FO#E—/—R 52 4%

"hosts": [
{
"name" :"host-1234",
"type":"ESX",
"mgmt server":"vcenter-1234"
}
1,

"cluster": {
"dns info": {"domains": ["labl.company-demo.com", "labZ2.company-
demo.com",
"lab3.company-demo.com", "lab4.company-demo.com"
I
"dns ips": ["10.206.80.135","10.206.80.136"]

by

"ontap image version":"9.7",
"gateway":"10.206.80.1",
"ip":"10.206.80.115",
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"name" :"mycluster",

"ntp servers": ["10.206.80.183","10.206.80.142"],

"ontap admin password":"mypassword2",
"netmask":"255.255.254.0"

by

"vcenter": {
"password":"mypassword2",
"hostname":"vcenter-1234",
"username":"selectadmin"

by

"nodes": [

{

"serial number": "3200000nn",
"ip":"10.206.80.114",

"name" :"node-1",

"networks": |

{
"name" : "ONTAP-Management",
"purpose" :"mgmt",

"vlan" :null

"name": "ONTAP-External",
"purpose":"data",
"vlan" :null

"name": "ONTAP-Internal",
"purpose":"internal",
"vlan" :null

1,

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {
"disk":[1],
"pools": [
{
"name": "storage-pool-1",
"capacity":5685190380748
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KVM tOE—/—K 5%

"hosts": [
{
"password": "mypasswordl",
"name" :"host-1234",
"type":"KVM",

"username" :"root"
}
1,
"cluster": {
"dns info": {
"domains": ["labl.company-demo.com", "lab2.company-demo.com",

"lab3.company-demo.com", "lab4.company-demo.com"

I

"dns ips": ["10.206.80.135", "10.206.80.136"]
by

"ontap image version": "9.7",
"gateway":"10.206.80.1",
"ip":"10.206.80.115",
"name" :"CBF4ED97",
"ntp servers": ["10.206.80.183", "10.206.80.142"],
"ontap admin password": "mypassword2",
"netmask":"255.255.254.0"
by
"nodes": [
{
"serial number":"3200000nn",
"ip":"10.206.80.115",
"name": "node-1",
"networks": |
{
"name": "ontap-external",
"purpose": "mgmt",
"vlan":1234
by
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"name": "ontap-external",
"purpose": "data",
"vlan": null

"name": "ontap-internal",
"purpose": "internal",
"vlan": null
}
I

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {

"disk": [],

"pools": [

{
"name": "storage-pool-1",

"capacity": 4802666790125

ONTAP Select/ — RS 1> X% EBMTBAZ) Lk
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#!/usr/bin/env python

File: add license.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and

testing a software application product for use with NetApp products,
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# provided that the above copyright notice appears in all copies and
# that the software application product is distributed pursuant to terms

# no less restrictive than those set forth herein.

import argparse
import logging
import json

from deploy requests import DeployRequests

def post new_ license (deploy, license filename) :
log info('Posting a new license: {}'.format(license filename))
# Stream the file as multipart/form-data
deploy.post('/licensing/licenses', data={},

files={'"'license file': open(license filename, 'rb')})

# Alternative if the NLF license data is converted to a string.

# with open(license filename, 'rb') as f:

# nlf data = f.read()

# r = deploy.post('/licensing/licenses', data={},

# files={'license file': (license filename,
nlf data)})

def put license(deploy, serial number, data, files):
log_info('Adding license for serial number: {}'.format(serial number))

deploy.put('/licensing/licenses/{}'.format(serial number), data=data,
files=files)

def put used license (deploy, serial number, license filename,
ontap username, ontap password) :
''"'" If the license is used by an 'online' cluster, a username/password

must be given. '''
data = {'ontap username': ontap username, 'ontap password':
ontap password}

files = {'license file': open(license filename, 'rb')}

put license (deploy, serial number, data, files)



def put free license (deploy, serial number, license filename) :

data = {}
files = {'license file': open(license filename, 'rb')}

put_license (deploy, serial number, data, files)

def get serial number from license(license filename) :

'"'" Read the NLF file to extract the serial number '''
with open(license filename) as f:
data = json.load(f)

statusResp = data.get('statusResp', {})
serialNumber = statusResp.get('serialNumber')
if not serialNumber:
log_and exit("The license file seems to be missing the

serialNumber")

def

def

def

return serialNumber

log_info(msg):
logging.getLogger ('deploy') .info (msqg)

log_and exit (msqg):
logging.getlLogger ('deploy') .error (msg)
exit(1l)

configure logging() :

FORMAT = 'S (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool') .

setLevel (logging.WARNING)

def main (args):

configure logging ()
serial number = get serial number from license(args.license)

deploy = DeployRequests (args.deploy, args.password)

# First check if there is already a license resource for this serial-

number

if deploy.find resource('/licensing/licenses', 'id', serial number):
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# If the license already exists in the Deploy server, determine if
its used

if deploy.find resource('/clusters', 'nodes.serial number',
serial number) :

# In this case, requires ONTAP creds to push the license to
the node
if args.ontap username and args.ontap password:
put_used license(deploy, serial number, args.license,
args.ontap username, args.ontap password)
else:
print ("ERROR: The serial number for this license is in
use. Please provide ONTAP credentials.")
else:
# License exists, but its not used
put_free license(deploy, serial number, args.license)
else:
# No license exists, so register a new one as an available license
for later use

post_new_license (deploy, args.license)

def parseArgs():
parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to add or update a new or used NLF license file.')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of ONTAP Select Deploy')
parser.add argument('-p', '--password', required=True, type=str, help

='Admin password of Deploy server')
parser.add argument('-1', '--license', required=True, type=str, help=
'Filename of the NLF license data')
parser.add argument('-u', '--ontap username', type=str,
help='ONTAP Select username with privelege to add
the license. Only provide if the license is used by a Node.')
parser.add argument('-o', '--ontap password', type=str,
help='ONTAP Select password for the
ontap username. Required only if ontap username is given.')
return parser.parse_args ()

if name == ' main ':
args = parseArgs ()
main (args)
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#!/usr/bin/env python

File: delete cluster.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability

or fitness of any kind, expressed or implied. Permission to use,

solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

#
i
#
#
i
#
#
# reproduce, modify and create derivatives of the sample code is granted
#
#
#
#
# no less restrictive than those set forth herein.

#

#

import argparse
import json
import logging

from deploy requests import DeployRequests

def find cluster(deploy, cluster name):
return deploy.find resource('/clusters', 'name', cluster name)

def offline cluster(deploy, cluster id):
# Test that the cluster is online, otherwise do nothing
response = deploy.get('/clusters/{}?fields=state'.format(cluster_id))
cluster data = response.json() ['record']
if cluster data['state'] == 'powered on':
log_info ("Found the cluster to be online, modifying it to be
powered off.")
deploy.patch ('/clusters/{}'.format (cluster id), {'availability':
'powered off'}, True)

def delete_ cluster (deploy, cluster id):
log _info ("Deleting the cluster({}).".format (cluster id))
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deploy.delete('/clusters/{}'.format(cluster id), True)
pass

def log_info (msg) :
logging.getlLogger ('deploy') .info (msqg)

def configure logging () :
FORMAT = 'S (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool') .
setLevel (logging.WARNING)

def main (args):
configure logging ()
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:
config = json.load(json data)

cluster id = find cluster(deploy, config['cluster']['name'])

log_info ("Found the cluster {} with id: {}.".format (config]
'cluster'] ['name'], cluster id))

offline cluster (deploy, cluster id)

delete cluster (deploy, cluster id)

def parseArgs () :

parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to delete a cluster')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of Deploy server')
parser.add argument('-p', '--password', required=True, type=str, help

='Admin password of Deploy server')

parser.add_argument('-c', '--config file', required=True, type=str,
help='Filename of the cluster json config')

return parser.parse_args ()

if name == ' main ':
args = parseArgs ()
main (args)
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#!/usr/bin/env python

=

File: deploy requests.py

(C) Copyright 2019 NetApp, Inc.

This sample code 1is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

R . T I s

import json
import logging
import requests

requests.packages.urllib3.disable warnings ()

class DeployRequests (object) :

Wrapper class for requests that simplifies the ONTAP Select Deploy
path creation and header manipulations for simpler code.

def init_ (self, ip, admin password) :

self.base url = 'https://{}/api'.format (ip)
self.auth = ('admin', admin password)
self.headers = {'Accept': 'application/Jjson'}

self.logger = logging.getLogger ('deploy"')

def post(self, path, data, files=None, wait for job=False):
if files:
self.logger.debug ('POST FILES:')
response = requests.post(self.base url + path,



auth=self.auth, verify=False,
files=files)
else:
self.logger.debug('POST DATA: %$s', data)

response = requests.post(self.base url + path,
auth=self.auth, verify=False,

json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers

(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())

return response

def patch(self, path, data, wait for job=False):

self.logger.debug('PATCH DATA: $s', data)

response = requests.patch(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers

(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())

return response

def put(self, path, data, files=None, wait for job=False):
if files:
print ('PUT FILES: {}'.format(data))
response = requests.put(self.base url + path,
auth=self.auth, verify=False,
data=data,
files=files)
else:
self.logger.debug('PUT DATA:')
response = requests.put(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
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(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait_for job (response.json())
return response

def get(self, path):

""" Get a resource object from the specified path """

response = requests.get(self.base url + path, auth=self.auth,
verify=False)

self.logger.debug ('HEADERS: %$s\nBODY: %s', self.filter headers
(response), response.text)

self.exit on_errors (response)

return response

def delete(self, path, wait for job=False):
""" Delete's a resource from the specified path """
response = requests.delete(self.base url + path, auth=self.auth,
verify=False)
self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_ errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())
return response

def find resource(self, path, name, value):
'"'" Returns the 'id' of the resource if it exists, otherwise None

resource = None
response = self.get('{path}?{field}={value}'.format (
path=path, field=name, value=value))

if response.status code == 200 and response.json () .get
'num records') >= 1:
resource = response.json().get('records') [0].get('id")

return resource

def get num records(self, path, query=None):
''"'" Returns the number of records found in a container, or None on

error '''

resource = None

query opt = '?{}'.format (query) if query else

response = self.get('{path}{query}'.format (path=path, query
=query_opt))

L}



if response.status code == 200
return response.json() .get('num records')
return None

def resource_exists(self, path, name, value):
return self.find resource (path, name, value) is not None

def wait_for job(self, response, poll timeout=120):

last modified = response['job']['last modified']
job id = response['job']['id"]
self.logger.info ('Event: ' + response['job']['message'])

while True:

response = self.get('/jobs/{}?fields=state,messages’
'poll timeout={}&last modified=>={}"
.format (
job id, poll timeout, last modified))
job body = response.json().get('record', {})
# Show interesting message updates
message = job body.get('message', ''")
self.logger.info('Event: ' + message)
# Refresh the last modified time for the poll loop
last modified = job body.get('last modified')
# Look for the final states
state = job body.get('state', 'unknown')
if state in ['success', 'failure']:
if state == 'failure':
self.logger.error ('FAILED background Jjob.\nJOB: %s',
job body)
exit (1) # End the script if a failure occurs
break

def exit on_errors(self, response):
if response.status code >= 400:
self.logger.error ('FAILED request to URL: %s\nHEADERS: %s
\nRESPONSE BODY: %s',

response.request.url,
self.filter headers (response),
response.text)

response.raise for status() # Displays the response error, and

exits the script



@staticmethod
def filter headers (response):
''' Returns a filtered set of the response headers '''
return {key: response.headers|[key] for key in ['Location',
'request-id'] if key in response.headers}
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#!/usr/bin/env python

File: resize nodes.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms
no less restrictive than those set forth herein.

S S S S S S S S S S SR S S o =

import argparse
import logging
import sys

from deploy requests import DeployRequests

def parse args():
""" Parses the arguments provided on the command line when executing
this
script and returns the resulting namespace. If all required
arguments
are not provided, an error message indicating the mismatch is
printed and

the script will exit.



mman

parser = argparse.ArgumentParser (description=(
'Uses the ONTAP Select Deploy API to resize the nodes in the

cluster.'
' For example, you might have a small (4 CPU, 16GB RAM per node) 2
node'’
' cluster and wish to resize the cluster to medium (8 CPU, 64GB
RAM per'
' node). This script will take in the cluster details and then
perform'
' the operation and wait for it to complete.'’
))
parser.add argument ('--deploy', required=True, help=(
'Hostname or IP of the ONTAP Select Deploy VM.'
))
parser.add argument ('--deploy-password', required=True, help=(
'The password for the ONTAP Select Deploy admin user.'
))
parser.add argument('--cluster', required=True, help=(
'Hostname or IP of the cluster management interface.'’
))
parser.add argument ('--instance-type', required=True, help=(
'The desired instance size of the nodes after the operation is
complete.'
))
parser.add argument ('--ontap-password', required=True, help=(
'The password for the ONTAP administrative user account.'
))
parser.add argument ('--ontap-username', default='admin', help=(
'The username for the ONTAP administrative user account. Default:
admin.'
))
parser.add argument('--nodes', nargs='+', metavar='NODE NAME', help=(
'A space separated list of node names for which the resize
operation'

' should be performed. The default is to apply the resize to all

nodes in'
' the cluster. If a list of nodes is provided, it must be provided

in HA'
' pairs. That is, in a 4 node cluster, nodes 1 and 2 (partners)

must be'
' resized in the same operation.'

))

return parser.parse_args ()

42



def get cluster(deploy, parsed args):
""" Tocate the cluster using the arguments provided """

cluster id = deploy.find resource('/clusters', 'ip', parsed args
.cluster)
if not cluster id:
return None

return deploy.get('/clusters/%s?fields=nodes' % cluster id).json() [

'record']

def get request body(parsed args, cluster):
""" Build the request body """

changes = {'admin password': parsed args.ontap password}

# if provided, use the list of nodes given, else use all the nodes in
the cluster
nodes = [node for node in cluster['nodes']]
if parsed args.nodes:
nodes = [node for node in nodes if node['name'] in parsed args
.nodes]

changes['nodes'] = [
{'instance type': parsed args.instance type, 'id': node['id']} for

node in nodes]

return changes

def main() :
""" Set up the resize operation by gathering the necessary data and
then send
the request to the ONTAP Select Deploy server.

mwn

logging.basicConfig(
format='[% (asctime)s] [%$(levelname)5s] % (message)s', level=
logging.INFO, )

logging.getlLogger ('requests.packages.urllib3') .setLevel (logging
.WARNING)

parsed args = _parse_args()
deploy = DeployRequests (parsed args.deploy, parsed args
.deploy password)
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cluster = _get cluster (deploy, parsed args)
if not cluster:
deploy.logger.error (
'Unable to find a cluster with a management IP of %s' %
parsed args.cluster)

return 1

changes = _get request body (parsed args, cluster)
deploy.patch('/clusters/%s' % cluster['id'], changes, wait for job
=True)
if name == ' main ':

sys.exit (main())
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