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x9, BRELROYAINNY T 7H 1 ZOHBERNICHBIBE. 75 AXDIERIIEB L. RELREE LTE
BTEBRELVEBATA AN XA—EEZRIIT—AvtE—IDRKRRENET,

“InvalidPoolCapacitySize: Invalid capacity specified for storage pool
“ontap-select-storage-pool”, Specified value: 34334204 GB. Available
(after leaving 2% overhead space): 30948”

VMFS 6 &, #Ff—1 VX h—JL . BIfZDONTAP Deploy & 7-I&ONTAP Select VM @ Storage vMotion &{E
DR—7y FOAATHR—FEINTVWET,

VMwareld. VMFS 5H95VMFS 6ADA > FL—XT7 v FIL—RZHR—FLTULWEEA, ED®H. VM

ZVMFS 57— &2 X E 7HBVMFS 67— X X k7 ICHBITTE ZH—D X H = X LldStorage vMotion T, 7=
72 L. ONTAP Select$ & TFONTAP Deploy|Z & % Storage vMotion®DH 7R — ~ IFILER S 1. VMFS 50
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S5VMFS 6ADBITE VWSHEDBRIMMID. HRABSFTUFICHIGTESLSICBD X LT

ONTAP Selectgr* 87 1 X

ONTAP Selectld. 12U EDRX ML= F—Ibh 6 TAOES 3= > ENT=-RET 1« XUt v ZONTAPIC

ML EJ, ONTAPICIE. ONTAPT 4 RV L THSIRET s XUty ARSI, XA RL—U R YD
DFED DEBINAIN—NAF—ICE>THRILTNE T, XOKIZ. COBEBRELIDEHMHICILTED. ¥
ERAIDIY FO—F. NA/IN—=NAH—. EELUVONTAP Select VMDBEZREETFH L TLWE T,

* RAIDZ)L— 7 ELUNDREIZ. H—N—DRAIDIY rFO—SY 7 Iz 7H5TV0WET, VSANZ /I
NERT LA 2ERAT3%58IE. COERTEIIHNEHD FH A,

* A= T=ILOBRIENA N—NAHF—ADSIThNET,

cRET a4 XTVIE. BLXDVMICE>TIER SN, FRESNE T, ZDHITIE. ONTAP Selectic & > THE
B, FRESNEd,

RET 4 AODSYIBT 1 RIANDIVET

Physical Server

Virtual Disk (VMDK) } ONTAP Select

e

Locally attached drives

Storage Pool (VMFS) I } Hypervisor

1

i LUN I
1 ~ RAID Controller

RAID Group

®’ETFsXo07FOE 3 =>Y

SOMEMBRIA—HY—TIIARIVIVR%ZRIFTS70HIC. ONTAP SelectEIE'Y — )L TdH 5 ONTAP Deploy
I BEENITONA ML= F—ILh o REBT R0 ZzBE8NICTOEY 3 =>4 L. ONTAP Selectfk8
IOVNCERLES, COWLBIE. 8Ly 7y TRIC X ML —JEBINREROmA TEFNICEITINE
Yo ONTAP Select/ — RO HART7 O—ETH 3155, RET X7 FBFNICO—ADIL A bL—2 TF—)L
EIZ5—ZAML—=Y T—LICEIDYETENET,

ONTAP Selectid. EBOEHIA ML —CERECY A ZOEHRDORET + X2 (WFNH16TBILT) ICHEIL
9, ONTAP Select/ — RH HARTD—ETHIHE. FVFAR /—RIZDHRLLEH 2 DDRET 1 X
IPMER SN, ST—fbEni7JUr— rRTERSNZO—-HIL Ly IReZ5— FL v I XIZEID
HTHNET,

Bz 1. ONTAP Selectic31TB (WVWMDEA Y S AT LT A RAI7EBLPIL— T RoOTOEYS 3= 5%
ICHRDBRE) OT—RAMT7EREIFLUNZEID Y TR A TEET, £DE. 7. 75TBDORIET «+ X7 H'4
DER TN, BYIRONTAPO—AHIL L wIREZIS—TLyIRICEDYTENET,
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ONTAP Select VMICRE#EMT 3 &. VMDKOY A XHERBIBENH D £, FMICDOWL

@ TlE, " AL —VB=E%EPNT", FASYXTLEIEZELRD, A7V —NHNICER Y
A XDVMDKEZBIESEZ ZENTEET, IFTNS5SDVMDKREITRAID 0X b5+ F%EAT
37-8. FYMDKD Y XICRAEREL . IRNTDAR—AERARISERATEZE T,

{"*E{tNVRAM

NetApp FASY X7 Lld. fER. FERMET 5 v a X T 218 L ISR LSYIENVRAM PCI 7] Rz HEE
LTWET, CDHA—RIE. ONTAPH I A4 7> hADEZAAZREICHEEINE T3 T EFIAHN
T#—XVRAZK@ICALEEEY, . TRT—I2JeMINZ TOEX T, EE*MT&_T 270y
VBRBAML =P ATATICRI ATV 2a—LZREIBZEHTEE Y,

AETATAYRATLATIZER. COLOBERIIEHINTLEEA. EDH. TONVRAMA— K D%
BEIZ R TN, ONTAP Select> AT LT — b T4 RV EDODN—FTa0 > aVICEEESNTWVWEY, D7
D AVAEAVADY AT LRET « AV DORREIFIEEICEETY, £/. COER/TIE. O—NILERI b
L—@RIcE VT, MEEMOEVWEF vy aZmAYIERAIDOY FO—SHWRBE R >TWVWET,

NVRAMIZERADVMDKICEEE I NE T, NVRAMEZEHRDVMDKIZCEIT S Z & T. ONTAP Select VM
IJVNVMe R S 14 N\%ZEH L TNVRAM VMDKEBIETE AL DICAD £, £7-. ONTAP Select VYMIZESX
6.5 B OHBZN—RO T T7N—a 135 FERTINELRHD T,

7 — X /NADERA: NVNRAMCRAIDI Y FO—3

R EINTENVRAMY R T L IN—F 023> RAID O bO—SBDOHEEERIZ. EFAAERNY T
LICABEZICERTINDT—E NRAZFARZZCICE>TERD LSOO ET,

ONTAP Select VMADE FAHERIE. VMONVRAM/S—F 1 >3V ERRE LE T, RELLAV—T
& TD/N—TF 123 VIFONTAP Select ONTAP Select> R 7 LT 1 AVRICHFELF T, MELAV—T
iE. CNH5DEXKIF. BREBBIAEY RILEXNRELI-IRTOTAOY IVEELFEKIC. O—HJLRAIDO
YhO=ZiICFvyiadthiEzd, 2LT. ESAAOERIGENRR MIREINFT,

COBET. WEMICIZTOYZIZRAIDIOY FO—5DF v v aRICEEL. T4 RIADT Sy a%k
FELTUVWET, HEBNICIX. 7OV Z7IINVRAMRAICEEL. BYRI—H—F—42FT 4 AIADT AT —
CEFELTVET,

ZEINT7OVZIFRADIY FO—Z0O—ALF v v allBENICERESINSH. NVRAM/N—F
42 AVADETAATIEEFNICF vy adh, FEHENICYIEBIA N —OXFTa07ICT75v>adngxd,
ZhUE. NVRAMODABRZONTAPT—R T 4 AVICENICT S v a9 CERLABVWTL T,
NE2DDARY MNIEBBRTHD., BRIRBCEETRELET,

KOS, EFIAADBBTBI/0NZAERLTVWET, ¥EE (RADIY FO—ZDFvvatTa4RY
i’%*ni@“) YiRZEE (VMONVRAMY F—RRET 4 XU TERINFET) OEVHBERBICRINTLE
ER

NVRAM VMDK ETEE N7 Oy ZIEO0—AJLRADOY FO—Z5DF vy allfvvd
ITNETH. COF v v 2 EVMBRPEORET « RV ERBL Ft Ao SRFLLOE

(D)  BFShrdATOIOvIhF vy alcRESNETH. NVRAMIEZO—HICT S £t
foo THUCIE. N N—RAHF—HELAY ST RIEY KA BTOEY 3= VI EAT
WBHE. NI NX=NAHF—EOETAABRBIENET,

* ONTAP Select VMADE FAAH*
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Physical Server

* RAID Controller Cache > Physical Disk
- "-‘
ONTAP Select
Ca Write commitment ——» NVRAM Destaging
E I:do! |[oo ||[001]
I 'IU'D: 1
E NVRAM Virtual Disk Data Virtual Disk

NVRAM/N—7 1 > 3 VIFERDOVMDKICABEE SN TWET, TOVMDKIL. ESX/N\—2 3

@ 6.5 & THIFRIBEIRVNVME R S N &R L TERSNE T, COZEEE. RAIDO> MO
—SFXyyadX )y b EEZSTEIHRLVY T T 7RAIDEEZ 7=ONTAP Select > X k
—JLICBVWTHFHICEETY,

O—AJILEHGEX ML —FHDONTAP SelectY 7 7 77 RAID
M —E X

Y7 b 7RAIDIZ. ONTAPY 7 U x 7 RA W IRICEREINI-RAIDHRILL 1V
— T, FASFASOREFRDONTAP TS w k7 #—LKRDRAIDL 1 V¥ — [\ UieE % 1211
L¥xd, RADLAV—IERZATDN) T s5tEZEITL. ONTAP Select/ — RAD
BLaDRSATEEICNT2FRETRBLET,

ONTAP Selectld. /\— R = 7RAIDIEBR CIFAIC. V7 h T T 7RAIDA a3 VbiIEELTUVE

o ONTAPONTAP Selectz/NBL T A — LT 7V RZDRNBN—R T T7ICEATIHERLE. BHEDRETIE
N—RDOT7RAIDIY FO—ZHFIETETAL, FLIEEFLLAWGELRHDET, VY7 T T7RAID
3. FIBAFBELREAF ST arELERL. TDOLIOIBREBICHOMIGLET. BFEVDIRETY 7T
TRAIDZBMICTBICIE. UTORICEELTLIETL,

* Premium 7zl Premium XL S X TRIBTE 9,

* ONTAPIL—k T4 ZHEF—8& F4 ZZIZIE. SSD F721 NVMe (Premium XL 54 > ADRE) kS
ATOHDBYR—FETNET,

* ONTAP Select VM 7 — b N—=T 1 2 aVICBRIDS AT L T4 RVDUBETT,

CVRTLTAARY (RILVF/—F Yy 7Yy FTIE. NVRAM. 7—K/CF A—R, OAF7H> T X
TAI—R=)DT—RANT7%EERT BICIE. SSD £7=IENVMe RS TDOWVWITNHDFDT 1 X
VEFERLET,
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*H—EXTARIVEDRATLTA R EVWSBEIEICERTERAINE T,

e H—ERXR T RUIE VTREZVVT, T—rREDTEIEFLBEBEXNIET S8
ICONTAP Select VM A TER SN 31RET + X2 (VMDK) TY,

cH—EXTaRUIE. FA DSR2 B—OYIBET 4 XU L TH—E X/

@ ATLYBT R EEINET) EICYEBNICEEESNE T, COWIET 1 XTIC
IIDAST—R XA R THEENTVBIREHLH D £9, ONTAPONTAPIE. 75 RAZDE
ABRFIZONTAP Select VMBICCNS DY —E X T AV EERRL £ 9,

* ONTAP Select> AT L T A RV EHOT —2 AT EIIEHOYIBER S04 TICE5IC
DENTBCIFTETEE Ao

* N—F7 7 RAID [JFFHEETIZH D THE A

O—AIILEFHEARL—0Y 7 7 RAID 1868

Y7 hox7 RAD Z#EAT3HBE. /\— R 7 RAD O FO—SHEFEELAEV EHAEENTTH, >
X7 LICEEZED RAID O FO—SHEFET 35 81E. ROBHICKSHBEHLHD £,

. 7-“47\0%/7\%1%& SR EEBICIE (UBOD) « /N\— R T 7RAIDOY FO—S%EMICTINE
KHbFxd, BFE. COZEIFRAIDIY FO— 70)BIOS’C?‘_J5C<‘:75"C=§$3'O

s Ffld. N—RITF7RAIDOY FO—5SHSASHBAE— RICHRS>TLWBMERLHD FT, FIZIF. —56
MDBIOSERE CTIZRAIDICHIZ T TAHCI] E—RAMERTE 37, JBODE—REZBMCTBZ O TE
F9, CNUCEKDNRRIL—DERICED, YEBRSAITHNRIAMLETEOFERTINE T,

AV bAO—S5—HHYR—FTBIRSATORAKICE>TIE. BMOOY FO—S5—HREICHRIBEEHHD
¥9, SASHBAE— RDIFZEIE. /100> bO—ZF— (SAS HBA) H'RIE6GbpsDEETHR— I TWS
CrEBERLTLIEEI W, 2L, NetApphH #ERR S 2 DIFIERE12Gbps T,

ZOMD/N—RTTF7RADIY FO—5DE— RPEBRIFHR— I TLWEEA. HIZIE. —BD3> ~
O—STIFRAID 02 R— KL THED. CHICED T RIDNRRIL—F NEHICEMCTEZ N TE
FIH. BELLAVERNIEL DML HD £T, Y R— SN 2¥YBT+ XU (SSDDOH) DA X
I$200GBH* 516TBT ¥,

@ BEIEE(Z. ONTAP Select VM TEHATNTWB RS1 T E#EBHL. RAFLETENSDRS
A ITHB>TERINDIOZHSHRELHD £,

ONTAP SelectD R8T+ X7 &YPBET 4 XU

N—RJT7RADIY FO—Z%ZFERALIERTIE. YIBET« RVDORERMIFRAIDIY FO—FICL > TR
HEINFET, ONTAPONTAP SelecticiF1 DU EDVMDKMRIEE . ONTAPEIEBEZIZECHST—2 75
T—hEEBRETETET. CNSDVMDKIFRAID OEX TR S EV T ENE T, k. ONTAPY 7~
T 7RAIDTIEN—R I T 7 LARNIILTREINZETHDI=D. nEI*;B M, WREIMETITB76T
To TBIC. YATLT A RVICERATINBVMDKIE. 21— —F—X2 %N T BVMDKERLT—2 X L7
c:ﬁﬂ%éni%

V7 ko177 RAID Z{ER T %355, ONTAP Deploy I&. SSD DiZ&1d VMDK L7 + XU D Raw T /\
12 Iy E>Y (RDM). NVMe DIFEIE/NR X )L— % 7=13 DirectPath 10 7/\1 XD+t v kZONTAP Select
ICRRLET,

ROEF. CORfR%E L DFEFMICILTED . ONTAP Select VM ERBICEER S NBRAILT r AT & -
Y= FT—ZDRFICERAINIYIET « AVDEVZRFAL TULE T,
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* ONTAP SelectV 7 k77 = 77 RAID: 1k#81t 57+ X2 £ RDM DfEA*

ONTAP Select with Software RAID

ONTAP Select  _
SOﬁwal'e : - - : —,._*_‘n___._ X M

Hypervisor

Host Bus
Adapter

SRATFLT4RY (VWMDK) &, BILT—2XA M 7ELURILYET« X7 EICEFEELE T, RENVRAMT
4 Z271C1F. BETMAMDEWAT 4 THRETT, TD/=H. NVMeE KX USSDE A TDFT—H AT D
AHFR—FENET,
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VM system disks =~ ONTAP Select managed

ONTAP Select B

software — — A
—
. OR
Hypervisor { Siiofade paoy | | JEb _ DirectPath /O
N - devices
Host bus
adapter

4 VYV VvV
By b bl e

SRTLT4RY (VMDK) & AILT—42X7ELUVREILCYET« XV LICEELE T, RENVRAMT
4 A7ICIE. BRERTHAMDOEWXT 4 PTHRETT, £D7H. NVMeB KUSSDEA TDT—RXA KT D
AP R—FEINET, T—RICNVMe RS T2 FERT3H8IE. NT+—<I VX EOEBEANS. PXT LA
T4 RTHENVMeTNA R THIUEBLRHD £, A—ILNVMetER D> AT LT« X2 £ LTIE. INTEL
Optane1I— RABL TWLWE T,

@ RED ) —XTIE. ONTAP Select> AT L T4 RV ZEEDT— R X b7 £ I3EHDY)
BRSATICEOICHEITRILIFTETEE Ao

BF—2TF 4 RTIF. NEHRIL—bN—FTa0>3> (RS F) &. ONTAP Select VMAICRTIND2D
DTF—RT+4 RV EEMRTDT-0D20DEILH A ZD/IN—F 1> a>D3IDDERICHEEINET, /N\—T

q4>avid. B—/—RISAZEUAY (HA) R7D/—RIZDOWVWT. XORICTT LIS, IL—bF
—257—4% (RD2) XFx—<I%E=FEALET,

PNU)Ta RSA4THEKRLET, DPTa7IN)TFae R4 %2Rl SARTRSA4T2RLET,

VI —ROSZARZDODRDDT A« R IN—F«4>a=>y

16



s

€

A_data/plexo/rg1 || @2 | 22 | 03 | 04 | 05 | 06 | 07 | 08 | ujs :
]

c

( E
A_data/plex0/rg0 |1 py | 02 |03 |04 |05 |06 |07 Jos |2 |oells |,
]

s

A_root/plex0 (| BT |62 |03 | o4 [ o5 |06 [o7 [os [+ [o8)fs | *

TIWF/—KRIZXAZ (HART) DRDDT 4 RV N—Fq4>a=>4

-
A data/plex0 DlDIIBNDSDﬁD?DBPN]S IIDZDSNNDED?MPW}

[ B_data/plex0

m ST e 30mn
m O T 9 2D m n

P
p1 (D2 | D3 | D4 | D5 | D6 | D7 | DB | P N}

B_data/plexi DIDZIBDIDSDED?MPN]

uxwmvw}][u:wmvl?]'S

= = O
o B R |

nwwvwl DIDSPWIS

Il |
A root/plex0 8_root/plexl 8_root/plexd A_root/plext

ONTAPY 7 b7 = 7 RAID |&. RAID 4. RAID-DP. & URAID-TECX\L\S RAID Z41 F%&HR— kL TL
£9, CNBlE. FASBEUAFFZS Y 74— LTEREINS RADBECRELTY, IL—k 7OEY 3
— > DFE. ONTAP Select IIRAID 4 ¥ RAID-DP &% HR—kLEXd, T—& 754 — KIZRAID-
TEC%EAT 355, £FARZIX RAID-DP IC/AD £9, ONTAPONTAP Select HA IE. &/ — RDRE
D/ —RICERTZS T T7T—R Ty 7—FFT0Fv2FERLET,. 2FED. &/ —RIZEEDIL
—bkNX=Faa>e. ET7DI—L N—FT1>a>OAE—%2REFEITIVERHDET, 7—4 T4 RY
IZIE1 D2DIL— b N—=FT4>a DB ET, DFED. T—4 T4 ATDE/NEIE. ONTAP Select/ — R
HHARTD—ETHBIDESMMIE>TERDET,

B—)—RISRADFE. IRTOT—EN—To>avidO—hll (7o57«47) T—ROREFICHERS
NET, HARTZEZBR T3/ —RDIEE. 12DTFT—2NXN—FT«4>avidED/ —rRoOa—hlL (77«47
) TADREFICEATN. BI1DDT—EN—FT14 Y avIFHAE T D57 9T TTF—2DI5—1) >
JICEREINE T,

INZA Z)L— (DirectPath 10) /N X ¥ RawT /N1 X< v (RDM)

ESX 5LV KVM NA/N—=NAHF—IF NVMe T« XU % Raw T/NA X v~ (RDM) £ LTHR—KL
TUWEHA. ONTAPONTAP Select TNVMe T« RV Z EEFIEHTE 3L 51T 3ICIE. TNHDRS1T
T ESX ETclF KVMRTNRZIIL— TNARELTRET BHVENHD 9. NVMeT /N1 XZ/NZAXIL—
TNARELTRET SHE. T—/\BIOS h'5DHR— bHRETHD. R COBESNUKEICKDZHE
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BRHDFET, Fiee RAMTEICEIDYTRELR/NRRIL— TN ZADEICIZFIRENHD. TS5v bT 7+
—LICE>TERZHBEDDHDET, 7=7L. ONTAP Deploy Tld. ONTAP Select/ —RH 7D 14 8D
NVMe 7 /N1 RICHIRINTWVWE T, DFED. NVMe B TId. MAREZEBHEICL T, IEEICHV IOPS BE

(IOPS/TB) MMBMtET N Z T, Fld. RKBEDX ML —CREZRATE/NT A —Y Y ABRHARELRISES
&, KRFRMERONTAP Select VM 1 X AT L 7«4 AU HD INTEL Optane h— K. 7—&X AL —CH
DEFED SSD RS T WSIEBRHIHEEINE T,

@ NVMe D/NT #—X > XAz ARICTER T 3ICIE. KEFAONTAP Select VM 1 XZ1&51 L T
TSV,

INZARIL—FT /N ZERDMICIE. THICEVWHHD £9, RDMIFETHRHOVMICI Y E YT TEXT, /VXR

=T NA ZATEVMOBEFHHHBETT, DFD. NVMe RS T OB EIZBEIE (K5 7iBM)

FlEZEITI BICIE. ONTAP Select VMDD BEEFDNMREICHED £ RS TMBLUVBRENLER (F51

7EM) #{ElE. ONTAP Deploy® 7 —2o 7O—ICk > TEHRITENE T, ONTAPDeployldk. > > IL/—FK

275 X2 DONTAP ONTAP SelectOBEEH . HARTZ DI T AINA—N—I/T ANV I EZEEBLZ T, T-

72L. SSDT—X RZ4 7 (ONTAP SelectDBILEN 7 =1 ILA—/N—IFFRE) ENVMeT—ZR RS
(ONTAP SelectOBEH)/ 7 =1 I A —N—DRE) DRIEDEWVEFRTZECHEETTY,

YRET « A7 CRB T« Ro07OEY 3=y

EOMEMNRI—FITIIARY IV AERMETZ7-HIC. ONTAP DeployldfeE@SNi=TF—2X X 7 (WE>
ATLT1RY) HPRTL (RE) 74 A0ZBHNICFOED 3= L. ONTAP Select VMIZ$&#t
LEd., COMBIZHEEE Y b 7w TEICEFMNICETINS -5, ONTAP Select VMIFEENTE &

To RDMIEIN—TFT o> arREchn. IL—rT77 05— D EFMICEBEINE T, ONTAPONTAP Select./
— RHBHART OD—EBTH3HE. T—FN—T14>avIEO0—hILAL—=ST=)ILEZS5—X L=
—JLICEEMICEIDYTSENE T, COEIDYTIZ. V5 RAXEBIREE X ML —BINEEOWmA TEEFHN
ICRITEINET,

ONTAP Select VM EDTF—4% T4 AV ISEBr B23YIET 4« A Z7ICEEMITSENTWVWE . ZHOYIET
A AV ESOHBREERTAENT =XV RICEENREL X T,

=TTV —=RDRAIDZ IL—TR2A T, FIBERERT 4« RVDBUICE > TEARD X

@ o ONTAPDeployl&BHIRRAIDT IIL—F R A T%EIRLF T, /—RICHDBT 1 AT HE|
DYHTESNTWVWBIHEIXRAID-DPAMERIN. €5 THWESIIRAID-4IL— 7T )5 — A
ER S NE 9,

Y 7 k7 1 PRAID%EF L TONTAP Select VMICABZIBINTY 3158, EEERWMER S TOY 1L
BHERSATHEERT ZRENBD FT. BHEICOVTIE, "N L—VBBEEDT,

FASE K UAFFY X T L X ERRIC. BEEORAIDZ IIL—FICIE. AEULDBEDORS A TDAHZBMTEE
To BEHLNAZTVRSA TIEBET LAY A XICABINET. FTILVLRAIDIIL—T%ERKT 513, 24K

BINT =X APMBETLBRVELSIC. FILWVWRAIDYIIL—TOH 1 X ZBEFDORAIDY IL—TDH 1 X —5
SHEBZVEVRDD XTI,

ONTAP SelectT « X7 = M5 3 BESXF /- IZKVMT 1 R T IC—EE S

ONTAP SelectT « X Z|3BHE. NETxy EWS SRILHMFIFSNET, ROONTAPOY Y REFEHLTT «
ZU7DOUUID ZESTEE T,
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<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host
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o Ly @ thesnge Devices
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Fnaes

ESXi £72IE KVM 2 TILTROOAR Y RZEANT B L. FEDYIET + XY (naa.unique-id TA) @ LED
ERBIEZCHTEETD,

ESX

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

KVM

cat /sys/block/<block device id>/device/wwid

Y7 b PRAIDEABOEMD RS 1 JEE

Y RT LTI RO RS THERHIHEREICRZRANEE T ZRIRMDHD £, X T LOEE
&, RADZEDREL NILEHELIER A TORICL>TERDET,
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RAID4 7S —KE 1 DDT 14 RAVBEICTHZBZ N TE. RAID-DP 7 US—KE 2 D071 XY
BEICMAZ A TE. RAID-TECT I VS —RE3D2DT 4 RIVBEICTRHZAZ N TEET,

[BET 1 X7 DEHRAIDR A THHYR— b TRIRABELRTGT. ART T+« AIDFAERERSZE. BE
RTIOCLZANBENICHIBEINE T ART T RIBFATERVISEIE. ART T« RIBEMENS &
T, 77VT — b3EERRETT —2ZRH LT,

BEENRELET« R7OEN. RADZA THHR—NTR3RABEREBZ IS8, O—HILTLvYvI R
SEEEY—IEN. 77V —FOREIZITIL—RREICEDE T, T—XIF. HAN—FF—IZH 32D
BOTLyIADSIREEINET, 2FD. /—RIADIOERIZIART, V5 REXA>VRA—A%YT bR—

keOe (iSCSI) ZNMLT. MEBMIC/ — R2ICHD T« RVICEESNE T, 220BD L v I XTHEED
RELEGE. 77U —MNIEEEY—73N. T—2IFFATETHLL<ABEDET,

T—=RODIZ—)2IZELLBHTRICIE. BEIRELLTIL Y I X ZHIKRL TEBERT2ELNHD £
To BRODT A RVBEICL>TT—RT7I VTS =D TFIL—RTBE. L= FITUF—rBTIL—R
INBZCISFELTLIEETL, ONTAPONTAP Selectid. IL—rF—4F—4 (RDD) N\—F > 3=>4
AEx—TEFEALT. EYMEBERSATZ1DDIL—bN—FT 1023282007 —FZN—FT14>a>IlnElL
9, TDORH. 12ULDT 1 RO EDONZ . O—AJIIL—bEEIFVE—NIL—b 7S —rDO
E—. $X0O0—AHINT—E2T75 V=) E— b TF—27J )= bOAE—2ECEROT7 IV —
CHENRRTEELHD £,

ROBABITIE. BEVEELLLTL Vv I ZADHIREN. BIEShTLET,

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD -
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
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shared NET-3.5 SSD 208.4GB
208.4GB

shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {y|n}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447.1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB

447.1GB (normal)
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shared NET-3.12 1 SSD - 205.1GB
447 .1GB (normal)
10 entries were displayed..

1DELISERORSATEERXTAMERIFVZTaL— b 3ICIE. storage disk fail
-disk NET-x.y -immediate '$8Roe VAT LICARTHHZHEE. 77 U7 — MIBEER
ZHBLET, BBEDAT—RAFIOAV Y RTHEETEF XY “storage aggregate
showo ONTAP DeployZfEAL T, ¥ Ial—>a > THELIERS A IZHEIRTEE Y,
ONTAPIER A T ZRDLSICY—I LTWVWBZCITEELTL TV, Brokeno RT47
IFERRICIFIENTE 5. ONTAP Deploy ZfEA L THEEIMTE £9, Brokens SANILZH
E93ICIE&. ONTAP Select CLI TXRODAY Y REANDLET,

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

REODIAYY ROHDIEEICHRDBIET T,

{R*E8{LNVRAM

NetApp FASY X 7 Lild. KiK. YIEERARNVRAM PCIA— REZEBH L TWET, COH—RiF. FERIET S
WO aAXE)ERBELI-EUREN—RT, 2EFAANTA—I VR ZABICALIEET, ik, ONTAP
BISAT7 Y MNADEZTAATIEICHERNE T AEEEZTIRHITAETHRIRINET, £/o. TEINET
—RATAVIHEBERBANL =X T TICRY TR7—=227 ) CEINZ 7O BT a—ILT3
CEHTETET,

AETATAYVATLTIHEE. COLSABKBIIEBHINTLELA. TDRH. NVRAMA— R DOREREIL
AL TN, ONTAP Select> AT LT — b T4 RV LDN—FTa > aVICERBEINTVWET, ZD=H. 1
VARV ADY AT LRET 4 RVDEREIZIERICEETT,

ONTAP Select vSANS K ONEB 77 L 1 &Rk

A8 NAS (VNAS) DEEITIE. =48 SAN (VSAN). —EBD HCI &G, ELUNBT LA
21 FDF— ’S’ZFTJ:GDONTAPSeIect77Z/5' ANl Nrey o S SN (R=Y1)Y 1%
DEBERBBZAVIZANSIVFVIE. T—R2ANTOMEEMHZERELET,

BNEHIE. FRLTVLWBNAN=N1H— (HR— TN TLS Linux KX ; ED VMware ESXi 713
KVM) B EB B2 RZTR—ELTWEAZETY, NTN—NIHF—HESXi DIFE. ENEND
VMware HCL ICU R FTNTWVWRIRENHD £7,

VNAS 7 —* 57U F v

VNAS ¥ WS 8&iElE. DAS ZERLEBVWIARTOEY 7y TTEHINE T, YILF./—KONTAP
SelectZ7 S X2 DiFzE. CHICiE. EL HARTH®D 2 DDONTAP Select/ — RHABE—DFT—X X 7
(VSAN T—RANT7%EL) #HEITZ7—FTIFvHEENET, /—KRiZ. BCHBENEET7 L1 DHI
DTF—BRARTICAVAR=ILTEIHTEET, ChICED. ZFLAAIDX ML —UHRICK > T,
ONTAP Select HART2IED 7w b T > FZHIRTE £9, ONTAPONTAP Select WNAS V) a—> 3>
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D7 —FTIF¥iE. O—AHJLRAID O O—Z %X 7= DAS _EDONTAP Select® 7 —F T F v £ 3E
BICESBITWET, DFED. BFBONTAP Select/ — R, HA/NXN—h F—DF—2O A —%FF LT E
Jo ONTAPONTAPRIERAR) > —IE/ —RER/RRELTWET, LA >2T. ZL1BIOX b L—U%KIG.
WA DONTAP Select/ — RDTF—2tw FEEICERETE 208N H DD, #HREINET

HAXR 7 HDEZONTAP Select/ — RHMERIONE 7 L 1 #FEHT S Z EHEIRET. ZHIZONTAP Select
Metrocluster SDSZAEX ML —S e HAT A3 BSICLEHINE T,

£ ONTAP Select/ — RIZERIDAIBT7 L1 ZEHB T 358, 2 DD 7 L1 HONTAP Select VM (ZERERD /N T
F—I R ERIRBETEZEHIERICEETT,

VNAS 7—F 7V F v X/\—RKRD 7 RAID O bO—5%ZfEA7-O— 1)L DAS DLEE

VNAS 7—F 7 U F vid. HIEMICIEDAS X RAID OY FO—S BRI —NOT7—F TV F vICRDE
BILTWET, Y55D1FEH. ONTAP Select (37 —X2 X M 7HEIEZHEELEF T, COT—XX L7
VMDK [CREIE . TN5D VMDK BMERDONTAPT—R 75 U/ r— bz L £9, ONTAPONTAP

I&. cluster -create & & U\ storage-add 2fFHIC. VMDK HB@EYIICH 1 XBREIN. BYARTL v IR (HA
RT7DHZE) ICBIDHETONTVWR 2R LET,

VNASY RAIDO Y hO—S#HEDDASICIE. 2DDKZIHREVWAHD £9, RHBEEELE. VNASIZRAID
A hO—5%HBBELABVWIETY, VWASIE, BBEBRZINET7 LD, RAIDIY O—S#EBHDDASH
RETET—ROKEMCETHZERHTAZCEZFRELTWVWET, 22EHD. £LTXDOHWEEWNIZ.

NVRAMD /N7 #—<X >V AT 3HDTY,

VNAS NVRAM

ONTAP Select N\VRAMIZ VMDK T%, D& D. ONTAP Select I&. 7Ow Y 7 KL RIEERTRERT /N1 X
(VMDK) E TN b 7 R L RIEETTHERZER (ERDNVRAM) ZTZaL—bhLZEY, LH L. NVRAMD/Y
7 #—< > ZXILONTAP Select/ — REED /NN T+ —I Y AICE > THEOTEE T,

N—RDJT7RAD I rO—5%{EATDAS £v 7 v 7DHEE. NVRAM VMDK ADTARTOEFIAH
IFRAICRAID O FO—5 F¥waTHRIAMINE O, N—RTOT7RAD O FO—F Fvyvia
IENVRAMF vwvar L CTHEEL 9

VNAST —F T F ¥ DiHE. ONTAP Deployld. Single Instance Data Logging (SIDL) &Mt 3 7 — 5|
7% fEF L TONTAP Select/ — RZBEERICREL 9. CDT— MEIEDEFET SHBE. ONTAP Select
IENVRAMZ NAINZA L. T—EZRAOA—RZT—2 77 V75— MIBEHEFTIAHE T, NVRAMIEZ. WRITE
BIEICK > TEESINTOVIDT RLRAERHRT BDICOAMERINE T, ZOEBEDF = IE.
NVRAMADIEIBDE FAA Y. NVRAMDT A T—CHRD2EEDEFIAAL VWS, —EEFIAAZLOET
T332 TY9, RADOVFO—S5F v vl anOO—HAIEZTAHAICELBZENMLATOUIET < HITHTH
378, TOEBEIFVNASTODAEIN T,

SIDL#EEIE. TARTDONTAP SelectR b L —REREC BN H D £ Ao SIDLEEEEIE. XAV R
EEALTCTFIUS— LRI TEMCTETET,

storage aggregate modify —-aggregate aggr-name -single-instance-data
-logging off

SIDLIEBENEMICHR > TVWB . EZFAANT 1 —IVRICHEHNHEZ ZCITEFELTLEETW, 79 UF
—FHDITARTDORY 2 —LDA ML —HRAR) S —E2ITARTEMICLT-E. SIDLEREZBESMICTS
EMNTEFET,
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volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

ESXi T VvNAS #{ER T 335 5ICONTAP Select/ — RxHEIHES

ONTAP Select IF. HEX L —YEDTILF ./ —KRONTAP SelectZ/ S X2 %=HR—bkL X

9. ONTAPONTAPTIE. [EIL ESX KRR b EICEBDONTAP Select/ —REZRETETXJ, 7=/5L. TnbH
D/ —RHBEILZVFRAZICBELTLWAEWMERICEED £9, COREIEVNASERIE (HET—2XK7) IO
HEMTY, DASR ML —C%EAT ZHE. KA R EICEEBDOONTAP Selectf Y A AV R %ERTET S
CIETEFE A u_?f’Lbd)'r/Xé'l/thtﬂL,/\—l\WI_’RAID A bO—5%HREaT3HTI,

ONTAP Deployld. Y ILF ./ —RVNASY 5 X ZDMEABARRC. BIL T T XD SEHDONTAP Select-1 >~
22 ZBELERR MIERESNABVWLSICLET, XORIF. 2 DDKRAMETRETS 22004 /—FK
V7 RAZ—DQIELVWERAIZRLTVWET,

NYILF ./ — RVNASY 5 X2 DHIHARER

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

EA. ONTAP Select/ — RIIHERX FEITRITINZAREMELHDE T, CHICED. BLIZTZAZAD2
DL EDONTAP Select/ — RHAEILEBRA FZ2HET 3. B CIFBRWVWHR— RN DEBEHLFEET S
AREMED' H D £ 9, NetAppld. VMDIET 74 =5« IL—ILEFETER L. VMwareh’. BICLHART D/

—REFTHRS. BLYSRE0 ./ — RETOYENASEE SBNICEET 54 5ICT 5 L HELE
¥

() 7 FFT74=F1 LTI ESX 25 X2TDRS HEMICH>TLVBRAENBD 7,

ONTAPSeIectVM(DT"/i"-) T4 T4 )= ZERTIHEICOVWTIE. ZOFEBBL TS
o ONTAPONTAP Select?y 5 XA ZICEHDOHARTHREENTUVWBRHBERIZ. VFXAEZARADIARTDO./ —RK%E
ba))l, JCEDBZRELRHD £,
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

KOWTNHADIERICEK D. [ CONTAP Select ONTAP Select./ — RAE L ESX KX + EICTEET 2 0]8EM
HHbhxEd,

* VMware vSphere 51> ZDHIRICE D, F£7IE DRS EMICH > TLWARWEE. DRS IFIFELEE
Ao

* VMware HA I21EZ 7 IXBEBED R LT VM BITHMBESINS D, DRS7UF 774 =FT 4 JIL—ILIX
NANAENET,

ONTAP Deploy|dONTAP Select VMDZFrZ 7OT7 V7« FTICER L EFRA. 722l V5 XX EBHIREEE
T2, COHR— TN TVARWVWERHDONTAP Deployd s ICRBRENE T,

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 CINTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the Same host

ONTAP SelectD X F L —CREHXIENT

ONTAP Deploy Z{FHE 9 3 &. ONTAP Select/ S XA ZHDE/ — RITEBMDX kL —
CHEEBML. SATEYRAERIETEET,

ONTAP Deploy® X b L —BINMEREIX. BENRA ML —JZEOITH—OFERTHD. ONTAP Select
VMZEEZEETD_LIFTR—FEINTVWEEA. XORIE. A ML—UBMV s F—RZiiEid5 M+ 7
13> %ZRLTVWET,
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask  255.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

» Node

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

BENRBRIFZHINTESICIE. UTORICBEIBZCCHEETY, BEZEMTSICIE BIFOS 1Y
ATEFEE CBIERELHRBEDRE) ZHAN—T3HENHDFT, AL —JEBMREICEL>T/ —
FOSAERAENEBBLIHGEIE. BEIKBLET, 7. +OBREZFOHLVWS1E X Z1Y
AL—ILTRHREDNBDET,

BEZDONTAP Select 77 U — MMCBEXZEBMIT3BE. FILLWANL—UT—)L (F—FXLT7) DI/INT
#—=IXVRATAT7AIIBEDODA L =T =)L (F—RRXALT7) CRAEFETHINELHD XTI, AFFD K
SEHIN=VFUTFq (T75vasthis) TR M—JLENT-AFF ONTAP Select./ — RICI&. SSDUAD X
L= BMTEAVWCEISEFELTLIET W, DASEASBRA FL—CDREFED Y R—FEINTUVEE A

EBmMoO—AI (DAS) AL —S 7= L 2B d237-0ICO0—AILERIA ML =22 AT LISENTY 335
BlF. BIMDRAIDZIL—FELUN (F7I3EHDLUN) ZBETINENRH D £9, FASFASEFERRIC. [
L7705 —=FIFHLWAR—ZZEMNT 3HBSIE. FTLVLRAIDZIL—TDINT +—< > AHDTTDRAIDY )L
— RIS THZEEZHRIZIBELNHDET, FILLW T I U —bE2ERT 3BE. LW I USX— K
DINT =XV ANDREZ+7ICEBEL TUONIE. FILLWRADIIL—7DL A7 MMIBEBZAREMDH
DEd,

TFT—=RARTOEHT A DY R— b INZBAT—FA N TH A IZBIBEWVEE. FILLAR—IXEZFL
F—HRALTFICTOVRATY R LTENMTEE T, ONTAPONTAP SelecthP g TICA A —ILENTWBF
—RARTPADT—RANTIVRTY FOBMIEEIRICEITTE. ONTAP Select/ — ROEHEICEHER 5
ZFEH Ao

ONTAP Select/ — KRB HART7D—EBTH 3B BIE. WS DD DEMDOEEZEZETINELNHD F9,

HART7 Tld. &/ —RIZN—FrF—DT7—2DZIZ5— AE—IRBMATNE T, /—R1ICAR—IEENMT
3I1Cl3. BLEDAR—RZNN—FF—THB/—R2IZEBMLT. /—R1DITRTODT—EHN/—RK 2
ICERINZIBELHD XTI, DFDH. /—F 1 OREEBIMREO—E LT/ —F 2 I3EBMEINTAR—
AlE. /=R 2TIRRTDBTIEIDHTETEFHA AR—XIF HAARY RIS/ —FR 1 DT —EHRLIC
REINBZLSIC. /—R2ICEBMENET,

NTF—=IVXICBELT. BMOZERIELNHDET, /—R1OT—RIF/ — R2ICEEANICERINE
To ED=H. /—R1OFLWAR—=X (F—RALT) ODNT =TIV RIE. /—FR20FHLWVWIR—X
(T—RART) ONTA#—IVRAE—HBLTVWBIRELRHD £, DED. MAD/ — RICZAR—R%EEN
RIS, ERDRSATT0/ 00 —PERIZRADYI—THA I EFERATD . INT+—<I > ADERE
HRERETIAEEIHD £FT, Chld. N\—rF—/—RICT—FOOAE—%#IFI3OHICERIN
3RAID SyncMirrori#{EH RE T,

HARTZ O/ — R TA—HF—DT7 IV XARBBREZE P TICIF. &/ —FIIHLTIDI D, 552200

ML —SBINREZRITIAMERHD £, FX ML —UBMRIEICIE. B/ — RTEMDAR—IDNNRE
TYo B/ —RIMEBEREHFHIAR—RIE. /—RUIBBRIAR—RE ) —R2IIHBBEBRHIAR—IADEFICEH
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LLRDET,

THEtE Y b 7w 32/ — RIBRT. &/ —RICIZ2DDTF—2ALT7HHDH. EF—2 XK T7ICIF30TBOA
ENEDYTSNTULET, ONTAPONTAPIZ2/ — RIS ZXA2%ZEHL. &/ —RIFT—R X L71H
S510TBOBE% HE L £ TONTAP Deployld &/ — RICBTBO 7 V714 T AR—RAZHRELE T,

RORIE. /—FRUIH L TE—OX ML —EBIMREZRITLIERZRL TULE T, ONTAP ONTAP
Selectld. &/ —RTHKAE LTRIEDRA ML —Y (15TB) ZFEALTWVWE T, =7°L. /—R1OT7 97«
TJXLL—=Y (10TB) 1. /—R2 (5TB) &DHZLA->TVWET, &/ — RO/ —RDF—420D1
E—%HKIXLLTWVWSESH, M/ —RIEZREICERESNTVWET, T—FZX L T7UIIXEMDZEE IR—IH
BoTHD, T—RIAMT7213MKA L L TRLICEZTTY,

RERD:1MEDOR L —JEBIMHEFROEIDETEESRE

ONTAP Select cooc
Node 1 e
HA Pair

ONTAP Select
Node 2

Node 1/Aggregate 1

10TB Node 2/Aggregate 1

5TB

Sync Mirror for Node 2

5TB Sync Mirror for Node 1

10TB

Free Space in Datastore 1

1578 Free Space in Datastore 1

15TB

Datastore 1 Datastore 2 Datastore 2 Datasiore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE

J—R1TESIZ2EID R b L—JBINEEDRITEIN. T—RXARNT1OED T —RANT720—E (B=
LR%=MER) PHESNE T, BHDX ML —UBIMEEIR. T—2 X715 > TWE15TBOESRES
HELET, ZOKIE. 2EIBEDX L —UBIMNRMEOERZRLTVWE T, CORET. /—R1ICI350TB
DT ITA4TT—EZHEETICHD. /—R2ICIETDS5TBHEZ > TWVWET,

AEMD: /—FO2EDEMR ~ L —CEBIMREROEIDETEESRE

ONTAP Select rt : ! ONTAP Select
Node 1 — Node 2
HA Pair

- — =T Node 2/Aggregate 1
— 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AEEMUIBRICHERATNBVMDKORAY 1 XIE16TBTY . 75 XA XERAIERICER TN 2 VMDKD &



A4 X35 EHE8TBTT. ONTAPDeployld. #A (ONTAP/ — RIS A A F1IIVILF/— RIS R4
) CEBMINZBEICGLCTEYIARY A XOVMDKEZER LT, 7L, FEVMDKORAY 1 X, 75X
RYERGALIEP(F8TB. R kL —JEBIMLIEFIF16TBZEB R TIERD £H A,

Y 7 b7 7 RAID IC X D2ONTAP SelectO B=1E11

BEREIC. ARL—BMysF—REFEALT. V7 oz 7RAIDZEER L TULAONTAP Select/ — ROE
BRAEFEPTENTEET, T —RIZIE. ONTAP Select VMICRDME L TR v E > JalRe% . {EH
AIREDAS SDDR S A T OADNRTRINE T,

BESAIEUAZ1TBEATECP I I EIERAIETIN. VI MU T 7RAIDZERAT 255, YIENICITBE L
TREZBPILIITITFEA. FASEKIIZAFFT7 LA ICT 1 RV ZEMT 2158 LEKIC. 1EDRET
EMTEZ3A L —YDORNBER. HEDEBRICLE>TRED XTI,

HART Tl /—FUCRA ML= ZE8MT 31013 €D/ — FOHART (J—R2) ICBEBD S TH
FACTRETHIVELHDF T, /—R1TIE O—AILRSATEIVE-— T XI7O@EAED 1EIDZ +
L—UBMEETERAINE T, 2FD. UE—FRSATIE /—R1OFHLWR ML —IH ) — R2ICH8
HIEN. RESNDZ L EZHRIBLODICFERAINE T, /—R2CO—DIILTEARERR L —2ZEM
g%t:t;t\ BIOR b L—2BMEEE. B/ — R TENENERDO RS THFAEIETHILEDHD F

ONTAP Select id. FILWRSATZBEFDORSATLERALIL—F. T—&. 8LUVT—Z N—FTr 3>l
N=T12a>H8ILET. N—=Ta>az=2J08iF. :ILWI7I VT — bDERRPR. Ec3BIFEDT7 I
T—rOILERPICITONE T BT RIDIL—b N=FT1>3> ARZATOH A XE BIEOT1 XY
DEEFEDIL—h N=T1>2a> A XE—HTELIICKRESNET T, LA >T 2D20FLCT—% /N—
Taary A XFENEN. T4 XATDEHABENSIL— b N=FT1>a> A XzEL5VWT2TEIS
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<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true
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FIIMRELHD E T, FHMHICOVTIE. TUIZAILNTR—MIBBEVWEDLELTET LY,
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31



> 1) A1
Ty TIL—FRENHIAR) a—LETRA ML =R S —DREMCB > TUVAED S THEEIF. ROKDS
ICRDET,

* /R 2 — L “space guarantee = volume ¥ > 51 > T—RFEHE. T VT — b 14251 VEEHER.
SLVTIVT— b Ny o770 REEHRDBMICHE >TVWFEEA. INHDF T2 avidTy
TOL—REBICBMIITEE T,

* 7R1) 2 — L\ “space guarantee = none’/\w I STV REBHIBEMICH>TWEHA, COF T3>
W7y 7L —RFRICEMICTEEXT,

*c TwIIL—RE BEOR) 1 —LDI ML —IHRARY S —IFEBIREINE T,
>F)F2
Ty T L—RENCAR) 2 —LET—EDR L —IHRNT TICBMICHE > TWVWBRHEIF. RDOLSIC
B"hET,
* 7R1) 2 — L\ “space guarantee = volume' 7 U L — REZREHEWIRSNFEEA.
* 781 2 — L\ “space guarantee = none £5t/\w I T 5T Y REBHIBRHAA VICH->TVWE T,
* 7/R1) 2— L\ “storage policy inline-only’ 7/R1) > —% BENCEREL £,

CA—HY-—TFEBDAML—UHFRA) O —%HFDOR) a—L4Lld. UTDORY 2 —LZFRVWTHRI D —IC
ZEIEHD £FH Ao space guarantee = noneo CNHDRJ 2a—ALTIE. EVINVIT TR
BEHFRABMICE>TVET,

32



ZFEICET 3B

Copyright © 2026 NetApp, Inc. All Rights Reserved. Printed in the U.S.C D R 2 X > MIBEMEICK > TR
EEINTVWET, EFREFMEEDOEAICK 2FFAFED HIHE IR BRER. EFEEA. SLUEER
B, BHEE. T—THIE EFREI X T LANDHEMAAZ STHRMIREAEL L. WHRBERE LUHEIC
LBEHBBILFT,

Y 7Y TDERYHSIRELIEY 7 U 7IE RICKRIERAFHERES FURBREOHRERD &
ERS

COVITRUT7E Xy b7y FICEoT MBRROFTF BESNATVET, *v b7 v FIZATHERER
i X3E@MES LOREBNICN T 32 EEMEORTRNRIEZ S 2 CNURESNABVVLDRBEETR
NBRFRIEDITVEEA. R b7y 7id. ABRILIIABY -—EXOFEE. AR, 7 —XEXR. FIRE
K. EHFFPHzEH. DOINURESNGL. SOV I M T7DERICEDE LT IRNTOEENEE.
BENIEE. BRVIEE. KRS, BEEE. KANBEZEOREICH L T, HEROFEEDEREMENEN S
NTWE LTH, TOEEER. RUE T55FH. ZHNOBFE. BEREE. FETR BRFLIZEST
BWEEZE0) IChH 5T, —TI0oEEZEVEEA,

XY RTyTiE. CTICEHINTULERIARTOERICHTI2EEZER. FELLITSENEZRBLED,
FZY R TPy FICEZERHNLBEBCLZEENDHZEEZRT. CICREITNTLVBRBDOERICEDEL
BPEESLUVEHICTH LT, 2y b7y TIdEEEEVEFEA. CORRBOERFLIZEBAIX. v b7y
DYSEFHE. BOIEME. FT-I3MORKNFRBIEICE DK SV ADHErIZABEINEE A,

CORZaTILCEEHINTUVBREFRIE. 1 DU LEDOXKEREF. ZOMOEORFF. BLUOEBROEFEFICK
STHREINTWVWIEELHD £,

MEFOFIRICOWVWT | BAFIC K A, EH. FxRld. DFARS 252.227-7013 (2014%28) &KL UFAR
5252.227-19 (20074E12H) DRIights in Technical Data -Noncommercial ltems (17 —% - JEFEARE ICES
T BEEF) FED(b)3)E. ICHESNIHFIRMNMBERAINE T,

AEIIEFNZT—RIIBAERS LV £IFEBEY—EX (FAR2101DERICEDL) ICBERL. T—
R DFFEMEIINetApp, InclCHD F£F, AZNICEIIREINZ IRTORY b Ty TOEMT—2E LV
AYEa—&2YI7boz7id. BEENTHD. WEOATHEINLDDTY ., KEBMFIEERT—2ICH
L. FHEHDIOBES LIV TS AR T, 2HREXNRE T3 E L ARBEDFHIRT S EREES
L. KT =2 OREORIE 22 - o KEBAFZOICEZEL. YW OEMIT L T3H8ICOAERT -2 % E
BTEXY, ALDIBEZRET. NetApp, INcC.OEMEICLBZHFAIZER/ICEDI B, KTF—2%=FEA. B
T BnEy. BT BIEHD. EEFRIIBRIZZCIITEEFHA. EFRAEICHD D KEBAAD T —XERME
ICDWTId. DFARS 252.227-7015(b)3& (20144%F28) TEDH SN MEFDAHNEBHSNE T,

EIRICE T 5 15%k

NetApp. NetApp® O I\ http://www.netapp.com/TMIZEEEH SN TULB Y —2I&. NetApp, Inc.DFEIETY, £
DDEHHEERLIE. ENEFAEITIEHOBIZTHIHENHD FT,

33


http://www.netapp.com/TM

	ストレージ : ONTAP Select
	目次
	ストレージ
	ONTAP Selectストレージ：一般的な概念と特徴
	ストレージ構成のフェーズ
	管理型ストレージと非管理型ストレージ
	ローカルストレージ環境の図
	ESXi上の外部ストレージ環境の図

	ONTAP Selectローカル接続ストレージ向けハードウェア RAID サービス
	ローカル接続ストレージの RAID コントローラ構成
	RAIDモード
	ONTAP SelectとOS間で共有されるローカルディスク
	ローカルディスクはONTAP SelectとOS間で分割されます
	複数のLUN
	VMware vSphere 仮想マシンのファイルシステムの制限
	ONTAP Select仮想ディスク
	仮想ディスクのプロビジョニング
	仮想化NVRAM
	データパスの説明: NVRAMとRAIDコントローラ

	ローカル接続ストレージ用のONTAP Selectソフトウェア RAID 構成サービス
	ローカル接続ストレージのソフトウェア RAID 構成
	ONTAP Selectの仮想ディスクと物理ディスク
	パススルー（DirectPath IO）デバイスとRawデバイスマップ（RDM）
	物理ディスクと仮想ディスクのプロビジョニング
	ONTAP Selectディスクを対応するESXまたはKVMディスクに一致させる
	ソフトウェアRAID使用時の複数のドライブ障害
	仮想化NVRAM

	ONTAP Select vSANおよび外部アレイ構成
	vNASアーキテクチャ
	vNAS NVRAM
	ESXi 上で vNAS を使用する場合にONTAP Selectノードを共存させる

	ONTAP Selectのストレージ容量を増やす
	ソフトウェア RAID によるONTAP Selectの容量増加

	ONTAP Selectストレージ効率サポート


