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VMFS 6 |3, iR X b—=J)Lz. BEEZDONTAP Deploy ¥ 7=IZONTAP Select VM ? Storage vMotion 121E
DR—7y FOEATHR—EFTNTVET,

VMwareld. VMFS 50'5VMFS 6D > L —X 7w T L—REHR—ELTVWEEA, €D, VM
ZVMFS 57 —&2 X M 7HBVMFS 67 —X X 7ICFEITTE 2ME—D X H = X LldStorage vMotionT9 ., 7z
72 L. ONTAP Selectd & T*ONTAP Deploy|Z & % Storage vMotion®D 7R — ~ IHEFR T 1. VMFS 5hH
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A ZXDVMDKZBIESHEZ ZENTETET, IFTNS5SDVMDKREITRAID 0X b5+ F%EARAT
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{"*8{tNVRAM
NetApp FASY X 7 Lild. K. NMERMT S v a XEUEEHLI-EEELYIENVRAM PCIA — R EEH

LTWET, COH—RIE. ONTAPHR Y SA 7Y hADEFAAHEEICHEBEISETB T, 2FIAHN
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D AVREADY AT LRET 1« AV DEREIFIEBICEETY, /oo COEMTIE. O—AIILFEHER
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&, KRFRMERONTAP Select VM 1 X AT L 7«4 AU HD INTEL Optane h— K. 7—&X AL —CH
DEFED SSD RS T WSIEBRHIHEEINE T,

@ NVMe D/NT #—X > XAz ARICTER T 3ICIE. KEFAONTAP Select VM 1 XZ1&51 L T
TSV,

INZARIL—FT /N ZERDMICIE. THICEVWHHD £9, RDMIFETHRHOVMICI Y E YT TEXT, /VXR

=T NA ZATEVMOBEFHHHBETT, DFD. NVMe RS T OB EIZBEIE (K5 7iBM)

FlEZEITI BICIE. ONTAP Select VMDD BEEFDNMREICHED £ RS TMBLUVBRENLER (F51

7EM) #{ElE. ONTAP Deploy® 7 —2o 7O—ICk > TEHRITENE T, ONTAPDeployldk. > > IL/—FK

275 X2 DONTAP ONTAP SelectOBEEH . HARTZ DI T AINA—N—I/T ANV I EZEEBLZ T, T-

72L. SSDT—X RZ4 7 (ONTAP SelectDBILEN 7 =1 ILA—/N—IFFRE) ENVMeT—ZR RS
(ONTAP SelectOBEH)/ 7 =1 I A —N—DRE) DRIEDEWVEFRTZECHEETTY,

YIBTF 4« RO RET«RoDTOES 3 =2y

EDMEMBEIA—HFITIIRY IV ZERMET 37-0IC. ONTAP DeployldiEESINI=T—2 X 7 (WS
ATLT1RY) o RTL (RE) 74 A7ZBHNICTOET 3 Z>F L. ONTAP Select VMIZ$E#t
LEd, COMIBIZIERtE Y b7y TEICEHEBIMICETEI NS =86, ONTAP Select VMIFFCEN TE £

Jo RDMIZN—F o> aranElan, IL—b7F U7 — D EFIMICHEEINE T, ONTAPONTAP Select./
— RBPHART O—ETH3%BE. T—EN—TFT14>avEO0—AIA L= T—=IILEZIS5—X L=
—JLICEEMICEIDYTSENE T, COEIDYTIE. V5 RAXEBIREE X ML —BINEEOWmA TEEFN
ICEITENET,

ONTAP Select VM EDTF—4& T4 AV IIBBEBIYIBT « A VICEEMITENTWVWS 0. ZHOYIET
A AV ESOHBREERTAENT #— XV RICEENREL X T,

W=7 )5 —=FDORAIDTIL—TR2A TIE. FIARBERT 4« ATDEUCK>TEARD X

@ 9o ONTAPDeployldEIHRRAIDZ IIL—F 2 A T%EZIRLET, /—RIC+HRHBT 1 RIHE
DY TSN TUVBIHEIZRAID-DPHMERTIN. €5 THWSEIIRAID-4IL— 7T )45 — W
ERENE T,

Y7 k7 7RAIDZER L TONTAP Select VMICREZEMT 3556, EEERYIER S TOY 1 i
BRRSATBEZERTILBENHD T, FBICOVWTIE "AFL—YBREZEPT",

FASH K UAFFY X 7 L EFAKEIC. BEZORAIDS IIL—FICIE. AEULEORED RS A TDIHEEBMTE X
T BEHNAKTVRSA TITBEY AT A XIABINE T, FTLVLRAIDZIL—T%2ERK T i5ald. £

BINT =X VAPMBETLBVEL SIS, FILWRAIDYIIL—FOH 1 X ZBEFDORAIDY IL—TDH 1 X —5
SEBRENDDFET,

ONTAP SelectT + X7 Z R0 DESXFToIFKVMT 1+ RV IC—HTE 3

ONTAP SelectT « X Z|3BHE. NETxy E WS SRIHFIFSENE T, ROONTAPOY Y REFEHLTT «
ZU7DOUUID ZESTEE I,

18


concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html
concept_stor_capacity_inc.html

<system name>::> disk show NET-1.1
Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:

*500A0751:175C0B5SE*:00000000:00000000:00000000:00000000:00000000:00000000:

00000000
BPS: 512
Physical

:00000000

894 .3GB
shared

Size:
Position:

Checksum Compatibility: advanced zoned

Aggregate: -
Plex: -This UID can be matched with the device UID

‘storage devices’ tab for the ESX host
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g (" 3§ @ sl @ @ B @A Aseni- Tye
e B - -
: g . Lotal ATA DSS (N8 S00A0TS 117 5£0054) o @
e fis e
T . -
T . o
g L =10
& L Ak
v i -
g
-0 Loe

4

$8gepeacasds

WG Ammcwd
IS
AHTIGE  Amacned

displayed in the

Ansches

ESXi £/zIE KVM S TV TROATV Y REANT R . FHEDYIET + X2 (naa.unique-id Ti#A) @ LED

ZRBEIEBZIENTEET,

ESX

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

KVM

cat /sys/block/<block device id>/device/wwid

Y 7 b 7RAIDERROERD K S+ TEE

AT LTIE. BEO RS THERICHEREICRZRADRET ZRIEMDAHD T, P XTLOE

&, RADEFEDRELANINEHBELIEFS A TORICE>TERBDE T,

RAID4 7 ) H— K1 D2DF 1« AVBEICTIHZZ Z A TE. RAID-D

P77 —kE2D20T 1 RIE
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ZICMRA B D TE. RAID-TECT I T —ME3DDT 1 RVBEEBICHA D ZENTET T,

[BET 1 XTDHHRAIDE A THHYR— N T IRAEEHRET. ART T RUHDFEAERSE. Bi#
FTOCLIDBEFNICHIBINE T, ART T4 XIDBFAETELVGEEIE. ARTTFTao AW ENMEINS
T, 7V —MIEERRETT—422REHLE T,

BEENKELET 1« ATOEN. RADZA THYR— NI IRABERZBZ 358, O—HILTLvI R
IFIEEEY—U3N. 7OV —FDOREIZTIL—RREICEDE T, T—RIE. HAN—FF—IZH 32D
BOZL v I ZIAWSIEHEINET, DFEDH. /—FRIADIOEXRKIZIANT. 9T RXEA VA —%T b7R—

keOe (iISCSI) ZNLT. YEBMIZ/ —R2ICLH DT« RZICEEENE T, 22BD L v I XICHEED
RELEGE. 70UV —MNIEEETY—7N. T—2FFATETHLLAEDET,

T—RADIT—) VI ZELLBRTRICIE. BENRELLTIL Y I RXZHIBRL TBIERTIHBENHD £
To BROT A RIVBEICL>TT—RT7IVF— DB TFIL—RTBE. IL—rTFIUF—rBTIL—R
TNBCIEFELTLEE L, ONTAPONTAP Selectld. IL—hF—%F—% (RDD) /N\—Fa0>3=>4
2EXF—TEFALT. BYIEBRSAITEI1DDIL—bNN—FT4 23> E22DT—2IN—FT 1> avICHEIL
9, TD=H. 12ULEDT a4 RIDBEKOND . O—HIIIL— b FFRIFUVE—FIL—-bT7J U -0
E— 8&00—-HINT—R2T77)5— b VE— =277V = OAE—%ZSCEROT7 I —F
CRENRITREMEDHD £9,

ROHABITIE. BENMRELLT Ly I ZXDHIFRESN, BIERTNTULET,

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable

Physical

Position Disk Type Size
Size

shared NET-3.2 SSD =

shared NET-3.3 SSD =

shared NET-3.4 SSD 208.4GB
208.4GB

shared NET-3.5 SSD 208.4GB
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208.4GB
shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB
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447 .1GB (normal)
10 entries were displayed..

1DFRIFERORSAITEEETAMEIE>ZTaL— T 3ICIE. storage disk fail
-disk NET-x.y -immediate '$8Roe VAT LICARTHHZHEE. 77 V75— MIBEER
ZHIBLET, BBEDXT—FXIEOAVY RTHEEETEXY "storage aggregate
showo ONTAP Deploy%# L T. I al—>a v THELIERSAITZ2HIBRTETET,
ONTAPIER A T ZRDLSICY—I LTWVWBZCITEELTL TV, Brokeno RT47
IFERRICIFIENTE 5. ONTAP Deploy ZfEA L THEEIMTE £9,. Brokens SANILZH
%9 3ICIF. ONTAP Select CLI TROIOAR Y REAALE T,

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

REOIAYY ROHAIFEICERBZIET TY,

{R*8{LNVRAM

NetApp FASY X 7 Lild. K. YIEERARNVRAM PCIA— REZEBH L TWET, COH—RiF. FERIET S
WO aAXE)ERBEHELI-EUREN—RT. EFAANTA—I VR ZABICALIEET, ik, ONTAP
NISA T CNADEZTAATIEICHERNE T AEEEZTIRHITACETHRIRINET, £/o. TEINT
—RATAVIHEBEBRBANL =X T TICRY TRT7—=07 ) M EINZ 7O BT a—ILT3
CEDHTETET,

AETATAVRATLTIHEE. COLSBMBIIEBHINTLELA. TDRH. NVRAMA— R DREREIL
AL, ONTAP Select> AT LT — b T4 R EDN—FTa>avICEBESNTWVWET, ZD7=H.
VARV ADY AT LRET 4 RVDEREIZIERICEETT,

ONTAP Select VSANS K UNER 7 L 1 1K

1=%8 NAS (VWAS) ORI TIX. 1&%8 SAN (VSAN), —ZB8D HCI G, BLUASBT7 LA
BATDT—2Z LT _EDONTAP Selecty 5 2 2 —h'Y HR—bEINET, CNS5DHERL
DEBERDZIAVITANSTIFYIE. T—RANTOMEEMZEIRELEX T,

=RNEHFIF. FRALTVWANAN=N1H— (HR— TN TLS Linux KX b ED VMware ESXi £7z1&
KVM) B EB B2 ZTR—ELTWVWEZETY, NTN—NAHF—HESXi DIFE. ENENhOD
VMware HCL IC R hETNTWVWBHENRHD £,

VNAS 7 —F T F v

VNAS ¥ WS EgiEld. DAS ZERLAVWIARTOEY b7y FTERAINE T, YILF/—KONTAP
SelectZ S XA DiHFE. ZHUliE. BIL HARTRHD 2 DDONTAP Select/ — RAE—DF—Z XA N7
(VSAN T—R XN T7HEEL) #HEITZT7—FTI0FvHEENET, /—FRiZ. ACHBEAESBT L1 DR
DT—BARTICAVAR=ILTEZICHTEET, CNUTED. PLAEIOR ML —IHKRICK - T,
ONTAP Select HA RT72IED 7w h T > b EHIRTE X9, ONTAPONTAP Select VWNAS V1) a—> 3>
—FXFUF¥IlI. O—AJLRAID O bO—S% %K 7= DAS EDONTAP SelectD 7 —F TV F ¥ L IEE
ICESBITVWET, DED. BONTAP Select/ — Rid. HA/NN—hF—DT—2DIEE—%RIFLEITZ
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Fo ONTAPONTAPFHIRR > —Id/ —REWNRELTWVWET, L7zH>T. ZLAEIOX L —%0RI1E,
MADONTAP Select/ — RDFT—2t v F2EKIBRATE 30NN H 270, #HEINET

HAXR 7D ZONTAP Select/ — RHAMERIDHNSR T L 1 %= {ER T2 - EHREEET. Z1LIZONTAP Select
Metrocluster SDSEANERX L —J AT 2 BEICEKFERAINE T,

ZONTAP Select/ — RIZEBIOANBT7 L 1 = EHT 35S, 2 DD 7 L1 HONTAP Select VM IZERRD /N T
=X AMEIRBT I EHIEREICEETT,

VWNAS 7—FF U F v /\— R 7 RAID O bO—5%fKZ7=0—75JL DAS D LLE

VNAS 7—F T F vid. #HIEBMICIEIDAS € RAID Y FO—Z %A —NDT7—F T I FvICHRDE
BPLTUVET, £EB55DFEH. ONTAP Select T —F X MTPHEIBZHELE T, COT—XX 7B
VMDK IZ73&|E . TN 5D VMDK HERDONTAPT—R 7 I U — bz L £9. ONTAPONTAP

I&. cluster -create & & 7\ storage-add ##fEHIC. VMDK A@EYIICH 1 XEBEIN. BYAETL v IR (HA
RT7DFE) ICEIDHTENTWVWE CEBRLET,

VNASYRAIDO Y b O—Z#EEHDDASICIE. 2DDKRITEVHHD £, xBIBBELIELIE. VNASIZRAID
A hO—Z%ZHBRBELBVWIETY, VWASIE, BREBRZINET7L 1D, RAIDIY O—F#BHDDASH
RETE3T—ROKGMEETNZIRHTZEZHIIRELTVWET, 22HD. £FLTXIXDODHPEREVIE.
NVRAMD /N7 #—I > ZAICET3HD T,

VNAS NVRAM

ONTAP Select NVRAMIZ VMDK T3, DFD. ONTAP Select I&. 70w 7 RL AIEERTRERT /N1 X
(VMDK) E TN b 7 R L RIEETTHERZER ((ERDNVRAM) ZTIaL— L ET, LH L. NVRAMD/Y
74— > XIIONTAP Select/ — RLEDONT =TV RICE > THBOHTEETY,

N—RDJT7RAD O bO—Z%EAT=-DAS v k7 v 7DIHEE. NVRAMVMDK ADITARTHEZFIAH
IFRAICRAID Y FO—5 ¥y v aTHRIAMINEZH. N—RTUT7RAD I +O—-5 Fvywva
IINVRAMFT v v oy L TREBEL 9

VNAST7 —F T F v DiHzE. ONTAP Deployld. Single Instance Data Logging (SIDL) & MEN3 T — k5|
Mz {EHAL TONTAP Select/ — RZBHMICKELEX T, CDT— FIBDEFEET BHE. ONTAP Select
IEINVRAMZ/NAINA L. T—EARAOA—RET—RT77 V5= MNMIEHEEIIAHFF T, NVRAMIZ. WRITE
BIEICE > TEEINTOVIDT RLRZEIRT DTHOICOAMEBEINE T, ZDEREDF =S
NVRAMADIEIBDE FAA Y. NVRAMDT AT —YED2BEDETAAL VWS, ZEEZAAZ[OET
FZ2ETYd, RADOY FO—SF v v anOO—HILEFTAACELZIBML AT UoIINET<HOITHTH
31, TOEEISVNASTOABMN T,

SIDL#EEIE. TARTDONTAP SelectR b L — R BN H D £ A, SIDLEEREIE. XAV R
HEERALTT7IUT—FLANIILTEMNCTETEI,

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

SIDLIEBENENICHR > TVWBR & EFAANT F—IVRICHEENHZ ZCICFELTLEETW, 79U
—rROIARTOR) 2a—LDRA ML —I%FRAR) S —%FARTERMIC LI, SIDLEREEEBEEMICT S
ENTEET,
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volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

ESXi =T vNAS Z{FFH 3 335 5ICONTAP Select/ — RzHEEHE 3

ONTAP Select Id. HEX ML —C LDV ILF/ — RONTAP Selecty S X A% HR— ML &

9. ONTAPONTAPTIZ. FIU ESX KR b EICHEEDONTAP Select/ —RERETETFJ, 212L. ThH
D/ —RHPREILZZRZICBLTUVWAWEEICRD £, CORTEIXVNASIRIE (HET—2XK7) ICD
AHETT, DASREL—C%FEATZHE. KA M CICEBOONTAP Selectf Y AR R %HJ/ET B
CIETEFERA. TNHDAVRAEAVRIFEIL/N—RIT 7 RAD O FO—S%8EE8T31-0HTT,

ONTAP Deployid. XILF ./ —RVNASY 5 A ZDYIHAEARIC. BILT T X ZH 5B DONTAP Select >
ARV ZADEILHRRAMIEBEINBZVWLSICLET. XORIE 2 DORAMLETRETZ2D0D4 /—F
I3 A2—DIELVERAIZTRLTWVWET,

NILF ./ — RVNASY 5 X2 DHIHARER

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

EA. ONTAP Select/ — RIFHRRX FEITRITINZAREELHD FT, CHICKD. BLITZXEZAD2
DL EDONTAP Select/ — RHA R LEB R M EHET S, B CTIFEVWHR— MIRNOBEHIEET S
AIEEMDH D £, NetAppld. VMDIET 7«4 =5« IL—ILEZFETER L. VMwareh'. EICHART D/

—REFTHL BLIZRAEZD/ — RETOYIEN LD = BHNICEIETALDICT R =2HRELE

3_0

@ FYUFTI4=F 1 L—IL Tl ESX 75X 4T DRS BEMICH >TWBRERBD £ T,

ONTAP Select VMDD 7 U F 7 74 ZT 4 IL—ILZ1ERR T B HZEICDOVWTIE. OISR LTS
Lo ONTAPONTAP Select?y 5 XA RICEHODHARTHEENTUVBIGEEIX. V7 XZRNDITARTD./ —KR%
CDIL=ILICEDZIRNERHD £9,
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Gatting Startad  Summary uunn:ur] Configure | Permissions Hosts VMs Datastores

“
w Senices

viphere DRS

v5phere Availability
- VEAN

Ganeral

Disk Managemant

Fauit Domains & Siretched
Chester

Heaith and Performance
iSC5I Targets
ISCSI Initiator Groups
Confinuration Assist
Updates

« Configuration
Ganeral
Licensing
Vibware EVC
VMHost Groups

VM Overrides

Host Options
Profiles
V0 Filters

VMHost Rules

M

Tyes

Networks  Update Manager

Thig lestis emply

Mo VM/Hest rule selected

Emakiad

Canllists
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

KOWTNHADIERICEK D. [ CONTAP Select ONTAP Select./ — RAE L ESX KX + EICTEET 2 0]8EM
HHbhxEd,

* VMware vSphere 51> ZDHIRICE D, F£7IE DRS EMICH > TLWARWEE. DRS IFIFELEE
Ao

* VMware HA I21EZ 7 IXBEBED R LT VM BITHMBESINS D, DRS7UF 774 =FT 4 JIL—ILIX
NANAENET,

ONTAP Deploy|dONTAP Select VMDZFrZ 7OT7 V7« FTICER L EFRA. 722l V5 XX EBHIREEE
T2, COHR— TN TVARWVWERHDONTAP Deployd s ICRBRENE T,

UnsupportedClusterConfiguration cluster 20180516 11:41:19:0400 CINTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the Same host

ONTAP SelectD X L —SRE#XIELT

ONTAP Deploy 193 . ONTAP Selecty S X AARNDE ./ — RIEMD X kL —
CHEEML. S/ RERIETEEY,

ONTAP Deploy® X bk L —JBMEREIL. BENRIA ML —J %P ITH—DFERTHD. ONTAP Select
VMZEEZEETS LI R—FEINTVEEA. XDORIE. R ML—UBMY s —RZieEIT5 M+ 7
122 RLTVWET,
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask  255.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

» Node

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

BENRBRIFZHINTESICIE. UTORICBEIBZCCHEETY, BEZEMTSICIE BIFOS 1Y
ATEFEE CBIERELHRBEDRE) ZHAN—T3HENHDFT, AL —JEBMREICEL>T/ —
FOSAERAENEBBLIHGEIE. BEIKBLET, 7. +OBREZFOHLVWS1E X Z1Y
AL—ILTRHREDNBDET,

BEZDONTAP Select 77 U — MMCBEXZEBMIT3BE. FILLWANL—UT—)L (F—FXLT7) DI/INT
#—=IXVRATAT7AIIBEDODA L =T =)L (F—RRXALT7) CRAEFETHINELHD XTI, AFFD K
SEHIN=VFUTFq (T75vasthis) TR M—JLENT-AFF ONTAP Select./ — RICI&. SSDUAD X
L= BMTEAVWCEISEFELTLIET W, DASEASBRA FL—CDREFED Y R—FEINTUVEE A

EBmMoO—AI (DAS) AL —S 7= L 2B d237-0ICO0—AILERIA ML =22 AT LISENTY 335
BlF. BIMDRAIDZIL—FELUN (F7I3EHDLUN) ZBETINENRH D £9, FASFASEFERRIC. [
L7705 —=FIFHLWAR—ZZEMNT 3HBSIE. FTLVLRAIDZIL—TDINT +—< > AHDTTDRAIDY )L
— RIS THZEEZHRIZIBELNHDET, FILLW T I U —bE2ERT 3BE. LW I USX— K
DINT =XV ANDREZ+7ICEBEL TUONIE. FILLWRADIIL—7DL A7 MMIBEBZAREMDH
DEd,

TFT—=RARTOEHT A DY R— b INZBAT—FA N TH A IZBIBEWVEE. FILLAR—IXEZFL
F—HRALTFICTOVRATY R LTENMTEE T, ONTAPONTAP SelecthP g TICA A —ILENTWBF
—RARTPADT—RANTIVRTY FOBMIEEIRICEITTE. ONTAP Select/ — ROEHEICEHER 5
ZFEH Ao

ONTAP Select/ — KRB HART7D—EBTH 3B BIE. WS DD DEMDOEEZEZETINELNHD F9,

HART7 Tld. &/ —RIZN—FrF—DT7—2DZIZ5— AE—IRBMATNE T, /—R1ICAR—IEENMT
3I1Cl3. BLEDAR—RZNN—FF—THB/—R2IZEBMLT. /—R1DITRTODT—EHN/—RK 2
ICERINZIBELHD XTI, DFDH. /—F 1 OREEBIMREO—E LT/ —F 2 I3EBMEINTAR—
AlE. /=R 2TIRRTDBTIEIDHTETEFHA AR—XIF HAARY RIS/ —FR 1 DT —EHRLIC
REINBZLSIC. /—R2ICEBMENET,

NTF—=IVXICBELT. BMOZERIELNHDET, /—R1OT—RIF/ — R2ICEEANICERINE
To ED=H. /—R1OFLWAR—=X (F—RALT) ODNT =TIV RIE. /—FR20FHLWVWIR—X
(T—RART) ONTA#—IVRAE—HBLTVWBIRELRHD £, DED. MAD/ — RICZAR—R%EEN
RIS, ERDRSATT0/ 00 —PERIZRADYI—THA I EFERATD . INT+—<I > ADERE
HRERETIAEEIHD £FT, Chld. N\—rF—/—RICT—FOOAE—%#IFI3OHICERIN
3RAID SyncMirrori#{EH RE T,

HARTZ O/ — R TA—HF—DT7 IV XARBBREZE P TICIF. &/ —FIIHLTIDI D, 552200

ML —SBINREZRITIAMERHD £, FX ML —UBMRIEICIE. B/ — RTEMDAR—IDNNRE
TYo B/ —RIMEBEREHFHIAR—RIE. /—RUIBBRIAR—RE ) —R2IIHBBEBRHIAR—IADEFICEH
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LLRDET,

THEtE Y b 7w 32/ — RIBRT. &/ —RICIZ2DDTF—2ALT7HHDH. EF—2 XK T7ICIF30TBOA
ENEDYTSNTULET, ONTAPONTAPIZ2/ — RIS ZXA2%ZEHL. &/ —RIFT—R X L71H
S510TBOBE% HE L £ TONTAP Deployld &/ — RICBTBO 7 V714 T AR—RAZHRELE T,

RORIE. /—FRUIH L TE—OX ML —EBIMREZRITLIERZRL TULE T, ONTAP ONTAP
Selectld. &/ —RTHKAE LTRIEDRA ML —Y (15TB) ZFEALTWVWE T, =7°L. /—R1OT7 97«
TJXLL—=Y (10TB) 1. /—R2 (5TB) &DHZLA->TVWET, &/ — RO/ —RDF—420D1
E—%HKIXLLTWVWSESH, M/ —RIEZREICERESNTVWET, T—FZX L T7UIIXEMDZEE IR—IH
BoTHD, T—RIAMT7213MKA L L TRLICEZTTY,

RERD:1MEDOR L —JEBIMHEFROEIDETEESRE

ONTAP Select cooc
Node 1 e
HA Pair

ONTAP Select
Node 2

Node 1/Aggregate 1

10TB Node 2/Aggregate 1

5TB

Sync Mirror for Node 2

5TB Sync Mirror for Node 1

10TB

Free Space in Datastore 1

1578 Free Space in Datastore 1

15TB

Datastore 1 Datastore 2 Datastore 2 Datasiore 1
Total Capacity 30TB  Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE

J—R1TESIZ2EID R b L—JBINEEDRITEIN. T—RXARNT1OED T —RANT720—E (B=
LR%=MER) PHESNE T, BHDX ML —UBIMEEIR. T—2 X715 > TWE15TBOESRES
HELET, ZOKIE. 2EIBEDX L —UBIMNRMEOERZRLTVWE T, CORET. /—R1ICI350TB
DT ITA4TT—EZHEETICHD. /—R2ICIETDS5TBHEZ > TWVWET,

AEMD: /—FO2EDEMR ~ L —CEBIMREROEIDETEESRE

ONTAP Select rt : ! ONTAP Select
Node 1 — Node 2
HA Pair

- — =T Node 2/Aggregate 1
— 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TE  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AEEMUIBRICHERATNBVMDKORAY 1 XIE16TBTY . 75 XA XERAIERICER TN 2 VMDKD &



A4 X35 EHE8TBTT. ONTAPDeployld. #A (ONTAP/ — RIS A A F1IIVILF/— RIS R4
) CEBMINZBEICGLCTEYIARY A XOVMDKEZER LT, 7L, FEVMDKORAY 1 X, 75X
RYERGALIEP(F8TB. R kL —JEBIMLIEFIF16TBZEB R TIERD £H A,

Y7 k7 7 RAID IC& 2ONTAP Select D A EIENN

BRI AL—UBMU«F—RF2EALT. V7 7T 7RAIDZER L TLSONTAP Select/ — RDE
HREBZEPT N TETET, U1 —RIZIE. ONTAP Select VMICRDME L TR v EV T HEE%R. £
AJREDAS SDDR 51 T DAHNRREINE T,

BRESAEYAZATBEATEP T CEWEABETIN VI I T 7RADZERT 3156, ¥IERICITBE
TREZECPILIITEFFEA. FASETIIFAFF7 L AT« RV ZEMT 3156 LERRIC. 1EIDIRET
BMTEZIAML—YORNBEIFR. BEDERICE>TREDET,

HART7 Tld. /—FRUIR ML =BT BICIE. D/ —ROHART (/—R2) ICBRBD RS0 TH
FATRETHIVELRDHDET, /—RI1TIE. O—HILRSATEVE— T RZO\EAD. 1EBIDZR +
L—SBIMRMETERINE T, DFED. UE—FRZATE. /—R1OFILWR ML =W/ —R21CH8
BN, RESNBZ 2R ITBOHICERAINE T, /—R2[ICO—AIILTEAAERI ML —2% B
gétuxﬁwxhb—DEMﬁﬁt\ﬁ/—FT%h%hﬁﬁ@F%%?ﬁﬂ%ﬂ%ﬁ%é%ﬁﬁ%bi

ONTAP Select I5. FILWRSA ITZBEDORSA T LRLIL—b. T—2. BLUVTFT—EZ N—FT 1> a3 Vil
N=Fa>a>DELFEd, N—FTao>aZ > F0BIF. HFLLOWTZI VS — FOERT. £3BEFE0T75 )
T = MDIERPICITONE T BETFAAIDIL—b N—FT4> 3> ANSATOY A XF. BEFEDT 1 RY
DEFEDOIL—bF N—=—FT 423> A E—HBITBELSICKRESNET, LD >T. 2 D20FELT—H /N—
Faar A1 IFENEN. T RITDEHABREMISIL—b N—FT0>a> B4 XxEZLF|WVWT 2 TES
CETCHETEE T, - N—FT1 >3 >DRSA T HAXFALETHD. 75RA2OFEREY b7 v
TEICKDESICHEINE T, BERIL— bk IR—XDEE (VT —KR 95XK2DIEEIL 68 GB
« HART7DIFEIE 136 GB) F. IHAT 4 RIVEH B RART RSATeNUTF4 RS THEELFIVWIHIC
DEITNET, L—F NX=FT1>3a3>DR AT HAXIE AT LICBINEINZITARTORSATET
—EICHEIEINE T,

LW IUS— b Z2ER Y 356, BERR 1M TOR/NEIE. RAID Z1 7. ONTAP Select/ — R A}
HARTZD—ETHBZIDNEDI ML >TERD XT,

BEO7II)TF—RMMIZAML—2BMT2EBaIE. WSODDEMOZEEEFIENHD £, BEFORAIDY
IW—=FICRSAT%EBMT B EIFRIEETIH. RAIDTIL—TH T TICRABEISEL TLEHRWLI EHEIR
EEDET, BBEDORAIDZIL—TICAE Y RILZEBMNT 3 TDDRERDFASE K UAFFORI NS U 7+«
NI TTHEHAIN. FILOREY RILICKRY ARy FHARETIAREENEISINET T, . BHEF
DRAIDZIL—ZICEBMTE3DIE. BEORAIDYZIIL—F B ENULEDT—ENN—F 0> a > A4 XD
RSATDHTT, BIBRDEIIC. T—EN—TFT14>2a>H A XEIR A TORAWH A X E L TIEHD
HAo BIMTZT—EN—TFT14>a>hBEON—FT1>a>EDHbARETVEE FILLRSAITDH 1 XiZ
BEEINET, 2FD. FILLWRSATOBEDO—SBIXKRERDETFICADE T,

HLOWRSATJZEALT. BIFEO7J )5 — bO—EE L THLVRAIDI IIL—TZERT 2 Z EBHERET
To COFE. RADTIL—TDH A XFBEFEDRAIDIZ I —TDH A X —HTEIHENHD I,

ONTAP SelectX kL —IRHYR— k

ONTAP Selectid. FASEXIUAFF7 L AICHBEHINTUVWARRANL—UPRA T ar e
EROI ML —FBA TS 3 o =2RHLE T,

F—=IT735v>a VSAN AR T 5 v a 7 L1 ZER LT-ONTAP Select{k’8 NAS (VNAS) DER T
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I¥. SSD WS DEHHESER kL — (DAS) % fEH L7=ONTAP Select DR X b 759 F 1 ZITHES BEH
HHFET,

SSD RZATETLITL ALV R%ZmMATDAS AL —U DB BRD. FFA1 > X ~—ILTIZAFFD
EOBN=YVFTUTaHBEENICENICED XTI,

AFFDESBIN—=YFUTAICED. 1R M—)LHRIZRDA >S54 > SE BEENBEINICEMICHED £7,
A YISAVEONE— VT

R a—La >S4 VEEBR

R a—LNy OIS REEHR

* BINEA VS A VR

CAVIAY TR AN Y

CTOUT— kA VS U EEHR

* NNy VTS50 REEHR

ONTAP Select TINRTDT 7 AN FDR L —IHRK) S —DEMCHE>TWVS Z EZHEEET BICIE. #
LR ENIcR) 2 —LTROARY F2ERITLET,

<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

ONTAP Select 9.6ABENS DT v UL —RTld. 7LZT7LS1MtE > X% FEHBL TDAS SSD
2~ L—IZONTAP Selectz 1 Y A =L RRHEBHAHD £9, I5IC. ONTAP Deploy% f#
C) BALEYS XD VA M—ILEIC. T ML—C%R0BERE) FTv IRy IR %S
VNCTBRHEBEHLAHD T, FRIODRENBLINTULARWEE. ONTAP7 v o L—R#E
ICAFFDO L SHBN—=YF U T ZBMCTBICIE. T— b5 =FETIER L. / —REHBit
FIAIMNELAHDEFT, FHEMICOVWTIE. T7ZAILYR—KMISEVLWEHLELET L,

ONTAP SelectX kL —Sh=EMERL
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RORIE ATA4T7 ZATEVTRTIT7 FA4EVRZHLET. T7HILETERICHE>TWS, £kl
TI7 A ETIFEMCB > TVWAVLWIHERIND, FRAARLAIEFIETLAMN L —OURF T a>2Fe®d
TC:F)O)T?O

ONTAP SelectD 48k DAS SSD DAS VNAS (TRTDS1E>
(FLET7LZERIFILST HDD (£251tEVR) )
77 Ly XL")
1S54 >FOld W (F7AILR) lEWARY2—L4LCIca FWARY2—LTEICa
—H =G —H =G
R)a—L1>YSA4YE 1FW (FI74ILE) EARAARA HR— bR
EHERR
2K Y SAVEM (TR IFWL. RUa—LZXIC EWRYa—LTicd HR—bxgs
FE#8) I-—AEMELE  —F—DEML
IR
8KV ZAVER (74 W (F7AILE) TV, R a—LZrIC HR— RN
7T 4 JTERE) A—H—DEMLTEE
¥
Ny IS5 RERR HR— MR IEW, RYa—LZkic FWARYa—LTEica
dI—H—hPEMETEE —F—DEWEL
¥
EfERXFv T [EqA [EqA IEFWARY2—LTrica
—H -G
AYSA4Y F—2 aAVIN 1ZW (FT7HILER) IFW. RYa—LZkic HR— 5
o3y —hHEWMELTEZE
g
EEATxv+— =40 =40 HR— xRN
TIUTF—~AYS5A4Y 1FW (FT7HILER) ZHARL HR— bR
HEHERR
RYa—LNvIF55 1FW (F71ILE) IEW, RYa—LZkic dWARUa—LTEica
v REEHR I—H—hPEMETEE —F—DEWL
g
EWMNBNY TSIy 1ZW (FT7HILE) ZUARL HR— RN
R EEHERR

TONTAP Select 9.6, FILWS 1Y X (FLIF7LXL) CFHFLWMHAX (5—2) #HR—LLET, L. 7—
SVMIZY 7 b 7RAID%ZEA L 7-DASHEBR TOA T R—FINFET, 9.6U 1) —XDZ—LONTAP Select VM TlE. /N—R
7 T 7RAIDS &K VNASHERL IS R— TN FEt Ao

DAS SSD#ER D 7 v 7o L — REIEICEE T 23 EEIE
ONTAP Select 9.6LABFIC 7w 4 L — KR L7=#. system node upgrade-revert show BEZDHR ') 2 —LD X
L — \/“éj]%{lﬁ%ﬁﬁmujé BIC. 77w 77‘ L— I“\b{%T LicZk 75:’/7_?3' A9V R,

ONTAP Select 9.6 f&ICT7 v FI L — R LTIV AT LTIE. BEOT7I VT — b FEHRICERESNTY
)47 — b EICER SN LWAR D 2 — Ak, FREATERINZARY 2a—LERLHBEICARD X

9o ONTAPONTAP SelectA— R 7w FJ L — REDEEDR) 2a—LDX L —IUHRAR) > —F. FHRRIC
B ENTeAR) 2a—LEIFIFELCTIN. EFOEVHLHD XY,
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> 1) A1
Ty TIL—FRENHIAR) a—LETRA ML =R S —DREMCB > TUVAED S THEEIF. ROKDS
ICRDET,

* /R 2 — L “space guarantee = volume ¥ > 51 > T—RFEHE. T VT — b 14251 VEEHER.
SLVTIVT— b Ny o770 REEHRDBMICHE >TVWFEEA. INHDF T2 avidTy
TOL—REBICBMIITEE T,

* 7R1) 2 — L\ “space guarantee = none’/\w I STV REBHIBEMICH>TWEHA, COF T3>
W7y 7L —RFRICEMICTEEXT,

*c TwIIL—RE BEOR) 1 —LDI ML —IHRARY S —IFEBIREINE T,
>F)F2
Ty T L—RENCAR) 2 —LET—EDR L —IHRNT TICBMICHE > TWVWBRHEIF. RDOLSIC
B"hET,
* 7R1) 2 — L\ “space guarantee = volume' 7 U L — REZREHEWIRSNFEEA.
* 781 2 — L\ “space guarantee = none £5t/\w I T 5T Y REBHIBRHAA VICH->TVWE T,
* 7/R1) 2— L\ “storage policy inline-only’ 7/R1) > —% BENCEREL £,

CA—HY-—TFEBDAML—UHFRA) O —%HFDOR) a—L4Lld. UTDORY 2 —LZFRVWTHRI D —IC
ZEIEHD £FH Ao space guarantee = noneo CNHDRJ 2a—ALTIE. EVINVIT TR
BEHFRABMICE>TVET,

*y NDJ—7

ONTAP Select> v kT — 27 OB 45

9. ONTAP SelectiRIFICEAINS —MIABRY hT—IOB2ZBELEL £ 5,
KIS, V0N —RIOZSRRERILVF/ — RIS A THIRBAIRE L EAN LMY A
T avIZDOWTERBEL E 9,

YRy kD=2
MIEX oy h =013, EICEBERBZLAV2AAYFUITAVTSANTIVFv%=RMHITEZI T,

ONTAP SelectZ7 S XX DEAZHR—FLET, ¥IBRY FO—2ICBEE T IERRICIZ. N1 /N—/)N1H—
RAbE. EDEEBRAA Yy Fry hO—IBREBEORANSENE T,

RAKNICA TS 3>

BONTAP Select/\ 1 /N—=NAHF— KRR ~ME. 2DFIF4DDYRER— b TER T 2HENHD T, BN
BIBEIE. U TOBRGEICK>TERD FT,

* U ZRRICIDDONTAP Select R X EAZFENTUVBE D BEDONTAP Select’R X hAAZENRTVEH
CEATNTVANAN=—NATF—FARL =T VIO RT L

*RER Ay FOBKAE

* UV UTLACPAMER TN TULE D E S hH

32



YIEZ A v F DB

YHREX A v F DI HONTAP Select DEAREFEZ T R— L TWVWE L ZHERIBIHENDHD 9, ¥IER
Y FRINAN=NAF=—R=RDFBRAA Yy FEHRESNTVWE T, BEBILIBRIE. W< ODDERICK
STEBDET, TREBRFEHEIIRDEEN T,

*RERY FT=T Ny T =T DRBMELE DK DICHTFL EXTH7?

* TR Ry NT—JEEERY b - URODRE ML ETHV?

* LAV —2VLAN BED KD ICHERETNETH?

WmIERY NT—7

ONTAP Selectld2DDERZWMIBRY hT7—0%FEAL. S T710 v 02214 I LCTHELET, EFB
ICIE. RS 709 P30T R2RADERR MEREITTEL, IJTRAINDIA ML =054 T7 2 MREFOMMOYT
VB ANET, NAN—NAF—ICLX>TEEBINZREXT vFIE. RERY NT—0%FHR—rLE
ER

REERY kT —2

TILF /) — RIS ZIIBIETIE. B4 DONTAP Select/ — RiZDBEES N TRERY Ry hT—0%FEBELT
BEZITVWET. COxXwy bTJ—21%. ONTAP SelectZ 2 X ZAD ./ — ROASBICITLNEEINT . FIFATE
FH Ao

() mExy bo—2id TLF/—F U5RE—DBAICOBEELET,
REBRY FT—=2ICIERDEFENH D £,
*ROBDZZFTLONTAPY S AZA T T 4w I ZIBT B -HICERINEF T,
° JTRH
° S MRS (HA-IC)
° RAID A< 5 — (RSM)
* VLAN [ZEDKBE—DLAV 2Ry hT—2
* B8R IP 7 K L XIZONTAP SelectiC& o TEID Y THENE T,
° IPv4D &
° DHCPIZfERENEEA
Yy oO—hAILTRLZR
* MTU #+ XIEF 7 #JL kT 9000 /N b TEHL 7500 H'5 9000 £ TOEHHETHETIT X7,
NEBRYy bT—2
HNEBRw kT =213, ONTAP SelectV SRXZD/ —REABMRA ML =0 314T7 > b BLUHD T U
?i;?%vﬁ%ﬂﬁbi?o%%*vhU—OM?KT@O%Z&%ﬁ@—%T&D\m®$5@ﬁﬁﬁ%

* ROONTAP RS 74w O RMIBYTZ-HICERINET:
° F—A (NFS. CIFS. iSCSI)
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B (VTRRL /=R #7232 TSYM)
c UZZAZ—[ (AT 3V)

* A7 3 TVLANZ HR— b

F—RR—bTIN—T

o BIER— NI

* BEEOBBERICEDOVWTEIDHE TSNS IP 7RLXR:
° IPv4 X 7z IXIPv6

* MTU %1 XiFT 7 #JL b T 1500 /N1 T (FHZEEATEE)

o

NEBRY FT—=TICIE. HEPDI YA XDISTRAEA—DEFELE T,
REI> Ry hD—URIE

NTIN—NAHF— KA FlE. WO DRy hD—UKgERIBELE T,
ONTAP Select |&. RS> >V EBL TRARAINSROEREICHKTFEL £,

8~ VR—b

ONTAP Select CERHTE 3 R— MIEHHD FT, CNSDR—bIE. V5 RXRZOY AL, LWDO2H
DERICEOWVWTEIDYETEN, HHINET,

Ry F

NA N=NAH—RBRADRERXAvFY T b7 (vSwitch (VMware) 7=i&O0pen vSwitch (KVM)
) 1F. RIS VICK>TRABEEINZR— b eYIBr —H 2Ry ENICR— b EEHRLEF T, BEBICEL
T. TARTDHOONTAP Selecti X MCvSwitchZ BE T INENRH D £ 7,

ONTAP SelectDE—/ —RELVEHR ./ — ROy FT— U8R

ONTAP Select |F. B—/ —RE&VILF/ —ROWMADRY b —OEK%=HHR—KL
x9,
BH— ) — Ry hT— R

B— /) — RODONTAP SelectiEf Tld. 75 XX, HA, £/ldZIS5— FS T4 v IREELBWLD,
ONTAPAERR Y T — 23R EBEH D £+ Ao

ONTAP Select®FDTILF / — R N—= 3V CIZEAD . ZFONTAP Select VM (IZ1E. ONTAP®RY kT —72
R— b ela. eOb. eOc ICIREEND 3 DDIRERY b T—0 FHATEINEENTVET,

CNS5DR—ME BE T—X. BIUVIFRAEMLF REDY —ERZRHTHLODICERAINET,

KVM

ONTAP Selectid> > J I/ —ROSRARELTEATEE T, NI N—NAHF—FHRIMIIF. ARy bD
—IOANDT I REZREITIZIHREBIAI Vv FHAETENTVET,

ESXi
NEDR— M EEBERBMIBTA SROBERIE. ESX N1 /N—N\1H LD 1 DDONTAP Select 5 X4
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J—RERIRDODEIREINTVETD,

> >4 )L/ — RONTAP SelectV S X ADxw kT — I 1&m%

ESX ONTAP Select VM

Data, Mgmt,

Intercluster

Hypervisor
Services

Port Groups

vSwitchO

-1

Active-Active NIC
Teaming

Corporate
Network

@ B—/)—RFRITRZ—ICE 2207 TEZTHRTTH. NICF—I VT I3MRAL LTRET
ER

LIFDEID HT

CORFaAaXIVEFDTILF/—RLFOEIDHETE I3 Y THASINTULWS L SIC. ONTAP Select
I&IPspaceZ LTI ZRAERXY NI —DO ST 4w 0T —RELVEENS Tr v oD ORBELET,
DTSV RTA—LDIVTIN/—RNI T MMIIISTRAERY T —ODEENEEA. TDH. 7
> X XIPspacellldR— FHEFEEL EFE A,

@ IS 2AE LY/ — REHELIFIZ. ONTAP SelectZ S 24Dty 7w TEICBEIIIICERR S
NEJI, BODLIFIZEARICERTET X,
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EFEHS LU T—4X LIF (eda. eOb. elc)

ONTAPR— bk ela. eOb. XU elcldF. XDEATD ST 1 v I %EET S LIF DEFR— L LTE
FENnE,

* SAN/NAS 7O~ JJL 37« w2 (CIFS. NFS. iSCSI)
*USRR. J—R. SYMEEB+SZ T v D
* USRAZMEZ T 1w (SnapMirror$ & UFSnapVault)

RIVF/—Rxy bT—T18K
YILF/ — RONTAP Selectry b T —Z18MHIZ 2 DDRY b T —T THEEINE T,

INolE. 73REEBLVRBL TV T—2 3o —EXZRBTEIRERY bT—J 8. T—RT7IERE
JUBEY—EXZRMIZINLRY bT—ITY, INB2DDRY hT—TJRZR/NB +Z T4 v T%2T
YREY-IVRTHBMI B ISR ZDOEENICELIRIZEZHEBET 5 L THEEICEETT,

NEDHRY FT—=JIEROKITRENTWET, THk. VMware vSphere 75w 7+ — L ETRITTN
TW3 4 /—RDONTAP SelectZ XA R2%ZRLTWVWET, 6/—REKXV 8 /—RDIFTAZTHREKRDF
wRT—=O LATIRIHRDET,

ZONTAP Selectf > X2 > ZIXERDOYIES —NEICEELE T, REBNZ T v o 8B

@ 714w oiE BREBRY T —0A422—T A REIDETONERIORY hT—2 R
—hIIN=TIC&>THREN, V5 X/ —FEATRAICYEER MY FA Y TSAMSIF v
ZHETESRLSICHBDET,

* ONTAP SelectYILF/ — K 95 XX Xy bJ— I OEE*

e —
NetApp - -

Qg_ggm:m,g,m |-‘i Client Protocol [lsceu‘ | cFs & [ NFS ‘
Suite 1 IHI Treffic ] I ]

I‘ h A i

Shared :
nevorkEAteH | ONTAP-external Netwark |

| i 1
s | ONTAP-intemal Network |

Port

: int. i t P pa-int. o pa-int
Groups | | Paext VEANTo [} || Rex VLAN 10 [}; ] Peed VLAN 10 []! [ Peext VLAN 10 [1!
i ' e P i
:|7 Select-a . :|— Select-b ] i Select-¢ }: ; Select-d ]

FZONTAP Select VM (CI&. 7 DDRESRY kD —20 7R TR (e0a~eldg) NEEXENTEHED. ONTAPH'S
(&7 90)*/ I\'j 7 /__I_\ '\ (eOa’VeOg) Dt v I\bemb\ngt—kni_g-o ONTAPL;;*L’D@T&?Q%&F@
ENIC & LTHWETH, EFRICIHRENBEDHDOTHD., RERY FO—IBZN L TYIEBL V2 —T 12—
A0ty MMIRvEYTEINET, FDEH. BRATa VT H—=NIZIE 6 DOYIBXRY b7 —20 R—kIE
WMEHD FH A
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@ ONTAP Select VM ADRIEZR Y kT —2 74 72 DEIMIEH £— F SN TUOE R A,

CNSDR—FE ROY—ERZRET B DICERBREINTULET,

* ela. eOb. e0g, BIELIFEX 7—4&LIF

*elc. e0d: VS5 RARRy kT—JLIF

* e0eRSM

* eOfHAM > & —x% 7 b+
R— hela. eOb. eOglIANER Y FT—TICFEL T T R— beOch 5e0fiFZNENELIHEZIEET
M 2k L THEBSelectry T —JZ B LET, Ry bT—IRFHIHEWVWTIE. IN5DR—hZE—

DLAYV=2xy bT—VICBRETBIHRENHD XTI, CNOSDRBT7TITRZRBZ Y bT—TICHET
BRBIIHD EFH A

NEDR— BB RZYIBET7A T2OBRERORICSRLET, COKIE. ESX /N\1/N\—N1HED
1 DDONTAP SelectZ7 2 X% /—RFRERLTWET,

YILF ./ — FONTAP SelectV S X ZD—EBCTHBIE—/ —FDXRy FT—THEH

ONTAP Select VM

Hypervisor
Services
Pl Eoops ONTAP-internal ONTAP-external | | vmkernel |

‘ vSwitch0

\ eth0 eth1 eth2 eth3
Active/Active
NIC Teaming
Internal External
Network Network

REBEZ T4 v I ENBNT T4 v I ZBBRIYIEBENICICDE T DT, XY MIT—0 )Y —=ZADT7 It
ARBICED AT LEBEDRERPHIETEE T, THIC. NICF—IVJICLBENICED. BE—Dxv +
D— O 7R TR BERRELTH. ONTAP SelectZ7 SRR/ — RRENENDRY NT—JICTF7IEXT
IR RBIEHDEEA

Non Routable

VLAN Routable VLAN

NEER Y R T—=OR—= KT IL—=TFERERY FT—=OR—= KT IL—FDOEAIC. 4DDNICTH TEIHRTAT
WIBICEENTWVWAZEISFELTLET VW, ABRY NT—0R—=bIIN—=TDT7 0710 THR—FEI. K
B2y R T—TDRARNAR—RMIHBEDET, B, AERY N T—IR—bITIN—TDT7 T4 THR—F
lF. ARy D= R—=bTIL—TFDRARNAR—MIZHEDET,
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LIFDEID HT

IPspace DEAIZLEL, ONTAPKR— DO —JLIdBELE SN E L7, FASFASZEREIC. ONTAP Select” 5 X
RIZIET 7 # )L MIPspace ¥ 5 XA XIPspaceDEANEEFNE T, *v b T—2UHR— kela. eOb. e0gZx T
7 #JL bIPspacell. R— keOcre0d% U 5 X X |PspacellBCB T2 & T, TNBDHR— MIREMIC. Fr
BLAEWVLIFORRT s Y Ih SR EINE T, ONTAPONTAP Select?Z 5 X ZADFED OR— kd. REEH
—EXREZRHEITZIAVEZ—T A ROBFHENDYUTUCE > TEAINE T, RSMBLUVHAT VX —ORT +
AR =T TAADIZEDLSIC. ONTAPY TILZEATIERAEAINEE Ao

FTARTOLIFAONTAPOTY Y R TILD SRR TCEZDITTIEHD FHA HAM X —O%Y
@ k¥ RSMA > 42 —7 T — ZIZONTAPH 5 IR IERTICHE>THED. THENDH —F REiRHT
BTeHICHEICERINE T,

Yy bT=T R—=FELFIZDWTIE. ROEI2a>THLCHBALET,

BEEH LUV T—4 LIF (e0a. e0b. elg)

ONTAPR— bk ela. eOb. &V e0g ld. RDEZATDNZ T4 v I %EET S LIF DEHER— b LTE
FEIhFd,

* SAN/NAS 7O~ JJL 571 w2 (CIFS. NFS. iSCSI)
*UTRZA, /=R, SWMEEB+ZTrv Y
* USRAMEZ T4 wY (SnapMirror$ & U*SnapVault)

@ VIRAZEELV/ — FEELIFIEX. ONTAP Selecty X2 Dt k7 v FTRICBEIMICIER S
NET. ZODODOLIFIFEARICIERTEFT,

I3 RXZ 1y T —7 LIF (e0c. e0d)

ONTAPR— beOcHE L UWeldldF. 75 REA VR —T A ADK—LIR— L TEEINFE T, FONTAP
SelectZ7 S XX/ —RTlE. ONTAPOtw 7w 7RICU > O—AILIP7 KL X (169.254.xx) Z{FEAL
T2DODISRABAA R —T 4 ADBIFNICERINE T,

@ INSDA YR —TTARIISFENIP T RLRAZEIDETEILIFTET .. BMDISRE—
AR —=T AR LBVWTLIEE W,

DSR2 Y N T—I RS T4 v TlF BLATYSTIL—FTa4 T ETNBVLAV2RY FT—I % @B
BDRERHDFET, VSREZDAIL—TYv b LATVDEHICED. ONTAP Select? T X X IIYIERIIC
LG (RILFNY I, B—DT—R2E2—RE) ICEBETZ3HNELRHD £9, WANEHE F /(i
IBRICBENTIBFRICHA — REDBEL T, 4/ — R, 6/ — R, F1-IZ8/ —RDRA ML Y F IS A EER =18
BIDZICIFIYR—PFTNTVETA AT IT—2%FERALI2/—RFOX MLy FEBRIFHR—FINT
WX,

SEICDOWTIE. "2/ —RX L wFHA (MetroCluster SDS) DRI IS0 F 1 X",

DSRARARZY N T—=IO RS T4 v IDRRKIIN—Ty 2RI Z-H. COXRY T—TR
— &P v VR T7 L —L4 (7500~9000 MTU) %#FHT 3 LSICKRECNTVWET, V5 RXZ

C) EEYINCEESTE SICIE. ONTAP SelectZ 5 XX/ — RICKHEPR Y kT —oH—E X #i2#
TRLERDIRTORERA v FEYIBRAA Y FTIO v R ITIL—LDBEMICE>TVWE I L
HRESELTLIETL,
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JX— ~2: ONTAP SelectAEBR— ~ ' IL—

il oo

Getert ite ind stanty adicters Droreeg i oy, iy adioters acivild m B order Gpecitaed ibor

AP I TBDIC. BIDHTUIRDESICHED X,



ONTAP-AER ONTAP-AER2
TOFT4 T TR TR vmnicd AZINA TR TH: TOT4TT7RTR: vmnicé XX INA TR TH:

vmnic6. vmnic5. vmnic7 vmnic4. vmnic7. vmnic5

EAE X - I3 D EIvSwitchE / — RH =D 2D DHIER— ~

N

MIER I 2B EOBHREIFEICBUTVE T, METH T2l LHMERLABWMEETH, 4D2DR—-+J )L
—TZERTIVEDNHBDET, R—rJIL—TOEDHTIIUATOEED T,

=& (25/40Gb) NICZ2M{ER T 31548, HRINZR— T IL—TERIE. BRMICIZ10GbTH TR %4

R—rJIL—7F 4\&81 (e0a,e0b) NER1 (eOc,ee) KEB2 (e0d,e0f) 4&82 (e0g)
TOTF4 T vmnicO vmnicO vmnic1

vmnic1
Standby vmnic1 vmnic1 vmnicO vmnicO
J—RHEDH2DODOEER (25/40Gb) ¥R — b % fig X fovSwitch
ciiioe . vaemsor
services

Port groups

ESX -
Standard
vSwitch

VMNIC1 VMNIC2

Controller A

2D0YIER— b~ (10GbIAF) ZEHTZBE. SKR—LJIL—FICIE. BEWCRMANC T 9T T T7H TR
ERBAVNATRATRERETDHRELNHD £9, WERY FT—21%. TILF ./ — RONTAP Selecty 5 X
RICOAFELET, VUL /—RIZTREADBEIT. NEBR— b TIN—TTRAEDTETEZEZTIT47
CLTRETEXED,

RDFIE. <ILF ./ — RONTAP SelectZ 5 A X DREE L UANEBEY —E X% MNIET S 1 DD vSwitch &
2DDR—bIIL—TDEEEZTRLTVWE T, Ry NT—IBEENRELEE. ABBxR Y b7 —2I3AREBx
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whT7—2IDVMNIC ZEBETEEY, TNl RBRY FT—TD VMNIC BN DR— T IL—TICE

Le ZAZVNAE—RICRESINTWVWBRHTT, AEERY FT—UDBEIFFEDIFEE LD £, 2DDR
— N —TBTT7 I T 17 VMNIC £ 2R\ VMNIC ZXBIERTAZ idE. *y b —oEER
ICONTAP Select VM ZBENIC T A IILA—/N—F B1=HICRBIR T,

J—=RHED200YBR— b (10GbLLTF) %{wA f=vSwitch

Hypervisor
services

vnics
Port groups
ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A
LACP %= fEH L 7=938X vSwitch

DEVSWitchZ B THER T 258, *v b7 —UBHZER1LT 3 7-OICLACPEZFERTE XY (L. C
NUIRZA N TS IT A ATIEHD FEA) o TR—FZTNTVLWBLACPHER TIE. TRTOVMNICHE—
DLAGICEFEFNTVWBRHRELRHD XTI, Ty TIUVIYBIA v FIE. FrRILKRDITRTDR— T7,500
~9,000DMTUY A X HR— NITIREBHHD £9, NERH K UNEEDONTAP Selecty kT —21F, R—
EIL—=TFLRILTREETIZIHNELRHD £, AERY bT—U Tl =T VIFARER (DBESNn
) VLANZERITINELHD £, ARy hT—2Tid. VST, EST. F/IEVGTOWST A EFERATSE
x99,

RDFIE. LACP ZFEH L 7=98 vSwitch #8Z R L TWLWE T,

LACPEREOLAG O /N T «
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

LACPAERNIC A > TL\ B3 EkvSwitchZ FH L 1=AZR— )L — TR
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|Route based on IP hash -
|Link status only -~
|Yes 5]
[Yes =]

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.

s 1 Move Up |
Active Uplinks
ONTAP-LAG Mave Down |

Standby Uplinks
Unused Uplinks
dvUplink1

LACPHAERNIC 1 > TLW B EhvSwitchZ L 7cRZR— ' )L — T8
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-0 x|
v —Poliges -
[ Policles Teaming and Failover
Sacurity e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
VLAN ! ity " 5
Network Failover Detection: |Link status only -
st b Notify Switches: |Yes -]
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
Name ' _
Active Uplinks v |
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel

LACPEERT BICid, ERRA v FH— bER— FF v R L LTRET SUBNBD £T,
(D) S#swichTINEEMICT B, LACPRISAE— hF v ZLAELRESATLS T &
ERRL TN

ONTAP Select¥JI2 X 1 v F18H

B 249y FELUVIILTFRAYFEREBICEDC T Y ITAN)— LB A v FHERD
EES S

JREZXA Y FRBOSYIERA Y FADEGEZRET BRICIE. EEICKRSTTIHNELRHD XTI, RV T RAA
RS T4 w I ENBT—R Y —ERDDEIZ. LAVY—2VLANICE D DBEZBEL T, EFROWIBRY kDU —
JBE TILRTBIHVELNHD X7,

YIEBXA W FR—MILNSTVIR—bMELTRETIHNELHD £, ONTAPONTAP SelectDNER ~ S 7 «
vl 2DDHFEDODVWTNDTEHRDOL A V2Ry b —JICREITEZE T, 12lF. B—DR—rJTIL—F
TONTAP VLANZ J (¢ EREBKR— 2 ERT3HETT. H51D1F. VSTE— R TEER— helalZf@RID
R—brTIN—T%BIDYTEIHETT, Ffo. ONTAP Selectd ) ) —REI VT I/ — RIBRE-IEZTILF
J— R#BHICIGC T, eObkelc/e0glicT—RR—hEBEIDHTIHRELRHD XS, NS T 1 v oD ERK
DLAV2HRy hT—=2ICRBTNTVWBIBEIX. 7y T IYPBRA v FR— FDFFAIVLAND X ~ZZ
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NSDVLAND'ZEFNTVWBHEDHD T,

ONTAP SelectORNEBRY hT—0 r ST v PiE. U2 IO0—HIIP7 RLATERESINRET V2 —7
IARAEFERALTRELEFT. CNSDIPTRLRIIIL—FT 4 VIRARERTH 3-8, 75 X4/—RFEDRA
BT v II3E—DLAV2RY NT—0EN L THRANZIUELHD £9, ONTAPONTAP Select T X
2/)—REDIL— bRy FlFHR—bThTVWEHA.

HEYPEX A v F

RDEIE. TILF ./ — REONTAP Selecty Z AZAD1DD ./ — R TERAINBZ X1 v FREBROHIZRLTULE
To CORITIF. ABRY bT—IR=bTI—TEARRY b T—=OR— b JIN—TOEAZHRA T
ZvSwitch TER SN BMENICH. RLCLERRAA Yy FICT—TIIERINTWE T, RATYF LS T1v T
iE. BRZDVLANICEENS TO—RFv AR XA VICL>THRESNTUWET,

ONTAP SelectDMERR v b7 — 5Tl ZUHHF A= FIIL—FLALTITONET, AT
() ofiTEABRY FI—2IVETEBRLTOWETH. COE— R L—FTEVETLVSTO
mANYHE— kETNTUETS,

HEYIBIA v F2ERLERY NT— U8R

Single Switch
Ethernet Switch
[ AR AR nae | WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Native VLAN 20
vSwitch 0

COWMTI. HEXA v FAE—BERLBO FT. THTHUS, BROX A v FEER
(D)  vacrT. wEEBA—RYTTEEICESI522Ry FI— I DELERC L pTE
£
EROYIEZ A v F

TEMEHDIRELRISGEIE. EHOYIBRY NT—J0 XA v F2ERATINELRHD £, XOKIF. TILF/—
RONTAP SelectZ S ZZAD1DD /) — R TERAINIHREBRZRILTVWET, RER— T IL—TEAER
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R—=rTIL—TOEADNICIE. BRBAYIBIAYFICT—TILEHGINTWVWEH, B—D/N—RJ1T7X
1TYFOEEHNSI—HF—%RELF T, ANV —OREZRET 37H. X1 v FREICIFRER—
R FvRILDBRESNTUVET,

BEOYEBIA v FefERBLILRY T —T18mk

Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ONTAP SelectD T —R BB+ T4 v I DD

T—2 STy I BB T4 v IZRARDLAV—2Ry b T—DICHBEL &
ERS

ONTAP Select DBy FT—U 5T 1w Ild. 7—4& (CIFS. NFS. iSCSI) . B, 8&LULTUT
—> 3> (SnapMirror) b5 74 v LTEEINET, ONTAPY S XZNTIE. ENT T4 v I RRA
JLISERIDREA VX —T 14 XRZFBL. CNH5DAVEF—T x4 REMRERY hT—OR—FTHRAMS
N23BENH D £FFTONTAPONTAP Select DY ILF / — R TlEF. TNS5DKR— hi& eda & & U eOb/elg
CLTHREINE T, P> IL/—FREBHTIE. Ch5DHKR—MEedaH LTV edb/edc & L TIEET M. 5%
DOR—MMIREI S X2 —EZXBICFHINED,

NetAppld. T—E S T4 v I BB S o v I ENLIDLAV—2% Yy ND—JIIDHTDCEHEL
TUWE T, ONTAPONTAP SelectiRIETIE. VLANZ I ZFERA L TCINERBELET, k. BB NS T«
wORICHRY D=0 TR TR1 (R—bkela) ICVLANR GG EFR— I —TH2EDYTBZETRRTSE
F9, M. T—R LS T4 v IBIZR—FkedbkeOc (VT /—RIFRXR) telbkeldg (WILF ./ —
RISZA) ICENZNRDR—MIIL—TZEDYHTEZ I TETED,

CORFaXYITEIRLIEVSTY ) 2—2 3 Y TIERTDRIBEIE. T—XLIFCBELIFOMA ZE C1kiE
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K—MERBT3URELNBZHE LNEB Ao TDRDICIE. VLANZZHIFEVMIC & > TRIFTT BVGTL
WFENE TOL X EERELET.

ONTAP Deployd—7 1 )T+ ZFHAT 35, VCTICL BT —F Ry hT—J L EBERY b
T—DNBISFIATEE A, COTAERIE. IFRE2DEY F 7y THRT LIR&RICRE
TT2HELRHDZET,

VGTL2/ — RIS REAEFERTZBE. BMOITEAHNHDET, 2/ —RISXZERTIE. ONTAPH'TE
PICHBAAREICAZHIC. /—REEIPPRLAZFEHAL TAT A I—X— \DEHRZEILILET, FDI:
&H. /—REBELIF (R—bkela) IcXvEYIINIAR—RTIL—TTlE. ESTEVSTORIFITDHADHYR
—rENFET, THIC BEMN S T4V 08T =25 74y 0mADPBELR—IIIL—FHRFERALTUVS
BE. 2/ —RISRALETESTNSTOARD Y R—rEINET,

VSTEVGTOmADHREA T a vt R—bETNTVET, ROKIE. RPDTF VA THBVSTZRLT
WEXTo CODIFUATIE. b7 v ZI3BIDETOENTZAR— 8T IIL—F%/T L TvSwitchL 1 ¥ —T& Y

FFEINET, CORETIE. 7T XRZELV/ — FEELIFIZFONTAPR— ~elallEID HTHN. BIDET

SBNIER— T IL—TZNLTVLANID 10TEIFIFENE T, T—ZLIFIZR— heOb&elc 7zide0gllE!
DYTHEN. 2BEHDR— T IIL—F%EABLTVLAN ID 200t 53N FE T, 75 RXKR— MI3BBEDKR—

FIL—TF%ERL. VLANID 30IC#EfsicNE 9,

VSTEER LT —2 BB

Ethernet Switch
e
PortGroup 1
Management traffic
VLAN 10 (VST)
v e | PortGroup 2
- Data traffic
vinto | vianm VLAN 20 VLAN 20 (VST)
== == LJ o PortGroup 3
Cluster traffic
VLAN 30 (VST)
' TDatat LIF: |
Cluster-management LIF: . |
i 10.0.0.100/24 | 152.188.0.1/24 |
i Data-2 LIF: !
| Node-management LIF: - :
| 10.0.0.1/24 152.188.0.2124 B

ROKIE 22EDYFVATHZVETZRLTWVWET, COZF A TIE. ONTAPVMA. Bl4p7O—R
FrYAMRAAVICRESNIVLANR— AL TS 70 v IIC2 0% HITET, ZOBHITIE. RER
— ke0a-10/e0b-10/(e0c % 7=1%e0g)-10F & U'e0a-20/e0b-20H'. VM7R— kela®H LK UeObD EICEEE TN TWL
£9, COERICED. vSwitchL 7 ¥ —TI3# <. ONTAPRTEHEXY NT—U XTI HIIERTTEET,
BELFET—ZLFIEINS ORER— MIEEESTN. E—DVMAR— FRTESICL AV —20#5bh ElEE
ICBEDFd, VT XAVLAN (VLANID 30) (&, 5IEHMEIR—FITIL—TFTRIRTEINET,

JEEC:

* COWEHAZAIIE. BRD IPspace ZFERAT 3B EICHFICBWNTY . RIENAOBETILF T2 ME
ZE6CEE L7 WERIE. VLAN R— M &E@ERID A XX L IPspace (CFIL—FLL £ 95
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*VGTZHYR—rFBICIE. ESXIESXTRA CDXyY F D=0 TR T REYIBIA Y FD RS>V IKR—KIC
BEITA2UNELNHDEFT, REXA v FICEREINIZR— T IL—FDVLAN IDZE4095ICREL. R—k
IIN—TTrS I EBNCTZIRELRHD XY,

VGTA2ER LT —R EBIEDDE

Ethernet Switch
[ |
PortGroup 1 - No tagging at PortGroup Level
Management traffic
VLAN 10 (VGT)
Data traffic
S VLAN 20 (VGT)
| i PortGroup 2
Cluster traffic
Lo [0 [ o J[ oo ] VLAN 30 (VST)
ONTAP Balect WM
Defaultm
Broadcast Domain: BD1 Broadcast Domain: BD2 |
Cluster-management LIF: i #0210 00010 E Data-1 LIF: !
10.0.0.100/24 i ; 192.168.0.1/24 '
Node-management LIF: S —— T Data-2 LIF: |
10.0.0.1/24 | 192.188.0.2/24 E

SHRET—FT I F ¥
ONTAP Select® & ] A&

= AMA T a el L T BRRICRER HABZZERL X7,

BEKIZ. 7TV —23y0—I0—REZIVE—TFSAXISADANL =T FSAT7YIANSIET
ATAN—RITFLETHBREB TRV IFITTR—ZADY U a—avIlBITLEADTOWETH. LSUIY
2 (BfEH) £T7A4—ILh LS YVRICHTREFr=Z—XIIZZH>TVWEHA, YOEIRKRL > FEIE
(RPO) ##IRMITBHAYV U 2—3vid. A1V ISAMSIFvARAYIROVWTNADIAVKR—RY FD
BEICLEZT—FEENSEEHREFRELE T,

SDS DO AREDIE. T T7—RFvI VT AL —CORICESTVWTHEREINTED,. VIhozT7 L
TUr—2 a3 il&oT BRBA ML= HrOICEROI—H— T—ROEROIE—%RET I
TTF—ADETHERELTUVET, ONTAP Select IFZ DEHRICEDVWTHEEINTSESD. ONTAPHIREH
IBEEL 7)o — 3 >#EE (RAID SyncMirror ) ZfEE L T, 75 XAZRICI—H— F—2DEMIE—
ZRELEXT, N HARTZDOAYTHFIAMATITONE T, IRTO HARTIE, A—H— FT7—2D 2
DOAE—%RELET, 1 2F0—HIL /—RICE>TRHEINBZ AL =S, S 1 DIEHANR—F
FT=ICLK > THREETNDZI I L —JICTT . ONTAP Selecty 2 X 2N Tld. HA CREEL 7V —> a3 b

56



KHFIoNTED. 2 DODOMEEZTIDRL/CD. ML TEALED ITBIEIETEEFEA. EDTH. [
HAL PV —2a VBRRIENILF /) — R AT 7 VYT TOARMERTEET,

ONTAP Select” 5 22 Tld. AL 77— 3 UHEEIFHAREOHEETH D . FFF
()  #8SnapMirror% f-dSnapVaultL 70 r = 3 Y TV O Y QRBTIEH D € Ao FHAL T
—> =Vl HAZ T L TBRAT 5 2 L3 TS £ A

ONTAP Select HAB A EFI)LICIE. RILF/—RISRA (4/—K, 6/—FK, £7=138/—FK) ¥2/—FR
IS RAD2BEHHD F9, 2/ — RONTAP Selecty 5 A X DIEERFHIZ. R TVUY NITLA>IFUF
ZIERTBICDICHEEAT A T—X—F—ERZFEAT S ETY. ONTAPDeploy VMId. #ERONTAPI A
TD2/) —RHART DT I AN EDAT4 T —2— LTHEBEL £ 96
2ODT7—F T FvIERDEICREINTWVWETD,

JE—MXT4I—2—O—AIEHEA ML —CZFERLT2/ — RDONTAP Selecty 5 X%

ONTAP
DEPLOY

-
Maibox _D D\l

Disks/ e

Max Latency: 125 ms RTT T et
Min Bandwidth- Alb/s o —

-

15051

2./ — R®MOONTAP SelectZ7 5 XX |d. 1DDHART E1DDXF 4 T—RTHERINET, HA
RT7ATIE. BIVFREZ/)—RDTF—2F77 V45— AEENICES S ) VT Snsz6. 7
ITAINA—N—"DRELTHT—ENEONZZIEHD £t A

*O—AILERA ML —2%2FERALT- 4 / — ROONTAP SelectyZ 5 X4
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* 4/ — F®DONTAP Select? 5 X & IE. 2DDHART THEEEINTWVWE T, 6/ —R¥E8/—FDIFXH
iF. ENENIDLADDHART THEHINTWVE T, BHARTRATIE, BV FXE/—RDT—277
= rAEHANICZS S =) 208N, TJ2AIINF—N—"DRELTET—EPRDONBZEHD FHE
Ao

* DASR L —C%ZERAT 356, YIEY — /N LEICHFEETE SO0NTAP Selectf > X2 > XF1DEITFT
Jo ONTAPONTAP Selectid. X TFLDOO—AJLRAIDIY FO—FADFHEEF7 /X ZHEC L. O
—HIEREINT T AV ZBEBITBLIICHIATNTVET, Thid. X b L—IAOYERER R EEA
BITNUSAERET Y,

2/—FHACZYNILF/—FHA

FAS7 LA CIZERD. HARTDONTAP Select/ — RIZIPR Y F T —UBATOHBRELEFT, 2D, IP
2w b= I3BE—[EES (SPOF) &AD, Ry hIT—IRBX Ty cTLAVIF)AIIHT BD1R:E
WERADEELRAEE D F T, VILF/—RISRAIE. 32ULDEE/ —RICE>TITRAEI+—7
LZEWEIITEEH. B—/ —FEEICHDMRADZIENTEEXT, 2/ — KT F XX TIE. ONTAP Deploy
VMBI RA R T E3 AT IT—2——EX%ZFBELTEALCERZREBLET,

ONTAP Select./ — R ¥ ONTAP Deploy X5+« T—4— H—EZXBD/N—rE—k XYy b T—2 k5T 1y
SIERI BT, ETHICEBNTWS 8. ONTAP Deploy VM ZONTAP Select D2 / — K 25 X2 L IE3D
F—=RAEUA—THRANTEET,

ONTAP Deploy VMIE. 2/ — RIS REZDAT4 IT—R— L THEET DHE. EDITRA
DARRBEBREBDEFT, AT I—X2——EXDFBETETHRWVEE. 2/ —FIFIZRIE
FlEHmE T —XERMLETH. ONTAP SelectV/ SRADA ML —U T A LA —/N—H4EE

() @EhichnET, T0%H. ONTAP DeployxF 1 T—Z—H—E Rid, HART D
ZONTAP Select/ — R & DGR BEEZHIT I AIMVELNDHD £, VFREIV+—F LHE
YICHEEET BIC1E. H/\5MbpsDEEIRE ZEA125msD ST R k) w FERG (RTT) LA T
IR ETY,
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XF 4 T—R ¢ L THEEL TLVBONTAP Deploy VM M —BFH F 7o (3R ER TS A< R B3 AJREMD B
3581E. £H>A1)ONTAP Deploy VM B L T2 /—R ISR I 4—FL%Z VAT TEEY,
NUZE D, L ULIONTAP Deploy VM [SONTAP Select/ — RZ BB TERLABDEITH. VT AX I+—F
L 7TV ZILICIFERBICEBIMTE 3L 5IC%AD £9, ONTAPONTAP Select./ — K £ ONTAP Deploy VM f&
DBEIE. IPv4 2RO ISCSI 7O ML %ZFEB L TITHhN 9, ONTAPONTAP Select/ — RDEE IP 7 R
LZFA=>T—2THD. ONTAP Deploy VM D IP 7 RL X IEH—4 v kTY, LTchoT. 2/ —KR ¥
SAREER TR EFIC. /—RBEIP7RLRELTIPVG 7RLRAEHR—FTBRICIEITEEE

Ao ONTAPONTAPHZRR R B3 X—=ILRY IR T4 1. 2 /—K U5 XZOEREICESICIER S
1. WYJZRONTAP Select/ —RDEIB IP 7 RL XY RV EINE T, RESEISEY M7y TRICEEMIC
KITINB37HD. TNULOEET7 IS aVIREHD FHA. 775 XZ%ZEH T S0ONTAP Deploy 1 > X &R
VRE FDISREADT I A IFDAT 4 IT—R T,

TEDXT A T—R—DIGFhieRBE T 2NELNHD158I1E. BIET7 I3 VHUETY, TtDONTAP Deploy
VMBERONTZIBETH. 95X RT+4—SL%&VAN)TBIEIEHRETY, NetAppTld. 2/ —R I3 X
BHA AR 2L TN B F-T'ICONTAP DeployT —ZR—RX%E NV I T v T§3 &= #HELET,

2/—RHAr2/—RX kL vFHA (MetroCluster SDS)

2/—=RFDT70T4TI7IT4THAY S X2 %Z LD RERICILRL. &/ —FZ2E B3T3t %—ICE
BIDCCHHRRICEDFET, 2/ —RFRIFREL2/—RIAMLYFUZRXE (MetroCluster SDS & HIF(F
NFEY) OE—DEWE. /—REDRY b7 —THHRERTY,

2/—ROSRBLIF B/ —RDREILT—RE X —RIC00MUADER#EICH DI FXAFE L TERINE
Yo BE. B/ —FREECRY FT—I XAV FELIFRAYyFEAI>Y (SL) 2y bT—0R1vFEy
DTy T) 2T ZBEZTVWET,

2./ — KMetroCluster SDSI. ./ — Fb‘%*@IEE’JL_BOOmL,(J: (BR2HE. BL2EBY. ELRdT7—32E>4%
—RE) NS RRAE LTERINE T, THBIC. &/ —ROT7 v ) U IERGIINZDRY FTO—0 X

1Y FICEGRINET, MetroCIusterMetroCIustertat?}ﬁH0)/\—F'?IT’E'Z\EK LEtA. 7=72L. TEIX
L1757y (RTTIE®ERASMs. v A —|ImAS5ms. §5H10ms) CYIERVEEEE (RAK10km) DEHEZFT
REHRHD XY,

MetroCluster SDSIZ 7L S 7 LKEBETH D . Premium=> 1 > X F7=lFPremium XL 1 > AHDRET
9o PremiumZ 1> X, NRES LUFREDVM. EELUHDDESSDAT 1« 7OERZEHR— ML E
3o PremiumXLS 1> Xidk. NVMe RS+ JDERBH Y R— L E T,

MetroCluster SDSI&. O—AJLEFHEX L —2 (DAS) cHBEX L — (WNAS) OEAT
HR—EFINTWVWET, VNASIER TIE. ONTAP Select VWMEHEEFX FL—CRIO Ry R —
@ IHREEAT. BE. BBEDOLATYINELAED X9, MetroClusterMetroClustert&af Tld.
BARNL=DOLAToo728HD. /—REIOLATVIERARI0OSUMICINZ Z2RELHD
9, 2FD. CNEOEBETIFEBEI ML —SDLA T Y IONERTET RO, Select VM
BDOLATYo0HZRETBENTTIER+TRDTT,

ONTAP Select HARSME = S—U > Jasnic7J )5 —h

RAID SyncMirror (RSM). =S —ftEnf=7 V5 — b, BLUVEFTAHFNIZFEBRL
TT—21ERZHT £,

BHAL U r—> 3>

ONTAP HAE T ILIEZ. HAN—F F—DBLRICEDVWTIEBERINTULE T, ONTAPONTAP Selectid. ONTAP
ICHEH SN TULBRAID SyncMirror  (RSM) #EEZFER LTI SRR/ —RETT—27Ov I %ZE& RT3
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ET. CO7—FT0FvEIFEBFREAET 4 T4 —NOHRICHERL. HARTZICHB SN2 —Y—F
—ZD2ODIAE—=RHELET,

AT A T—3%BART2/) — RIS RAIE 2D0DT =2 RX—ICEX=D>THERTETXT, SFHICOVWT
lE. 23> % 8LV, "2/ —FRX L yFHA (MetroCluster SDS) ORI NS0 574 X",

SS—UVIENETIUS— b

ONTAP Selecty 5 X2 |$2~8./ — RTHEHINE T, SHARTZICIFA——FT—2DIAE—H2D0EF

N, PRy cI7—20%N LT/ —RBETHEEBHICES S -V VInExd, COIZ—>JFa—%—ile-
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