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% API IFUH L OFFlZERTLE T,


https://<ip_address>/api/ui`

D—070-70tX

ONTAP Select Deploy API7 —2 7 O—% A % 8]l
D—070—-7OtXRZHEREL TERT3700%EHEzZ L TEKHBELRHD T,

J—2JO0—TCEAINBAPIEUE LICODWTIERT S

ONTAP Select DA VT4 Y RFa XY hR—=JIZ. IARTOD RESTAPI U'H L OFF@EIEH SN TULE
To CITIE. ENSDOFEMERDIRIDTIIHRL, 7—2 70—V TILTHERLTULSE API FFUE
LICDWT, ZOMDHELEZRFa XY MR=UTEDITZ-DICHERBIHRSITZRLTVWET, FED
APIFUOH LERRT D . ANIWNTXA—2, BHFERX. HTTP X7—RXO— R, BERLEBRA THRE. ¥
VHLDIRTODFMZHESETETEI,

J—2O70—ROZAPIFEUHLICDOWT, RFa XY MR- TRETIDICERIIDIDBERMNEZENT
WEd,

c A7V I RFaXY MR- T, BEERABEBEIR E/2IEAT IV API U LA EINTL
F9. BEDAPIHEVDE LERETSICIE. R—JPO—FEFFTRXo/O-JLL T, ZHTBAPILAFTY
0w o LET,

* HTTP Ehz@ HTTP Bh&alid. VY — XIS L TRIT T3 1F2 R L E T, FAPIUOHELIZ. E—0 HTTP
EEAEFAL TERITINET,

*NR L ZDNRIF BUH LDEITHRICERE BMUIBT 5 ED) Y —XAZEBELEFT. NAXFHHAROT
URL BTN, VY —RXZ#HATERE4H URL BEER SN E T,
RESTAPICEET7 71 X9 37-DDURLZER T S
ONTAP Select D RF 2 X > hR—=TJIIMA. Python B D7OJ SV S8B%FEAL T, Deploy REST
APl ICEETIERITZICHTEET, COBADIAT URLIE. VTV RFa XY MR=JIZTIE

ATBEZICFERITDURLEIGDLEARDE T, APIICEET7 7L XT35E1F. RXAM 2V ER—FDOXFE
FIC /api BT ZHEBLHD £9, & ziE. T ¥http:/deploy.mycompany.com/api 1 E AL ET

J—270—1 . ESXiTOONTAP Select> > )L/ — REEWY S X X DIER

vCenter TEIEB TN TUWLS VMware ESXi X MZ> > )L/ — K@ ONTAP Select 7 =
ARAZBATELS, V7R ZIE. FHMERAS A ATERENE T,

IS RAZDERT — 0 70— I3RDGEICERBD T,

* ESXi KRR k¥ vCenter TEIEENARL (RZY RT7OVEKRRR)
* VT ARNTERD ./ — R ELIFERISHMERINTVRES

* USRAREBATAE VR ZFERA L TABRBICEASNEY

* KVM/\A /S— /N1 H—E. VMware ESXiOXD D ICERAINET

1.vCenter H—/\ND IV LT v )L 2B LET

vCenter —/N\NTEEINTLB ESXi RX MIBATRHEIE. RAMNEFRIZHICILTOOVILEE
Me2HNEHRHD £, £DE. Deploy BIBI—T s UTald. DIL TV vIL%ZFERL T vCenter AD
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http://deploy.mycompany.com/api`

SR ZITVE T,

ATV HTTP &h5d INZ
BA %8 (Post) /security/ ZL T > )l
h—=IL

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step0l 'https://10.21.191.150/api/security/credentials’

JSON A /7 ( step01)

"hostname": "vcenter.company-demo.com",
"type": "vcenter",
"username": "misteradmin@vsphere.local",
"password": "mypassword"
}
WIBoRAT
FEEHA

H77
O —>aviBEANYRA—DULTFVIvILID
PR

2. NAN—NAHF—KRA+EFERLET

ONTAP Select / — RHWEENBZRETS VEETITENAN—NAHF—RKIA M ZBMTIBNELHD £,

AFdY HTTP 557 INR
SRR $8%58 (Post) /hosts
H—=IL

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step02 'https://10.21.191.150/api/hosts'

JSON A /] (step02)
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"hosts": [
{

"hypervisor type": "ESX",
"management server": "vcenter.company-demo.com",
"name": "esxl.company-demo.com"
}
]
}
WIBDRAT
FEEIEA
77

O =2 aVBEANYA—DEKRI L ID
I W sk
3. VSR ERLEY

ONTAP Select 7 S R X% 1EF T % &« BEANR T S AFZREHNEFHFIN. Deploy IC& 2T/ —REHBEE)
BICERINE D,

A73) HTTP &553 AW
Y %78 (Post) /clusters
=)l

VTN —RISRADGE. JIT)INTX—RD node count & 1 ICERETBDIHEHLHD £9,

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @step03 'https://10.21.191.150/api/clusters? node count=1'

JSON A7) (step03)

{

"name": "my cluster"

WEBDRAT
[E]HA

H77
* location [&BEAN YA —ICT T XA IDHEENET
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4.V AR=ZEHLET
TVSAIADBED—RELTHEEI X BDHIBMEN VW DHHD XT,

AF3Y HTTP &3 INR
IS5 R4 INYF | 25 X% [ {cluster_id}
H—I

U532 IDZEESBHEDHD I,

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step04 'https://10.21.191.150/api/clusters/CLUSTERID'

JSON A/] (step04)

{

"dns info": {
"domains": ["labl.company-demo.com"],
"dns ips": ["10.206.80.135", "10.206.80.136"]
by
"ontap image version": "9.5",
"gateway": "10.206.80.1",
"ip": "10.206.80.115",

"netmask": "255.255.255.192",
"ntp servers": {"10.206.80.183"}

WIBDRA T
[E]HA

)
L
5, /—FRHZEIRLET

Deploy BIE1—T VT rld. V7 XZDIEREIC/ —F ID L &HIZESHNICERLET. /—FERET
ZHEIC. BIDHE TSN TVWS ID 2BUS T 3B ELHD F Y,

AF3Y HTTP &) INR
U5 RR g |25 X% {cluster id} //—R
=)l

T5 AR ID ZIEET BHEDHD XTI,
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curl -iX GET -u admin:<password> -k

'https://10.21.191.150/api/clusters/CLUSTERID/nodes?fields=id, name'

WEBDRA S
[E1HA
7
* Array 3. ENENEBD ID L &RIZFOE—D ./ —FZEEihLTWDS

6. /—REBRTELET

/—RFOEARREZIEEIT DHEN DD XTI, CNE. /—ROREICEASNBZRIID 3 DD API FFUH
LT9,

yaloais i) HTTP &34 INR
DS5AR JAW4 | 2524 {cluster id} /./—K/ {node-id}
H—I

V5XZIDE/—FIDZEEITBIHEIRDHD XTI,

curl -iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k

-d @step06 'https://10.21.191.150/api/clusters/CLUSTERID/nodes/NODEID'

JSON Af1 (FliE 06 )
ONTAP Select / — R%ZFE{TTBRA N ID ZIEETIRENHD 7,

"host": {

"id": "HOSTID"

by
"instance type": "small",
"ip": "10.206.80.101",

"passthrough disks": false

WEBDRAT
[E]HA

=y
&L
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7. /—RXy bT—UZBUSLET

VN —RUSRZAD/ — R TEREINE T2y b= CBEBRY bV ZH/{ET 2HEND
DET. RERY b T—T RS VTIL/—RISXATIFERINTEA.

yabum iy HTTP &34 INR
ISR S

| 2524 {cluster id} //—F/ {node-id} /=%y kD=2
A=)l
UZZZIDE/—RIDZEETZIHELHBD £,

curl -iX GET -u admin:<password> -k 'https://10.21.191.150/api/
clusters/CLUSTERID/nodes/NODEID/networks?fields=id, purpose’

WMIBORA T
[E]HA
)

*220LO—RDEF, FELOA—FIF. —BEDID tBNZEH. /—ROE—DRY FT—0%KL
x9

8./ —FDRYMI—UZRELET

T—RRY FT—JCEBRY NI —UZRETIHLEDNHD T T, ARRY bT—J 2T/ —RT5
AZTIFERATNEE Ao

() MEROAPIFGHLE. *v bT—2 L2 BT ORITINET

AF3Y HTTP &34 N
5 A INYTF

| 25248 {cluster id} //—K/ {node-id} /=%y bto—2/ {
network_id }

h—=lb
7ZX2ID. /—FID. 8XURY FT—7 ID ZEEITHEN DD XTI,

curl -iX PATCH -H 'Content-Type: application/json'

-d @step08 'https://10.21.191.150/api/clusters/
CLUSTERID/nodes/NODEID/networks/NETWORKID'

-u admin:<password> -k

JSON A /] (step08)
XY RNT—UDRBIZIRET IHVENHD £,
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"name": "sDOT Network"

WNEBOZAT
[E]HA

= p)
&L
9. /—RRAFL—=UTF—LZHERLET

J—RERETIRBOFIEIE. AFL—JT— I ZERTEIETY, FRAERI ML —T—ILIE,
vSphere Web Client Z L T, F7zI3HEIZFS L T Deploy RESTAPI ZfEf L THEEETE £ 9,

A7V HTTP 574 INR

VL Ny F | 2524 {cluster id} //—F/ {nodeid} /Ry btT—2/ {
network_id }

Hh=Il

J95ZX2ID. /—FID. 8LURY ET—=7 ID ZEEITHENDHD XTI,

curl -i1iX PATCH -H 'Content-Type: application/json' -u admin:<password> -k
-d @step09 'https://10.21.191.150/api/clusters/ CLUSTERID/nodes/NODEID'

JSON A /] (step09)
T—ILDBEIF 2TB T,

"pool array": [
{
"name": "sDOT-01",
"capacity": 2147483648000

WBDRAT
[EHA

H7
7L
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10. 75X ZZ8ALET
TIRBE /) —FORENTT LIS, VFRAREEATEET,

yalais iy HTTP &34 INR
5% #fe (Post) [/ 25X%/ {cluster id} /EALTLEETWL
H—I

US5RE D ZEES BHEDHD FT,

curl -iX POST -H 'Content-Type: application/json' -u admin:<password> -k
-d @steplO0 'https://10.21.191.150/api/clusters/CLUSTERID/deploy’

JSON Af1 (FlE10)
ONTAP BIEEZ 7 HUY FDNNAT— RZIEETINELRHD X T,

"ontap credentials": {
"password": "mypassword"
}
}
WIBDRA S
FEEHA

=y
D o i S

REEER
"ONTAP Select? 5 A ZDOHRBDFHERA 1 VA X > XA =EA"

Python ZfEfFH L C7 AL ET

Python% {#F3 L CTONTAP Select Deploy APIIC 7 Ut X B HiIC
Y2 FILD Python X7 ) 7 b %Z2RITTBHIIC. RIEZE (BT HIHELHD T,
Python X7 ) 7 +ZR1TT2E0IC. RIBEDELKRESNTWE L ZHERTHIHENHD XTI,

BN 320 python2 A Y X R —ILENTWBHEDHD T, H>FILO— Rid python2 TT R
FENTUWEY, /oo Python3 ICHIERIRET I AN ERMICOVTIZTI TN TULEEA,

* Requests 175U Ulb3 AT UDNAI VR M=ILENTWVWBHRELRDHD £, BWBICIKS LT, pip
RED Python BIBY —I)LZEHETET XY,

* RV TRZERTIBI53A4T7 > bT—T0XF7—2 320 ONTAP Select Deploy REEY S > AD xRy
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D=0 T7 0 ADRETT,

Flew ROBHMBETT,

* Deploy REE<Y>>DIP 7RL X
* Deploy BIBET7HU Y bODIA—HRHE/NXT—R

ONTAP Select Deploy®PythonX 7 ) 7 ~ % 1Bf# 9 3%

> 7LD Python V) T h%FERTZE. WSO DERBZ ARV ERTTEE
To RV %S4 7T Deploy 1 VARZVATERAT BHIIC. TENE5DRT )T RIC
DVWTEELTELBELRHD X,

HBEDOREHFIE

A7) T RO—HBFHETHRFT SN TULE T,

CUTATIURIVVTIARYR A VAV R—T A ANSRITTIBEVNRESNIEREDI ATV
k> >h5 Python 1) T hZRITTEERT, FMICDOVTIE. ZBRLTIETL,

* CLIAINSG XA —=ZDRIFANERT) T I AFINTA—2%Z2EALTCLI THIEIESNE T,

*HRABMDOANT 7AINERI )T ME. EOENICEDWTAANT 7ML ZHAMD T, V7R3 %1E
R ETIFHIFRT 25518, JSON B 7 7 1L EE T BHRENHD XTI, /—RIAMEVXZEMT S
BEIE. BRI A L RT7AINZIEET I2HELNDD T,

s HEHR—FMETa— L EFERLEYR—MEY 2—)L _deploy _requests_py_contains a single class- >
R—brEh. EXROUTTERINE T,

TIAREERLET

X2 1) 7k clusterpy ZfERA L T. ONTAP Select 7 S X 2% {EHTE £ 9. JSON AHT 7LD CLI /X5
A—BEABICEDVWT, ROLSICRI) S 2B ABRBICEETCEET,

* NAN=NAHF—ESXiETzIFKVMICBATE XS (Deploy) ) —RICK>TEADET) o ESXi ICEA
TR NAN—N1HF =L vCenter TEIETZ_LH. AZVRFAOVERMITEZICHTEET,

COSREYAR VTN —RISARETEIRIVNF /) —RISRRZEATEET,

*FMER T A R XLEBEBRT AV R I ABRBEAOFMEBS 1 XX TIBAT 1> X2 &R
LTISREZEATEET,

ATV TEDCLI ANINTA—=RIFRDEED T,

* Deploy H—/NDRZA MR FIFIP 7RLR
*admin A—H7 AT DN T— K

* JSON ¥ 7 7 1 ILD%&HI

XYy E—UHADFEMT S

J— RSt X%EM

ABEREV S I ADEAZEIRLI-HEIE. script_add_license.py  #FEALTE./ —RDSAEX%E



MIBBENHDE T, FMEVRIFISAZODEARELIFEARISEMTEET,

ATV T D CLI AAANTA—=RIFRDEED T,

Deploy H—/\NDHRIAZELIEIP 7RLR

admin I—H7 AU FDNRT—R
FAEVRT 71 ILD%HE]

ALV REEMT BTcHDIERZHFD ONTAP 1—H4
ONTAP 2 —HD/NZXT—F

TS RZZHIRLET

BT ONTAP Select 7 5 X & |d. script_delete clusterpy %*fEHL THIBRTE X9,

ATUTEDCLIANNTA—=RIFRDEED T,

Deploy H—/\DHER HFIFIP7RLR
admin 2—H7HU Y bDNAT—FR
JSON #rk 7 7 1 LD %I

Python J— R > 7L

ONTAP Select?V S XX %={ER TRV ) Tk

RDRAIVT+2ERALT. XATUTFATERSNI/INTX—ZE JSON ANT 71
WCEDWTI SR AZERTEE T,

#

S S S S S S S S S S S S S o e

! /usr/bin/env python

File: cluster.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.
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import traceback
import argparse
import json
import logging

from deploy requests import DeployRequests

def add vcenter credentials(deploy, config):
""" Add credentials for the vcenter if present in the config """
log _debug trace ()

vcenter = config.get('vcenter', None)
if vcenter and not deploy.resource exists('/security/credentials',
'hostname', vcenter]
'hostname']) :

log _info ("Registering vcenter {} credentials".format (vcenter]|

'hostname']))

data = {k: vcenter[k] for k in ['hostname', 'username', 'password
"1}

data['type'] = "vcenter"

deploy.post('/security/credentials', data)

def add standalone host credentials (deploy, config):
""" Add credentials for standalone hosts if present in the config.
Does nothing if the host credential already exists on the Deploy.

mwwn

log_debug trace ()

hosts = config.get('hosts', [])
for host in hosts:
# The presense of the 'password' will be used only for standalone
hosts.
# If this host is managed by a vcenter, it should not have a host
'password' in the json.
if 'password' in host and not deploy.resource exists (
'/security/credentials',
'hostname',
host['name']) :
log_info ("Registering host {} credentials".format (host['name
"1))
data = {'hostname': host['name'], 'type': 'host',
'username': host['username'], 'password': host][
'password']}



deploy.post('/security/credentials', data)

def register unkown hosts(deploy, config):
""" Registers all hosts with the deploy server.

The host details are read from the cluster config json file.

This method will skip any hosts that are already registered.
This method will exit the script if no hosts are found in the
config.

log _debug trace ()

data = {"hosts": []}
if 'hosts' not in config or not config['hosts']:

log_and exit("The cluster config requires at least 1 entry in the
'hosts' list got {}".format (config))

missing host cnt = 0
for host in config['hosts']:
if not deploy.resource_gxists('/hosts', 'name', host['name']) :
missing host cnt += 1

host config = {"name": host['name'], "hypervisor type": host]
"type'l}
if 'mgmt server' in host:
host config["management server"] = host['mgmt server']
log_info(
"Registering from vcenter {mgmt server}".format (**
host))

if 'password' in host and 'user' in host:
host config['credential'] = {

"password": host['password'], "username": host['user

log_info("Registering {type} host {name}".format (**host))
data["hosts"] .append (host config)

# only post /hosts if some missing hosts were found
if missing host cnt:
deploy.post('/hosts', data, wait for job=True)

def add cluster attributes(deploy, config):
'''" POST a new cluster with all needed attribute values.
Returns the cluster id of the new config
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log _debug trace ()

cluster config = config['cluster']
cluster id = deploy.find resource('/clusters', 'name', cluster config

["name'])

if not cluster id:
log_info ("Creating cluster config named {name}".format (

**cluster config))

# Filter to only the valid attributes, ignores anything else in
the json
data = {k: cluster config[k] for k in [
'name', 'ip', 'gateway', 'netmask', 'ontap image version',

'dns_info', 'ntp servers']}
num nodes = len(config['nodes'])
log_info ("Cluster properties: {}".format (data))

resp = deploy.post('/v3/clusters?node count={}'.format (num nodes),

data)
cluster id = resp.headers.get ('Location') .split('/") [-1]

return cluster id

def get node_ ids(deploy, cluster id):

'''" Get the the ids of the nodes in a cluster. Returns a list of
node ids.'"'

log _debug trace ()

response deploy.get('/clusters/{}/nodes'.format (cluster id))
node ids = [node['id'] for node in response.json().get('records')]

return node ids

def add node_attributes(deploy, cluster id, node id, node):
''' Set all the needed properties on a node '''
log_debug_ trace ()

log_info ("Adding node '{}' properties".format (node id))
data = {k: node[k] for k in ['ip', 'serial number', 'instance type',
'is storage efficiency enabled'] if k in

node}
# Optional: Set a serial number
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if 'license' in node:

data['license'] = {'id': node['license']}

# Assign the host
host id = deploy.find_resource('/hosts', 'name', node['host name'])
if not host id:
log and exit ("Host names must match in the 'hosts' array, and the
nodes.host name property")

data['host'] = {'id': host id}

# Set the correct raid type

is hw raid = not node['storage'].get('disks') # The presence of a
list of disks indicates sw raid

data['passthrough disks'] = not is hw raid

# Optionally set a custom node name
if 'nmame' in node:
data['name'] = node['name']

log_info ("Node properties: {}".format(data))
deploy.patch('/clusters/{}/nodes/{}'.format(cluster id, node id),
data)

def add node networks (deploy, cluster id, node id, node):

Set the network information for a node '''
log _debug trace ()

log_info ("Adding node '{}' network properties".format (node id))

num nodes = deploy.get _num records('/clusters/{}/nodes'.format
(cluster id))

for network in node['networks']:

# single node clusters do not use the 'internal' network
if num nodes == 1 and network['purpose'] == 'internal':
continue

# Deduce the network id given the purpose for each entry
network id = deploy.find resource('/clusters/{}/nodes/{}/networks
'.format (cluster id, node id),
'purpose', network|['purpose'])
data = {"name": network['name']}
if 'vlian' in network and network['vlan']:
data['vlan id'] = network['vlan']
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deploy.patch('/clusters/{}/nodes/{}/networks/{}"'.format (
cluster id, node id, network id), data)

def add node_ storage (deploy, cluster id, node id, node):
'''" Set all the storage information on a node '''
log_debug trace ()

log_info ("Adding node '{}' storage properties".format (node id))

log_info ("Node storage: {}".format (node['storage']['pools']))
data = {'pool array': node['storage']['pools']} # use all the json
properties

deploy.post (
'/clusters/{}/nodes/{}/storage/pools'.format (cluster id, node id),
data)

if 'disks' in node['storage'] and node['storage']['disks']:
data = {'disks': node['storage']['disks']}
deploy.post (
'/clusters/{}/nodes/{}/storage/disks"'.format (cluster id,
node id), data)

def create cluster config(deploy, config):

'''" Construct a cluster config in the deploy server using the input
json data '''

log_debug_ trace ()

cluster id = add cluster attributes(deploy, config)

node ids = get node_ ids (deploy, cluster id)
node configs = config['nodes']

for node id, node config in zip(node ids, node configs):
add node_ attributes (deploy, cluster id, node id, node config)
add node_ networks (deploy, cluster id, node id, node config)
add node_storage (deploy, cluster id, node id, node config)

return cluster id

def deploy cluster (deploy, cluster id, config):
''"'" Deploy the cluster config to create the ONTAP Select VMs. '''
log_debug trace ()
log_info ("Deploying cluster: {}".format (cluster id))



data = {'ontap credential': {'password': config['cluster']|

'ontap admin password']}}

deploy.post('/clusters/{}/deploy?inhibit rollback=true'.format

(cluster id),

data, wait for job=True)

def log _debug trace():
stack = traceback.extract_stack()
parent function = stack[-2] [2]
logging.getLogger ('deploy') .debug('Calling %s()' % parent function)
def log_info (msg) :
logging.getLogger ('deploy') .info (msqg)
def log_and exit (msg):
logging.getlLogger ('deploy') .error (msqg)
exit (1)
def configure logging (verbose) :
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
if verbose:
logging.basicConfig(level=1ogging.DEBUG, format=FORMAT)
else:
logging.basicConfig(level=1logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool’
) .setLevel (
logging.WARNING)
def main (args):

configure logging(args.verbose)
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:
config = json.load(json data)

add vcenter credentials (deploy, config)
add standalone host credentials (deploy, config)

register unkown hosts (deploy, config)
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cluster id = create cluster config(deploy, config)
deploy cluster (deploy, cluster id, config)
def parseArgs():

parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to construct and deploy a cluster.')

parser.add argument('-d', '--deploy', help='Hostname or IP address of
Deploy server')

parser.add argument('-p', '--password', help='Admin password of Deploy
server')

parser.add_argument('-c', '--config file', help='Filename of the

cluster config')
parser.add argument('-v', '--verbose', help='Display extra debugging
messages for seeing exact API calls and responses',
action='store true', default=False)
return parser.parse_args ()

if name == ' main U g

args = parseArgs ()
main (args)
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"hosts": [
{
"password": "mypasswordl",
"name": "host-1234",
"type": "ESX",
"username": "admin"
}
1,
"cluster": {
"dns info": {
"domains": ["labl.company-demo.com", "lab2.company-demo.com",

"lab3.company-demo.com", "lab4.company-demo.com"



by

1,

"dns ips": ["10.206.80.135", "10.206.80.136"]

I
"ontap image version": "9.7",
"gateway": "10.206.80.1",

ip": "10.206.80.115",

"name": "mycluster",

"ntp servers": ["10.206.80.183", "10.206.80.142"],

"ontap admin password": "mypassword2",
"netmask": "255.255.254.0"

"nodes": [

{

"serial number": "3200000nn",
"ip": "10.206.80.114",
"name": "node-1",
"networks": [

{

"name": "ontap-external",

"purpose": "mgmt",

"vlan": 1234

by

{
"name": "ontap-external",
"purpose": "data",

"vlan": null

"name": "ontap-internal",
"purpose": "internal",
"vlan": null
}
I

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {

"disk": [1,

"pools": [

{
"name": "storage-pool-1",

"capacity": 4802666790125
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"hosts": [
{
"name" :"host-1234",
"type":"ESX",
"mgmt server":"vcenter-1234"
}
1,

"cluster": {
"dns info": {"domains": ["labl.company-demo.com", "lab2.company-
demo.com",
"lab3.company-demo.com", "lab4.company-demo.com"
I
"dns ips": ["10.206.80.135","10.206.80.136"]
by

"ontap image version":"9.7",
"gateway":"10.206.80.1",

"ip":"10.206.80.115",

"name":"mycluster",

"ntp servers": ["10.206.80.183","10.206.80.142"],
"ontap admin password":"mypassword2",
"netmask":"255.255.254.0"

by

"vcenter": {
"password" :"mypassword2",
"hostname":"vcenter-1234",
"username":"selectadmin"

by

"nodes": [
{
"serial number": "3200000nn",
"ip":"10.206.80.114",
"name" : "node-1",

"networks": [
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"name" : "ONTAP-Management",
"purpose":"mgmt",
"vlan" :null

"name": "ONTAP-External",
"purpose":"data",
"vlan" :null

"name": "ONTAP-Internal",
"purpose":"internal",
"vlan" :null

1,

"host name": "host-1234",
"is storage efficiency enabled": false,
"instance type": "small",
"storage": {
"disk":[1],
"pools": [
{
"name": "storage-pool-1",
"capacity":5685190380748

KVM LD 2T/ —R IS5 XH

"hosts": [

{

"password": "mypasswordl",
"name" :"host-1234",
n type" : "KVM" 0

"username" :"root"
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"cluster": {
"dns info": {
"domains":

"lab3.company-demo.com",

1,

"dns ips": ["10.206.80.135",

by

"ontap image version": "9.7",
"gateway":"10.206.80.1",
"ip":"10.206.80.115",

"name" :"CBF4ED97",

"ntp servers": ["10.206.80.183",
"ontap admin password":
"netmask":"255.255.254.0"

by

"nodes": [

{
"serial number":"3200000nn",
"ip":"10.206.80.115",

"name": "node-1",
"networks": |
{
"name": "ontap-external",
"purpose": "mgmt",
"vlian":1234
by
{
"name": "ontap-external",
"purpose": "data",
"vlan": null
}I
{
"name": "ontap-internal",
"purpose": "internal",
"vlian": null

}
1,

"host name": "host-1234",

"is storage efficiency enabled":

"instance type": "small",
"storage": {

"disk": [1],

"pools": [

30

["labl.company-demo.com",

"lab4d.company-demo.com"

"10.206.80.136"]

"10.206.80.142"7],
"mypassword2",

false,

"lab2.company-demo.com",



"name": "storage-pool-1",
"capacity": 4802666790125
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#!/usr/bin/env python
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File: add license.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

import argparse

import logging

import json

from deploy requests import DeployRequests

def post new license (deploy, license filename) :

log_info('Posting a new license: {}'.format(license filename))

# Stream the file as multipart/form-data
deploy.post('/licensing/licenses', data={},
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files={'license file': open(license filename, 'rb')})

# Alternative if the NLF license data is converted to a string.

# with open(license filename, 'rb') as f:

# nlf data = f.read()

# r = deploy.post('/licensing/licenses', data={},

# files={'"'license file': (license filename,
nlf data)})

def put license(deploy, serial number, data, files):
log_info('Adding license for serial number: {}'.format(serial number))

deploy.put('/licensing/licenses/{}'.format(serial number), data=data,
files=files)

def put_used license (deploy, serial number, license filename,
ontap username, ontap password) :
'"'"' If the license is used by an 'online' cluster, a username/password

must be given. '''

data = {'ontap username': ontap username, 'ontap password':
ontap password}
files = {'license file': open(license filename, 'rb')}

put_license (deploy, serial number, data, files)

def put free license (deploy, serial number, license filename) :
data = {}
files = {'license file': open(license filename, 'rb')}

put license (deploy, serial number, data, files)

def get_serial number from license(license filename) :
''' Read the NLF file to extract the serial number '''
with open(license filename) as f:
data = json.load(f)

statusResp = data.get('statusResp', {})
serialNumber = statusResp.get('serialNumber')
if not serialNumber:
log and exit("The license file seems to be missing the

serialNumber")
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return serialNumber

def log_info (msg) :
logging.getlLogger ('deploy') .info (msqg)

def log_and exit (msg):
logging.getlLogger ('deploy') .error (msqg)
exit (1)

def configure logging() :
FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool’) .
setLevel (logging.WARNING)

def main(args):
configure logging ()
serial number = get serial number from license (args.license)

deploy = DeployRequests (args.deploy, args.password)

# First check if there is already a license resource for this serial-
number

if deploy.find resource('/licensing/licenses', 'id', serial number) :

# If the license already exists in the Deploy server, determine if
its used

if deploy.find resource('/clusters', 'nodes.serial number',
serial number) :

# In this case, requires ONTAP creds to push the license to
the node
if args.ontap username and args.ontap password:
put_used license(deploy, serial number, args.license,
args.ontap username, args.ontap password)
else:
print ("ERROR: The serial number for this license is in
use. Please provide ONTAP credentials.")
else:
# License exists, but its not used
put_free license(deploy, serial number, args.license)
else:

# No license exists, so register a new one as an available license
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for later use

post_new_license(deploy, args.license)

def parseArgs():
parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to add or update a new or used NLF license file.')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of ONTAP Select Deploy')
parser.add argument('-p', '--password', required=True, type=str, help

='Admin password of Deploy server')
parser.add argument('-1', '--license', required=True, type=str, help=
'Filename of the NLF license data')
parser.add argument('-u', '--ontap username', type=str,
help='ONTAP Select username with privelege to add
the license. Only provide if the license is used by a Node.')
parser.add argument('-o', '--ontap password', type=str,
help='ONTAP Select password for the
ontap username. Required only if ontap username is given.')

return parser.parse_args ()
if name == ' main ':

args = parseArgs ()
main (args)
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#!/usr/bin/env python

File: delete cluster.py
(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of

any kind, including but not limited for warranties of merchantability

reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

#
#
#
#
#
#
# or fitness of any kind, expressed or implied. Permission to use,
#
#
#
#
#
# no less restrictive than those set forth herein.



import argparse

import json

import logging

from deploy requests import DeployRequests

def

def

find cluster (deploy, cluster name) :
return deploy.find resource('/clusters', 'name', cluster name)

offline cluster (deploy, cluster id):
# Test that the cluster is online, otherwise do nothing
response = deploy.get('/clusters/{}?fields=state’'.format(cluster id))
cluster data = response.json() ['record']
if cluster data['state'] == 'powered on':
log_info ("Found the cluster to be online, modifying it to be

powered off.")

deploy.patch('/clusters/{}'.format(cluster id), {'availability':

'powered off'}, True)

def

def

def

delete cluster (deploy, cluster id):

log _info("Deleting the cluster({}).".format(cluster id))
deploy.delete('/clusters/{}'.format(cluster id), True)
pass

log_info (msg) :

logging.getLogger ('deploy') .info (msg)

configure logging () :

FORMAT = '% (asctime)-15s:%(levelname)s:% (name)s: % (message)s'
logging.basicConfig(level=logging.INFO, format=FORMAT)
logging.getlLogger ('requests.packages.urllib3.connectionpool’) .

setlLevel (logging.WARNING)

def

main (args) :
configure logging ()
deploy = DeployRequests (args.deploy, args.password)

with open(args.config file) as json data:
config = json.load(json data)
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cluster id = find cluster (deploy, config['cluster']['name'])

log _info ("Found the cluster {} with id: {}.".format (config]
'cluster'] ['name'], cluster id))

offline cluster(deploy, cluster id)

delete cluster (deploy, cluster id)

def parseArgs () :

parser = argparse.ArgumentParser (description='Uses the ONTAP Select
Deploy API to delete a cluster')

parser.add argument('-d', '--deploy', required=True, type=str, help=
'Hostname or IP address of Deploy server')

parser.add argument('-p', '--password', required=True, type=str, help
='Admin password of Deploy server')

parser.add argument('-c', '--config file', required=True, type=str,
help='Filename of the cluster json config')

return parser.parse_args ()

if name == "' main ':
args = parseArgs ()
main (args)
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#!/usr/bin/env python

e

File: deploy requests.py

(C) Copyright 2019 NetApp, Inc.

This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and

testing a software application product for use with NetApp products,

R T

provided that the above copyright notice appears in all copies and



# that the software application product is distributed pursuant to terms

# no less restrictive than those set forth herein.

import json
import logging
import requests

requests.packages.urllib3.disable warnings ()

class DeployRequests (object) :
Wrapper class for requests that simplifies the ONTAP Select Deploy
path creation and header manipulations for simpler code.

LI |

def init (self, ip, admin password) :

self.base url = 'https://{}/api'.format (ip)
self.auth = ('admin', admin password)
self.headers = {'Accept': 'application/json'}

self.logger = logging.getLogger ('deploy')

def post(self, path, data, files=None, wait for job=False):
if files:
self.logger.debug('POST FILES:"')
response = requests.post(self.base url + path,
auth=self.auth, verify=False,
files=files)
else:
self.logger.debug('POST DATA: $s', data)
response = requests.post(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait_for job (response.json())
return response

def patch(self, path, data, wait for job=False):
self.logger.debug('PATCH DATA: %s', data)
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response = requests.patch(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)
self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait for job (response.json())

return response

def put(self, path, data, files=None, wait for job=False):
if files:
print ('PUT FILES: {}'.format (data))
response = requests.put(self.base url + path,
auth=self.auth, verify=False,
data=data,
files=files)
else:
self.logger.debug('PUT DATA:')
response = requests.put(self.base url + path,
auth=self.auth, verify=False,
json=data,
headers=self.headers)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit on_errors (response)

if wait for job and response.status code == 202:
self.wait_ for job (response.json())
return response

def get(self, path):
""" Get a resource object from the specified path """
response = requests.get(self.base url + path, auth=self.auth,
verify=False)
self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)
self.exit_pn_grrors(response)

return response

def delete(self, path, wait for job=False):
""" Delete's a resource from the specified path """
response = requests.delete(self.base url + path, auth=self.auth,
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verify=False)

self.logger.debug ('HEADERS: %s\nBODY: %s', self.filter headers
(response), response.text)

self.exit_on_errors(response)

if wait for job and response.status code == 202:
self.wait for job (response.json())

return response

def find resource (self, path, name, value):
'''" Returns the 'id' of the resource if it exists, otherwise None

None

self.get('{path}?{field}={value}'.format (
path=path, field=name, value=value))

if response.status code == 200 and response.json () .get

resource

response

'num records') >= 1:
resource = response.json().get('records') [0].get('id")
return resource

def get num records(self, path, query=None):
""" Returns the number of records found in a container, or None on

LI}

error '

resource = None

query opt = '?{}'.format (query) if query else ''

response = self.get('{path}{query}'.format (path=path, query
=query_opt))

if response.status_code == 200
return response.json() .get('num records')

return None

def resource exists(self, path, name, value):
return self.find resource (path, name, value) is not None

def wait for job(self, response, poll timeout=120):

last modified = response['job']['last modified']
job id = response['job']['id"]
self.logger.info ('Event: ' + response['job']['message'])

while True:
response = self.get('/jobs/{}?fields=state,messages’
'poll timeout={}&last modified=>={}"
.format (
job id, poll timeout, last modified))



job body = response.json().get('record', {})

# Show interesting message updates
message = job body.get('message', ''")
self.logger.info ('Event: ' + message)

# Refresh the last modified time for the poll loop
last modified = job body.get('last modified')

# Look for the final states
state = job body.get('state', 'unknown')
if state in ['success', 'failure']:
if state == 'failure':
self.logger.error ('FAILED background Jjob.\nJOB: %s',
job body)
exit(1l) # End the script if a failure occurs
break

def exit on errors(self, response):
if response.status code >= 400:
self.logger.error ('FAILED request to URL: %$s\nHEADERS: %s
\nRESPONSE BODY: %s',

response.request.url,
self.filter headers (response),
response.text)

response.raise for status() # Displays the response error, and

exits the script

@staticmethod
def filter headers (response):
''' Returns a filtered set of the response headers '''
return {key: response.headers|[key] for key in ['Location',
'request-id'] if key in response.headers}

ONTAP Select7 S XA/ —RDH A X%ZEETDZIAI) Tk
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#!/usr/bin/env python

# File: resize nodes.py

#
# (C) Copyright 2019 NetZApp, Inc.
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This sample code is provided AS IS, with no support or warranties of
any kind, including but not limited for warranties of merchantability
or fitness of any kind, expressed or implied. Permission to use,
reproduce, modify and create derivatives of the sample code is granted
solely for the purpose of researching, designing, developing and
testing a software application product for use with NetApp products,
provided that the above copyright notice appears in all copies and
that the software application product is distributed pursuant to terms

no less restrictive than those set forth herein.

H H= H H H H H H FH H H= H

import argparse
import logging
import sys

from deploy requests import DeployRequests

def parse args():
""" Parses the arguments provided on the command line when executing

this

script and returns the resulting namespace. If all required
arguments

are not provided, an error message indicating the mismatch is
printed and

the script will exit.

mman

parser = argparse.ArgumentParser (description=(
'Uses the ONTAP Select Deploy API to resize the nodes in the

cluster.'
' For example, you might have a small (4 CPU, 16GB RAM per node)
node'
' cluster and wish to resize the cluster to medium (8 CPU, 64GB
RAM per'
' node). This script will take in the cluster details and then
perform'
' the operation and wait for it to complete.'’
))
parser.add _argument ('--deploy', required=True, help=(
'Hostname or IP of the ONTAP Select Deploy VM.'
))
parser.add _argument ('--deploy-password', required=True, help=(

'The password for the ONTAP Select Deploy admin user.'

41



))
parser.add_argument('--cluster', required=True, help=(
'"Hostname or IP of the cluster management interface.'

))

parser.add argument ('--instance-type', required=True, help=(
'The desired instance size of the nodes after the operation is
complete.'
))
parser.add argument ('--ontap-password', required=True, help=(

'The password for the ONTAP administrative user account.'
))
parser.add argument ('--ontap-username', default='admin', help=(
'The username for the ONTAP administrative user account. Default:

admin. '
))
parser.add argument ('--nodes', nargs='+', metavar='NODE NAME', help=(
'A space separated list of node names for which the resize
operation'

' should be performed. The default is to apply the resize to all

nodes in'
' the cluster. If a list of nodes is provided, it must be provided

in HA'
' pairs. That is, in a 4 node cluster, nodes 1 and 2 (partners)

must be'
' resized in the same operation.'

))

return parser.parse_args ()

def get cluster(deploy, parsed args):
""" TLocate the cluster using the arguments provided """

cluster id = deploy.find resource('/clusters', 'ip', parsed args
.cluster)
if not cluster id:
return None
return deploy.get('/clusters/%s?fields=nodes' % cluster id).json() [

'record']

def get request body(parsed args, cluster):
""" Build the request body """

changes = {'admin password': parsed args.ontap password}

# 1f provided, use the list of nodes given, else use all the nodes in
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the cluster
nodes = [node for node in cluster['nodes']]
if parsed args.nodes:

nodes = [node for node in nodes if node['name'] in parsed args

.nodes]

changes|['nodes'] = [

{'instance type': parsed args.instance type, 'id': node['id'

node 1in nodes]

return changes

def main () :
then send
the request to the ONTAP Select Deploy server.

mwwn

logging.basicConfig (
format='[%(asctime)s] [%(levelname)5s] % (message)s', level=
logging.INFO, )

logging.getLogger ('requests.packages.urllib3') .setLevel (logging
.WARNING)

parsed args = _parse_args()
deploy = DeployRequests (parsed args.deploy, parsed args
.deploy password)

cluster = _get cluster(deploy, parsed args)
if not cluster:
deploy.logger.error (
'Unable to find a cluster with a management IP of %s' %
parsed args.cluster)

]} for

Set up the resize operation by gathering the necessary data and

return 1
changes = _get request body (parsed args, cluster)
deploy.patch('/clusters/%s' % cluster['id'], changes, wait for job
=True)
if name == ' main ':

sys.exit(main())
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